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EDITORIAL

Various collaboration technologies and Internet services have successfully and
continually improved enterprise work efficiency, and have influenced and changed
the quality of our lives over the past decade. Mobile collaboration technologies and
Internet services, however, still lack robust functionality and content representation
support. Meanwhile, the explosive growth of data traffic for user services threatens
the current mobile systems. Especially, mobility models, architectures, and
application services have posed various challenges to those in academia, industry, and
governmental research labs. In particular, the key challenges for improving efficiency,
scalability, and reliability are the development of mobile collaboration technologies
and Internet services and the measurement of precise performance of mobile
collaboration technologies and Internet services. These challenges allow us to design
and develop new models, architectures, and services for future mobile systems. New
research results in theory, simulation, and experimental approaches on mobile
collaboration technologies and Internet services are welcome.

This special issue covers the following main topics:

e Security and data management

e Cloud architecture

e Hospital wireless sensor network

o Internet of things service interface

e Perspective security techniques for public Internet services
Mobile devices and wireless communication technologies
Protocols and algorithms for cooperative wireless relay networks
Security and dependable applications

Secure machine-to-machine communication

Network architecture of big data

Trust and privacy in wireless sensor networks

Innovative cooperative communication technologies
Social networking services

e Innovative intelligent algorithms and network security.

These subjects, as well as some others, are the focus of this special issue of
“Mobile Collaboration Technologies and Internet Services”. The special issue is
organized as follows:

The first paper by Yi-Li Huang, Fang-Yie Leu, Jian-Hong Chen and William
Cheng-Chung Chu, propose a true random-number encryption method employing
block cipher and pseudo random number generator. They present a more secure one,
called the True Random Number Encryption Method (TRNEM for short), which
employs the current time, true random numbers and system security codes as the
parameters of the encryption process to increase the security level of a system. The
same plaintext file encrypted by the TRNEM at different time points generates



different ciphertext files. So the ciphertext files are difficult to be cracked. They also
analyze the security of the Data Encryption Standard (DES), Advanced Encryption
Standard (AES) and TRNEM, and explain why the TRNEM can effectively defend
some specific attacks, and why it is safer than the DES and AES.

The second paper by Chin-Ling Chen, Woei-Jiunn Tsaur, Yu-Yi Chen and Yao-
Chung Chang, presents a secure mobile digital rights management (DRM) system
based on cloud architecture. They show that information security can be achieved
efficiently via cloud server architecture and a cryptography mechanism. The proposed
scheme focuses on using a mobile device to access the cloud service. The DRM
mechanisms can protect digital content; once the mobile users pass the authentication
they can access the cloud services, with authenticated users able to easily use mobile
devices to read digital content.

The third paper by Mohammadreza Sahebi Shahamabadi, Borhanuddin M Ali, Nor
Kamariah Bt. Noordin, Mohd Fadlee B. A. Rasid, Pooria Varahram and Antonio J.
Jara, describes a Network Mobility - Hospital Wireless Sensor Network (NEMO-
HWSN) solution to support IPv6 Low-power Personal Area Networks (6LoWPAN)
network mobility in hospital wireless sensor network. They survey IPv6 mobility
protocols and later propose a suitable solution for a hospital architecture based on
6LoWPAN technology. Moreover, they discuss an important metric like signaling
overload to optimize the power consumption and how it can be optimized through the
mobility management. This metric is more effective on the mobile router as a
coordinator in NEMO since a mobile router normally constitutes a bottleneck in such
a system. Finally, they present their initial results on a reduction of the mobility
signaling cost and the tunneling traffic on the mobile personal area network.

The fourth paper by Hae-Min Moon and Sung Bum Pan, suggests long distance
face recognition for enhanced performance of Internet of things service interface.
While the existing face recognition algorithm uses single distance image as training
images, the proposed algorithm uses face images at distance extracted from 1 to 5m as
training images. In the proposed Linear Discriminant Analysis (LDA)-based long
distance face recognition algorithm, the bilinear interpolation is used to normalize the
size of the face image and a Euclidean distance measure is used for the similarity
measure. As a result, the proposed face recognition algorithm is improved in its
performance by 6.1% at short distance and 31.0% at long distance, so it is expected to
be applicable for Ubiquitous Sensor Network (USN)’s robot and surveillance security
systems.

The fifth paper by Tianhan Gao, Nan Guo, Kangbin Yim and Qianyi Wang,
proposes a Privacy-Preserving Security (PPS) scheme for multi-operator wireless
mesh networks with enhanced user experience. By hybrid utilization of the tri-lateral
variable pseudonym approach and different kinds of tickets under identity-based
proxy signature and proxy blind signature (PBS), anonymity, untraceability, as well
as sophisticated unlinkability are satisfied during Mesh Client (MC)’s roaming. User
accountability is also achieved through PBS-based e-cash system that is incorporated
into their mutual authentication protocols together with key agreement features. Their
analysis shows that PPS is able to implement desired security objectives and high
efficiency.

The sixth paper by Hae-Duck Joshua Jeong, Sang-Kug Ye, Jiyoung Lim, Ilsun You
and Woo-Seok Hyun, describes a computer remote control system using speech
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recognition technologies of mobile devices and wireless communication technologies
for the blind and physically disabled population as assistive technology. These people
experience difficulty and inconvenience using computers through a keyboard and/or
mouse. The purpose of this system is to provide a way that the blind and physically
disabled population can easily control many functions of a computer via speech. The
configuration of the system consists of a mobile device such as a smartphone, a
Personal Computer (PC) server, and a Google server that are connected to each other.
Users can command a mobile device to do something via speech; such as directly
controlling computers, writing emails and documents, calculating numbers, checking
the weather forecast, or managing a schedule. These commands are then immediately
executed. The proposed system also provides blind people with a function via text to
speech of the Google server if they want to receive contents of a document stored in a
computer.

The seventh paper by Young-Long Chen, Mu-Yen Chen, Fu-Kai Cheung and
Yung-Chi Chang, proposes a hybrid architecture based on power-efficient gathering
in sensor information system (PEGASIS) and low-energy adaptive clustering
hierarchy (LEACH). This architecture can achieve an average distribution of energy
loads, and reduced energy consumption in transmission. To further extend the system
lifetime, they combine the intersection-based coverage algorithm (IBCA) with
LEACH architecture and the hybrid architecture to prolong the system lifetime that
introducing sensor nodes to enter sleep mode when inactive. This step can save more
energy consumption. Simulation results show that the performance of their proposed
LEACH architecture with IBCA and the hybrid architecture with IBCA perform
better than LEACH architecture with PBCA in terms of energy efficiency, surviving
nodes and sensing areas.

The eighth paper by Taerim Lee, Hyejoo Lee, Kyung-Hyune Rhee and Sang Uk
Shin, introduces a Distributed Text Processing System based on Hadoop, called
DTPS, and explains about the distinctions between DTPS and other related researches
to emphasize the necessity of it. In addition, this paper describes various experimental
results in order to find the best implementation strategy in using Hadoop MapReduce
for the distributed indexing and to analyze the worth for practical use of DTPS by
comparative evaluation of its performance with similar tools. To be short, the ultimate
purpose of this study is the development of useful search engine specially aimed at
big data indexing as a major part for the future e-Discovery cloud service.

In the ninth paper by Yongman Han, Jongcheon Choi, Seong-Je Cho, Haeyoung
Yoo, Jinwoon Woo, Yunmook Nah and Minkyu Park, to detect block and remove
pirated software (illegal programs) on Online Service Provider (OSP) and Peer-To-
Peer (P2P) networks, they study a new filtering approach using software birthmark,
which is unique characteristics of program and can be used to identify each program.
Software birthmark typically includes constant values, library information, sequence
of function calls, and call graphs, etc. They target Microsoft Windows applications
and utilize the numbers and names of Dynamic-Link Libraries (DLLs) and
Application Programming Interfaces (APIs) stored in a Windows executable file.
Using that information and each cryptographic hash value of the API sequence of
programs, they construct software birthmark database. Whenever a program is
uploaded or downloaded on OSP and P2P networks, they can identify the program by
comparing software birthmark of the program with birthmarks in the database. It is
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possible to grasp to some extent whether software is an illegally copied one. The
experiments show that the proposed software birthmark can effectively identify
Windows applications. That is, their proposed technique can be employed to
efficiently detect and block pirated programs on OSP and P2P networks.

The tenth paper by Inshil Doh, Jiyoung Lim, Shi Li and Kijoon Chae, proposes key
establishment mechanisms for secure communication among entities in the cellular
Machine-to-Machine (M2M) network. Considering the characteristics of cellular
M2M networks, traditional security solutions are not proper to be applied to cellular
M2M networks because the M2M network itself is vulnerable to various attacks.
Their mechanism includes pairwise keys for the M2M communication and the group
communication among the M2M Equipments (M2MEs). Their key agreement
proposal can provide security and reliability for the cellular M2M communication.

The eleventh paper by Hsing-Chung Chen, Cheng-Ying Yang, Hui-Kai Su, Ching-
Chuan Wei and Chao-Ching Lee, describes a new e-mail delivery mechanism using
secure multicast key protocol with ID-based factorial number structure (ID-based
FNS) in an encryption multicast system. In the e-mail delivery mechanism, the
message of e-mail is required to encrypt first before sending out in order to safeguard
the secrecy of the message on a public channel, such as wire-lined public switching
communication links and wireless communication systems. Without loss generality,
the public-key system is usually adopted in the multicast environment for the
convenience at the easy key management need. As a manner of fact, the mechanism is
having analyzed the space occupation; their scheme outperforms the existed methods
in the way of magnitude order of reconstructing secure command key. In addition, the
extraction of direct secure command key associated each intended receiver is fast
operated to succeed the subsequent e-mail message recovery.

The twelfth paper by Hyoung Woo Park, Il Yeon Yeo, Jongsuk Ruth Lee and
Haengjin Jang, presents the important paradigm shifts of network architecture caused
by big data traffic. They show the new network architecture which resulted from their
experience of the European Organization for Nuclear Research (CERN) Large
Hadron Collider (LHC) data service. They also illustrate the effect of the throughput
improvements of the proposed network architecture using Network Simulator (NS)-2.
An interesting feature of their new approach for network architecture is a kind of
recycling-friendly architecture because the proposed architecture requires a plentiful
number of legacy network cables and legacy low-end network devices instead of
buying expensive and cutting-edge network devices. According to their investigation,
the future network architecture of the big data center will be a dual matrix architecture
in which the big data part will be located at the front and the center of the architecture
in order to reduce the number of interactions between the big data traffic and the
legacy traffic.

The thirteenth paper by Guowei Wu, Xiaojie Chen, Lin Yao, Youngjun Lee and
Kangbin Yim, proposes wormhole attack detection based on transmission range that
exploits the local neighborhood information check without using extra hardware or
clock synchronizations. Extensive simulations are conducted under different mobility
models. Simulation results indicate that the proposed method can detect wormhole
attacks effectively and efficiently in wireless senor networks.

The fourteenth paper by Chien-Erh Weng, Jyh-Horng Wen, Hsing-Chung Chen
and Lie Yang, describes the backoff procedure characteristics of the Markov chain



model with direct/cooperative transmission strategies with Request to Send / Clear to
Send (RTS/CTS) mechanism. There is no guarantee that the earlier strategy adopting
cooperative transmission presents better performance. With the population of
multimedia applications in Wireless Local Area Networks (WLANSs), they extend the
Markov chain model to support the Quality of Service (QoS) requirements.
Differentiating the contention window size is better than differentiating the arbitration
interframe space in terms of throughput and delay. Nevertheless, differentiating the
arbitration interframe space is a fast way to access the channel. This can be explained
by the fact that the different contention window durations can differentiate the
probability of collision and provide priority, whereas the arbitration interframe space
only provides the priority by differentiating the duration that the station accesses
channel.

The fifteenth paper by Guangzhi Zhang, Yunchuan Sun, Mengling Xu and
Rongfang Bie, proposes a new approach to cluster the Weibo data by analyzing the
users’ reposting behavior data besides the text contents. To verify the proposed
approach, a data set of users’ real behaviors from the actual Social Networking
Service (SNS) platform is utilized. Experimental results show that the proposed
method works better than previous works which depend on the text analysis only.

Finally, in the last paper by Neng-Yih Shih and Hsing-Chung Chen, they study
decision approach for selecting candidates in soft-handover procedure in 4th
generation mobile communication via grey relational analysis of the series similarity
and approximation. The multi-generating and second grey relational analysis
procedure is proposed in this paper. It could be applied to the kind of application for
selecting candidates in soft-handover procedure; during to the properties of the multi-
generating data series are similar to the velocity and acceleration series. With several
simulations are validated, the approach could be used to deal with the candidates
selecting in soft-handover, and output the best results of feasibility and effectiveness
for user equipment in 4th generation mobile communications.

We strongly believe that the papers presented in this special issue make significant
contributions to the work and studies conducted by academic researchers, industry
professionals, students, and everyone in the areas of mobile collaboration
technologies and Internet services.

We would like to thank all the authors for their valuable contributions. Our special
thanks go to prof. Mirjana Ivanovi¢, Editor in Chief of the Computer Science and
Information Systems (ComSIS) Journal, for inviting us to prepare this special issue
and for his productive comments and great support throughout the entire publication
process.

Editors of the special issue

Hae-Duck Joshua Jeong (Korean Bible University, Seoul, South Korea)
Fatos Xhafa (Technical University of Catalonia, Barcelona, Spain)
Makoto Takizawa (Hosei University, Tokyo, Japan)
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A True Random-Number Encryption Method Employing
Block Cipher and PRNG

Yi-Li Huang, Fang-Yie Leu, Jian-Hong Chen, William Cheng-Chung Chu

Department of Computer Science, Tunghai University,
No. 1727, Section 4, Taiwan Boulevard, Taichung City, Taiwan
{yifung, leufy, g01350027, cchu}@thu.edu.tw

Abstract. In January 1999, distributed.net collaborated with the FElectronic
Frontier Foundation to break a DES (i.e., Data Encryption Standard) key,
spending 22 hours and 15 minutes, and implying that the DES is no longer a
secure encryption method. In this paper, we propose a more secure one, called the
True Random Number Encryption Method (TRNEM for short), which employs
current time, true random numbers and system security codes as parameters of the
encryption process to increase the security level of a system. The same plaintext
file encrypted by the TRNEM at different time points generates different
ciphertext files. So these files are difficult to be cracked. We also analyze the
security of the DES, AES (i.e., Advanced Encryption Standard) and TRNEM, and
explain why the TRNEM can effectively defend some specific attacks, and why it
is safer than the DES and AES.

Keywords: DES, AES, true random number, SSC, block cipher, wrapped
ciphertext file

1. Introduction

Due to the popularity of computer systems and network services, the Internet-access
security and information security have been a part of the focuses of computer research
since when accessing the Internet, users may anytime anywhere face different kinds of
attacks [1]. Thus, protecting important data stored in a computer or a cloud system and
messages delivered in a network system is a challenge. Data Encryption Standard (DES)
[2] and Advanced Encryption Standard (AES) [3,4] were then developed. However the
DES has been cracked and the AES may someday be solved, e.g., by differential attack
[5] or linear attack [6]. On the other hand, security data is often encrypted by random
numbers which play a critical role in information security services, e.g., when
employing an one-way hash function [7] to generate message digests, encrypting
messages [8], and signing an electronic document with a digital signature [9,10].
Unfortunately, true random numbers are difficult to obtain since it is hard for us to
design themin a deterministic way. However, human activities and the information
having been collected in a website as well as their description own the characteristics
similar to those of a true random number since before reading them, we do not know
what has been collected and how they are described. These data often continuously and
randomly vary at different time. In fact, we can randomly select a short fragment of the
data as true random numbers from a randomly chosen website and use the segment to
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encrypt plaintext. In this study, we develop a data protection mechanism, named True
Random Numbers Encryption Method (TRNEM for short), which encrypting plaintext
by employing true random numbers is a secure encryption approach which is difficult to
be cracked by using brute force attacks and ciphertext analyses.

The rest of this paper is organized as follows. Section 2 briefly describes the related
studies of this paper, including AES, and DES, and their vulnerabilities. Section 3
introduces the encryption/decryption process of the TRNEM. The security and
performance of the TRNEM and the comparison between the TRNEM and the AES are
presented in Section 4. Section 5 concludes this paper and outlines our future studies.

2.  Common Block Cipher

Currently, the most common block cipher modes are the DES and AES.

2.1. Data Encryption Standard (DES)

DES [2] is a symmetric block cipher algorithm in which the encryption and decryption
details are almost the same. The length of a key is 56 bits (the key is typically expressed
as a 64-bit number, but the first eight bits are used for parity check). The DES encrypts
a 64-bit plaintext block into a 64-bit ciphertext block. Its key generation process can be
mainly divided into two steps, the initial permutation and the inverse permutation.

In the initial permutation step, the 64-bit input block is permuted to generate two
outputs LO and RO, each of which is 32 bits long. After 16 times of iteration, L0 and RO,
respectively, become L16 and R16, which are then input to the inverse permutation
process to recover these bitsto their original sequence. The result is the corresponding
ciphertext block. DES [11] is unsafe because a brute force attack may succeed.
Currently, one of its threats is the linear cryptanalysis [12] which collected 243 known
plaintexts. The cracking time complexity ranges between 2% and 2* [13]. But the
complexity can be reduced to 1/4 [14] with the help of a chosen-plaintext attack.

Three effective DES attacks, include differential cryptanalysis [15], linear
cryptanalysis [12] and Davies' attack [16], which can break the 16 rounds of DES with
the time complexity lower than that of a brute-force method.

2.2. Advanced Encryption Standard (AES)

AES [17] algorithm was developed based on bit permutation and substitution. It re-
arranges the sequence of the original data, and substitutes a data unit by another. As an
iterative and symmetric-key block cipher technique with 128, 192, or 256 bits as its key
length, AES encrypts a data block with 10 rounds of duplication and transformation.
Each round comprises the SubBytes, ShiftRows, MixColumns and AddRoundKey steps,
except the final round in which the MixColumns is substituted by an AddRoundKey.
Generally, in the AddRoundKey step, each byte of the data is bitwise-xored with a
round key.
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In the SubBytes step, each byte is substituted by another one following the content of
a predefined lookup table. The ShiftRows rotates a row of a state where a state is an
AES calculation on a 4x4 column-major order matrix of bytes. The initial value of this
matrix is a plaintext block. In the MixColumns step, a column-wise linear
transformation is performed by multiplying a constant matrix and the state matrix to
produce a new state matrix.

In 2009, the side-channel attack [18,19] successfully cracked an easy version of the
AES. But the National Security Agency (NSA) reviewed all the AES finalists, and
claimed that all of them were secure enough for U.S. Government non-classified data.
But the weak version that has been successfully cracked and the number of encryption
loop of this version are almost the same as those of original version. Cryptographers are
worrying about the security of the AES. If the penetrating capabilities of some well-
known attack are improved, this block encryption system may someday be cracked
again.

2.3 Block Cipher Mode of Operation

An operation mode is mainly used to encrypt and authenticate delivered messages. An
operational model defines the process of encrypting a data block, often based on a given
initialization vector (IV for short) as an additional parameter to further enhance the
security of the encrypted data.

If different Vs are given, the same plaintext will generate different ciphertext, even
though the plaintext is encrypted by using the same key. The purpose is to avoid
regenerating the same ciphertext.

The Cipher Block Chaining (CBC), the Propagating Cipher Block Chaining (PCBC),
Cipher feedback (CFB), Output feedback (OFB) and Counter (CTR) are block cipher
standards having been recognized by the National Institute of Standards and
Technology (NIST). With the CBC mode, as shown in the following two statements, a

plaintext block P; is XORed with the ciphertext {;_; generated in the previous
encryption round. The XORed result and the encryption key K are then input to the

Block-Cipher-Encryption function to produce the ciphertext C; where (7 is the 7V of the
CBC mode.

€y = Ex(F. ©IV)
C;=E,(BpC_,)2=i=n

With the PCBC mode, as illustrated in the following two statements, a plaintext block

Pis XORed with F;_y & C;_;. The XORed result and the encryption key K are then

input to the Block-Cipher-Encryption function to produce the ciphertext C;where
Fy & €y is the IV of the PCBC mode.

€= Ex(P @ IV)
Ci=EPOP_,®C)2=i=n
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The following two statements show the encryption process of the CFB mode. The
ciphertext generated in the previous round and the encryption K are input to the Block-
Cipher-Encryption function. The result is then XORed with plaintext P; to yield the

ciphertext C; where £y, is the IV of the CFB mode.
C,=E (V) &g P,
C;i=E;C;,)® B.2=i=n

In the OFB mode, O,; and the encryption key K are input to the Block-Cipher-
Encryption function to produce O;. O;is then XORed with plaintext P; to produce the
ciphertext C;where Oy is the V.

Co=F & EUV)
C;=F & E0,_y).2=i=n

Similar to that of the OFB mode, the CTR mode ciphers a plaintext block with a stream-
cipher method. It generates the next key-stream block by using a counter which is often
a function of time with a very long repeating cycle. During encryption, the encryption
key K and the counter are input to the Block-Cipher-Encryption function. The result is
then XORed with plaintext P;to produce the ciphertext C;. After an encryption round,
the counter value is increased by one. The new value is used to encrypt the next
plaintext block.

Although these modes provide a security system with data integrity and
confidentiality, they are still vulnerable to known plaintext-ciphertext cryptanalysis
attacks.

3.  The Proposed Method

In this section, we first define the parameters and codes used by the TRNEM.

3.1. The Parameters

The parameters are as follows.

File name: which is the name of the file being encrypted. Its length is 16 characters. If
originally the length is longer than 16, we keep the first 16 characters and truncate the
remaining ones. However, if the length is shorter than 16, we extend it by duplicating
the file name n times until the length is equal to or longer than 16, »>1, and then extract
the first 16 characters.

Filename_ext: which isthe filename extension of the file. Its length is also 16 characters.
If originally it is longer than 16, we extral the first 16 and truncate the remaining ones.
If the length is shorter than 16, we extend it with the same method as that used to extend
its file name. However, if the length is zero, we put 16 *s as the filename ext.

SSC: which stands for system security code.SSC has 16 members where SSC(i) is the i"
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system security code, 1 =i= 16, and the length of SSC(7) is 128 bits.

/A\h : which is a variable of 11 bits long for indicating the length of a pseudo random
number sequence (PRNS), i.e., | £ Ah=2047.

K/\h : which is an encryption key of 128 bits long. It is generated by the concatenation
of 12 /\hs, but discarding the last 4 bits.

KCT: which is a current-time encryption key defined as a bit sequence obtained by
concatenating the following items, including A/, and current values of the system
clock which contains nanosecond, second, minute, hour, and nanosecond of the clock,
i.e., KCT=/\h|nanosecond||second|iminute|| hour|jnanosecond ||/\% , where “||” denotes
concatenation. A/ consists of 4 digits, nanosecond is 9 digits long, each of the
remaining items is 2 digits in length and each digit is 4 bits long, i.e., |KCT7] =128 bits (=
4+9+2+2+2+9+4=32 digits).

WI (Web-Index): We randomly select an URL as the WI from those dynamically
crawled webpages (named crawled files), 1 = W7=<1023.

Sd (Start-distance): which isthe start point of the encrypting segment extracted from the
WI™ crawled file. The start point is the Sd” character of the file, 1 <Sd=<1023.

TRNS: which stands for True Random Number Sequence (TRNS). It is the segment
extracted from the Sd” character of the WI™ web’s content.

A\L: which is the length of TRNS, 1024 < AL=<2047.

RIGy(X): which is the value of the y right-most bits of the key X, i.e., if X=x[1] x[2]...
x[1X]], RIGy(X)= x[|X]-(y-1)]~x[|X]], where x[{] is the i bit of X, i=1,2,...]1X], and y=8,
128 or 256, e.g., when »=256, RIG256(X)=x[|X]-255] ~x[|X]], and when y=8,
RIG8(X)=x[|X]-7]~x[|X]]. If X is a character string, we treat it as a long bit string by
sequentially substituting these characters by their ASCII codes, e.g., if X=abc, 616263
will be the corresponding bit string of 24 bits long.

LEFy(X): which is the value of the y left-most bits of X, LEFy(X)=x[1]~x[y]. For
example, when y=128, LEF128(X)=x[1]~x[128], and when y=8, LEF8(X)= x[1]~x[8].

3.2. The Equations used to Generate Encryption Keys

The equations employed in this study are as follows.

Ah = [(T%., RIG20(55C () )+ RIG20 (file name)) * (L-s RIG20(SSC() )+
RIG20(filename_ext)) + (£i25 RIG20 I[.S'.S' (i) }Jr LEF20(file name)) *
(18,5 RIG20(55C () J+LEF20(filename_ext))] mod 2047 +1 (1)

which randomly varies each time when it is invoked. It is the first parameter adopted by
the TRNEM.
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DA = HMAC(SSC(1)®KCT|S5C (2)DKCT|| S5C(3)+,K & h|| S5C(4)+.K & h,
55C(5)BKCT) )

which randomly varies each time when it is invoked. It is the first dynamic key
employed by the TRNEM.

DB =HMAC(S5C(6)DDA | S5C(T)D DA || 55C(8)+,KCT || $5C(9) +,KCT,
DA+K & h) 3)
which randomly varieseach time when it is generated. It is the second dynamic key

employed by TRNEM.Egs. (2) and (3), that respectively generate dynamic keys DA and
DB, together are called Equation-group 1.

CDA = [((S5C(10) ® DAY+, SSC(11)) +, (KAhBSSC (12))] BSSC(13) H,KAh)  (4)
CDB = [((55C(14) ®DB) +,55C(15)) +, (DABK/\h)] ®(55C(16) +,DA)  (5)

Egs. (4) and (5), that respectively produce the encrypted dynamic keys CDA and CDB,
together are called Equation-group 2.

AL = [LEF12(S5€(2)) * RIG12(DA) + LEF12(55€ (3)) * RIG12(DB) + (LEF12(KA
hy+ LEF12(DA) +LEF12(DB)) * LEF12(SSC(4))] mod 1024 + 1024 (6)

WI = [LEF12(SSC(5)) * LEF12(DA) + LEF12(SSC(6)) * LEF12(DB) + (LEF12(K/\h)
+RIG12(DA) + RIG12(DB)) * LEF12(SSC(7))] mod 1023 +1 (7)

Sd = [LEF12(SSC(8)) * LEF12(DA) + LEF12(SSC(9)) * LEF12(DB) + (RIG12(K/\h)*+
RIG12(DA)*+ RIG12(DB)?) * LEF12(SSC(10))] mod 1023 +1 (®)

Pk;= HMAC(SSC(11) +, DA || SSC(12) +, DA || SSC(13) ®DB || SSC(14) ®DB,
(SSC(15) +, DB) ®DA) )

which as a pseudorandom key is the first pointing key employed by the TRNEM to
generate the PRNS1, PRNS2 and CTRNS. Egs. (6) ~ (9), that respectively generate /AL,

WI, Sd and Pk, together are called Equation-group 3.
E(k,str): An encryption function defined as:

E(k,str)=kDsi|| kD sa|| kDss]|...|| kD sy, (10)
where S = §,5,5,...5, is a string.

TRNS(j) = HMAC(E(SSC()), TRNS) || E(SSC(17-j), TRNS), SSC(j+7)+DB), | =j =4
(11)
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At=(RIG12(DA)’ + RIG12(DB)’ + LEF12(DA)’ + LEF12(DB)*+ RIG12(TRNS(1))* +
LEF12(TRNS(1))*) mod 1023 +1 (12)

which as a pesudorandom parameter is the length of PRNS2. /\t together with /A\h are
adopted to protect the CTRNS and ciphertext in the wrapped ciphertext file.

Pk, = HMAC(TRNS(2) ©DA || TRNS(3) ®DB || TRNS(4) +, DA, TRNS(1) ®DB) (13)

which as a pseudorandom key is the second pointing key employed by the TRNEM to
generate the ciphertext.
Eqgs. (10) ~ (13), that respectively produce E(k,str), TRNS(1) ~ TRNS(4), /\t and Pk,

together are called Equation-group 4.

3.3. The TRNEM Encryption Process

Fig. 1 illustratively summarizes the encryption flow of the TRNEM. The details are as
follows.

Step 1: Generating /\/# and K/\h. The TRNEM’s encryption process invokes the non-
invertible /\/ generation equation defined above to read the file name of the file being

encrypted. The file name, filename extension and SSCs are the parameters used to
produce Ak and KAh.

Step 2: Generating dynamic keys DA and DB. The TRNEM derives KCT from /A and
current time (C7), and invokes Equation-group 1 which uses K/\%, KCT and SSCs as its
parameters to produce dynamic keys DA and DB.

Step 3: Encrypting dynamic keys. The TRNEM invokes Equation-group 2 which
consisting of two invertible equations defined above employs the generated DA, DB,
SSCs and K/\h as the parameters to produce CDA and CDB so that the TRNEM can
securely store CDA and CDB into the wrapped ciphertext file and decrypt DA and DB
from CDA and CDB carried in the received wrapped ciphertext file.

Step 4: Generating AL, WI, Sd and Pk;. The TRNEM invokes Equation-group 3,
consisting of four non-invertible equations defined above, to respectively produce AL,
WI, Sd and Pk, by employing the generated DA, DB, SSCs and K/\h as input
parameters.

Step 5: Generating TRNS(1) ~ TRNS(4), /\t, and Pk,. The TRNEM randomly reads data
of /AL bytes from the chosen webpage indexed by WI and the first character is the Sd”
byte of the webpage. These data are our TRNS. The TRNEM invokes Equation-group 4
which consisting of some non-invertible equations defined above in turn invokes the
generation equations of the DA, DB, SSCs and TRNS to produce TRNS(1) ~ TRNS(4), /\
t and Pk,.
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Step 1. Generating Al

Step 6. Generating PRNS1, PRNS2, CTRNS, and

§SC —»
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(Non-invertible)
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Filename extension —»|

Step 2. Generating dynamic keys

SSC —»

KCT ——»  Function group I
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Kah  —»

Step 3. Encrypting dynamic keys
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DA,DB Function group 2
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Kah

Step 4. Generating AL,
Web-Index, Start-distance,Pk

SSC —»,

DA. DB , Function group 3
’ (Non-invertible)
Kah  —»

Ciphertext
— Ah
Step 6-1. Generating PRNS1 and PRNS2
—>KAh AR
At —»
PRNG PRNSI ||
kPy — PRNS2
KCT —|
— DA
Step 6-2. Generating CTRNS
— DB
TRNS —»
Block cipher system —» CTRNS
Pk1 —¥
—>» CDA
Step 6-3. Generating CTRNS
—> CDB
Plaintext —
Block cipher system  — Ciphertext
Pky —»
—» AL

> Web-Index
—> Start-distance

HP}C]

Step 5. Generating TRNS

Web-Index —

Start-distance —» .
Function group

AL —» (Non-invertible)

DA4,DB —»
S8C —»

—>» TRNS

| TRNS(1)
~TRNS(4)
—> At

> P,

Fig. 1. The encryption flow of the TRNEM

Step 6: Generating PRNS1, PRNS2, CTRNS and ciphertext.

Step 6-1: Generating PRNS1 and PRNS2. The TRNEM grabs the time parameters from
system clock to produce a new KCT. After that, KCT, A\h, /\t and Pkjare input to the
pseudo random number generator (PRNG for short) to produce PRNS1 and PRNS2.
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Step 6-2: Generating CTRNS. The CTRNS is produced by the adopted block cipher
system (e.g., AES) with the TRNS as the plaintext and key Pk, as an input parameter.

Step 6-3: Encrypting plaintext (generating ciphertext). A plaintext to be encrypted and
key Pk, are input to the adopted block cipher system to produce the corresponding
ciphertext.

Step 7: Generating a wrapped ciphertext file. The TRNEM concatenates PRNS1, CDA,
CDB, CTRNS, the ciphertext generated in Step 6 and PRNS2 to produce a wrapped
ciphertext file, the format of which is shown in Fig. 2.

Ah AL Length of File At
cic
PRNS1 D\D CTRNS Ciphertext PRNS2
A|B

Fig. 2. The format of the wrapped ciphertext file generated by the TRNEM

34. The TRNEM Decryption Process

Fig. 3 illustrates the decryption process of the TRNEM. The details are described below.

Step 1: Calculating /\/ and removing PRNS1 from the received wrapped ciphertext file.
To decrypt the ciphertext, a user needs to invoke the /\/% generation equation, which in
turn reads the file name and filename extension of the designated file to produce A\h,
with which to delete PRNS1 from the wrapped ciphertext file. It further generates K/\A.

Step 2: Retrieving and calculating D4 and DB. Reads CDA and CDB from the wrapped
ciphertext file and decrypts them by using the following two decryption equations, i.e.,
Egs. (14) and (15), to obtain the dynamic keys DA and DB.

DA =[CDAD(SSC(13)+,KAh)]—KAhDSSC(12)) —, SSC(11) BSSC(10)  (14)
where —,is the inverse operation of +, [20].
DB = [CDB®(SSC(16)+,DA)] —(DADK/N\h))—, SSC(15) BSSC(14) (15)

Step 3: Calculating AL and retrieving CTRNS

(1) Invoking Eq. (6) which employs SSCs, K/A\h, DA and DB as its parameters to
calculate AL.

(2) Retrieving CTRNS from the wrapped ciphertext file based on the calculated AL
since CTRNS is AL in length.
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Ah AL Length of File Al
c|C
PRNS1 |D|\D CTRNS Ciphertext PRNS2
A|B
Calculating /\ h, K/\ h and removing PRNSI
AL Length of File At
c|C
»D|D CTRNS Ciphertext PRNS2
A|B
Step 2
AL Length of File Al ,
. DA,DB cic
CTRNS Ciphertext PRNS2 Step 3-(1) D|D
A|B
Step 3-(2)
AL Step 4-(2)
block cipher system Step 5
CTRNS b (Ex:AES) TRNS removing PRNS2
Step 4-(1)
Pk
Step 6-(2)
Length of File Length of File
. block cipher system .
Ciphertext ; (Ex:AES) Plaintext
Step 6-(1)
Pk

Fig. 3. The decryption flow of the TRNEM

Step 4: Retrieving TRNS. Retrieve TRNS by inputting CTRNS and Pk, to the adopted
block cipher system.
(1) Producing Pk; by invoking Eq. (9) which employsDA, DB and SSCs as its

parameters.

(2) Invoking the adopted block cipher system to decrypt the CTRNS retrieved from the
wrapped ciphertext file with Pk;so as to produce TRNS.

Step 5: Retrieving /\f and removing PRNS2.
(1) Producing TRNS(1) ~ TRNS(4) by invoking Egs. (10) and (11) which employ SSCs

and TRNS as their parameters.

(2) Producing At by invoking Eq. (12) which utilizes DA, DB and TRNS(1) as its

parameters.

(3) Removing PRNS2 from the wrapped ciphertext file.
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Step 6: Generating Pk, and decrypting the ciphertext.

(1) Invoking Eq. (13) which uses TRNS(1)~TRNS(4), DA and DB as its parameters to
produce Pk,.

(2) Decrypting the plaintext from the ciphertext by inputting Pk, and the ciphertext to
the adopted block cipher system so as to revert the plaintext.

3.5. The Features and Advantanges of the TRNEM

The TRNEM has five features, including

(1) employing filename, filename extension, system security codes and a non-invertible
equation to generate /\h, making /\/ be one with high security;

(2) utilizing current time to produce dynamic keys DA and DB which are different
when they are generated at different time points since current time continuously
varies;

(3) using the DA and DB to fetch the true random numbers, with which to encrypt the
plaintext so as to enhance the security of the ciphertyext;

(4) employing scalable parameters A\ h, AL and /\t, with which to construct a
wrapped ciphertext file. The purpose is enhancing the security of the ciphertext file;

(5) the CDA, CDB and CTRNS are embedded in the wrapped ciphertext file to
effevtively protect the ciphertext.

Beside the mentioned security features, based on the Interent as its data pool, the
TRNEM creates a true random number sequence to encrypt plaintext so that the
ciphertext has a very high degree of security. Furthermore, the ciphertext is embedded
in the position located between PRNS1 and PRNS2. Hackers cannot directly obtain the
(plaintext, ciphertext) pairs from the wrapped ciphertext file, thus highly enhancing the
security of the TRNEM.

4.  Security and Performance Analysis

In this section, we analyze the security levels of different TRNEM parameters and
generated data, including A\ 4, dynamic keys DA and DB, the TRNS, a wrapped
ciphertext file, and Pk,. We also evaluate the security and performance of the TRNEM.

4.1. Security of Ah

There are three major reasons to say that /\/ possess high security. According to Eq.
(1), without the 16 system security codes SSC(1) — SSC(16), hackers cannot correctly
calculate /\/, even though they have caught the file name and filename extension. Also,
the value generated for each term contained in Eq. (1) is larger than 2*° which is very
larger than the upper limit of A\#, i.e., 2047. After that, the value generated before the
modulus operation is reduced to /\/4 through the non-invertible modulus equation,
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implying that A/ has high randomness and security. Furthermore, the /\/ is an internal
variable of the TRNEM. Hackers cannot derive it from the ciphertext and solve it.

Authough, hackers can try a lot of file names and filename extensions to respectively
substitute for the original file name and filename extension contained in the encryption
expression, attempting to analyze the possible /\s. However, the length of the wrapped
ciphertext file is /\h+32+/\L+[the plaintext| + /\¢ bytes, in which 32 is the length of
DA+DB, and AL and /\t randomly change at each encryption, even the file name,
filename extension and plaintext remain unchanged. /\/ is well protected due to the
dynamic values of AL and /\t. Now, we dare to say that /\/ and the protected system
are very safe.

4.2. Security of Dynamic Keys DA and DB

There are two methods to obtain DA. First, hackers may directly generate DA by
employing Eq. (2). However, SSC(1) ~ SSC(5), K/\h and KCT are unknown to hackers
and KCT continuously changes at each encryption. That means hackers cannot directly
generate DA by employing Eq. (2). Second, hackers may crack CDA to obtain DA.
However, according to Eq. (4), they need SSC(10)~SSC(13) and K/\h. But these
parameters are unknown to hackers. Furthermore, CDA is embedded in the wrapped
ciphertext file. Hackers need /\/ to correctly fetch it. But /\/ is unknown to hackers.
Thus, DA is secure. Similarly, to derive DB from CDB, hackers need SSC(14) ~
SSC(16), K/\h and DA which are unknown to hackers, i.e., DB is secure.

4.3. Security of the TRNS

The TRNEM collects a webpage based on a randomly chosen WI, and accesses the
content of the webpage from the position indicated by the Sd to the position pointed to
by Sd + A L. In other words, |[TRNS|=/\L. But the characteristics and contents of
different pages vary with time, and the page contents may be changed frequently. Under
this circumstance, extracting web contents from a randomly chosen webpage can make
a number sequence, i.e., the TRNS, truly random.

Hackers may obtain 7RNS by decrypting CTRNS embedded in the wrapped
ciphertext file. However, to fetch the CTRNS, parameters /A\h, AL, length of the
plaintext and /\¢ are required. But, hackers cannot obtain them from the wrapped
ciphertext file. That is, hackers cannot correctly fetch CTRNS from this wrapped
ciphertext file. Furthermore, if CTRNS is known by hackers, they still cannot decrypt
CTRNS to obtain TRNS since PK, is unknown to them. So, TRNS is secure.

4.4. Security of a Wrapped Ciphertext File

This system adopts a wrapping ciphertext approach, in which the ciphertext as shown in
Fig. 2 is wrapped by PRNS1 of length A\h, CTRNS of length AL, and PRNS2 of length
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/\t. Parameters /\L and /\¢ are different at each encryption even though the plaintext is
the same. Hackers cannot obtain A/, /AL and /\? to unwrap the ciphertext, i.e., hackers
cannot collect (plaintext, ciphertext) pairs when plaintext is known. They need to crack
A\ h before solving other parameters, meaning that the ciphertext file is securely
protected by the TRNEM.

4.5. Security of the Pk,

Pk, as a pseudorandom key is the second pointing key employed by the TRNEM to
generate the ciphertext. The security of the ciphertext strongly depends on the security
of Pk, and the block cipher system. In the following, we would like to identify the
security level of Pk,. Theorem 1 proves that its security level is the same as that when it
is solved by using a blind guess method.

Theorem 1. If the key length of the TRNEM is n bits, then the probability of solving
the correct value of Pk, from the wrapped ciphertext file is 1/2".

Proof. Pk, as an internal pseudorandom key used by the TRNEM does not appear in the
wrapped ciphertext file. Hackers cannot directly break it. Two methodscan be used to
break Pk,, excluding the blind guess approach. The first is that,according to Eq. (13),
i.e., Pk, = HMAC(TRNS(2)®DA || TRNS(3)® DB || TRNS(4) +, DA, TRNS(1)®© DB),
only the one who knowsDA, DB, TRNS(1) ~ TRNS(3) can correctly generate Pk,.
However, the dynamic keys DA and DB are secure and the true random number
sequences, i.e., TRNS(1) ~ TRNS(3), derived from7TRNS and DB are secure, too, based
on the abovementioned description. The dynamic keys DA and DB, which are functions
of KCT, vary randomly each time when it is generated, implying that the generated
messages, TRNS and hence, TRNS(1) ~ TRNS(3) change randomly each time when they
are produced so that Pk,is secure.

The second method is breaking the block cipher system to obtain plaintext from the
ciphertext. However, the ciphertext embedded in the position located between PRNSI
and PRNS?2 is secure, according to that described in section 4.4. That is, hackers cannot
break Pk, from the ciphertext. In the worst case, if the ciphertext is known by the
hackers, they need to break the block cipher system. But this is not an easy work since
hackers require a massive amount of (plaintext, ciphertext) pairs given the same parent
key. Hence they still cannot break the block cipher system to obtain Pk;.

There are no useful method to obtain Pk, other than the blind guess approach.
Therefore, the probability of solving the correct value ofPk, from the wrapped
ciphertext is 1/2". Q.E.D.

4.6. Security of the TRNEM

Due to involving current time and TRNS, the encryption results generated on the same
plaintext at different time points vary, implying that TRNEM can effectively prevent
those linear cryptanalysis attacks [21,22]. In the TRNEM, the mechanism that wraps a
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ciphertext file can effectively defend the known plaintext attacks because hackers
cannot correctly collect different (plaintext, ciphertext) pairs.

In fact, the TRNEM integrates time variables, i.e., the current time and TRNS. So the
wrapped-ciphertext-file mechanism can effectively prevent the protected system from
brute force attacks.

4.7. Generation Times of Parameters

The TRNEM generates ciphertext by using a block cipher system (e.g., AES or DES).
To generate a wrapped ciphertext file, we produce several parameters introduced above.
Table 1 lists the times required to produce these parameters. We also used these
parameters to produce the PRNS1, PRNS2, CDA, CDB and CTRNS. Table 2 lists the
times required to produce them and the wrapped ciphertext file.

Table 1. The times required to produce different required parameters

Parameter Parameter generation time (ms)
Eq. (1):A\h 0.01948
Eq. (2):D4 0.30646
Eq. (3):DB 0.27196
Eq. (4):CDA 0.23230
Eq. (5):CDB 0.23624
Eq. (6):/AL 0.00963
Eq. (7):W1 0.00958
Eq. (8):5d 0.01020
Eq. (9):Pk, 0.42009
Eq. (11):TRNS(1) 15.06665
Eq. (11):TRNS(2) 14.96699
Eq. (11):TRNS(3) 15.41611
Eq. (11):TRNS(4) 15.52798
Eq. (12): A\t 0.00820
Eq. (13):Pk, 0.28322
Total 62.78509

Table 2. The time required to produce the wrapped ciphertext file

Item Generation time (ms)

PRNS1||PRNS2(length of Ah+/\r) 20

CDA 0.2323

CDB 0.23624

CTRNS(length of AL) 13

Ciphertext The same as the time required by AES or DES

No matter what size of the file to be encrypted is, the times the TRNEM spent to
generate PRNS1, PRNS2, CDA, CDB and CTRNS are themselves the same. Compared
with other block cipher techniques, it only takes a very short extra time to encrypt a file.
But the security level on the contrary dramatically increases.
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Since the lengths of PRNS1||PRNS2 (i.e., A\h+/\t) and CTRNS (i.e., /\L) are not
fixed, we individually chose the max lengths of them to calculate their generation times.
Ciphertext is encrypted by block ciphering. Its generation time is the same as those of
the adopted block cipher system, e.g., AES and DES. The extra time required by the
TRNEM is 95.78529 ms.

The difference between the decryption process and the encryption process of the
TRNEM is that when decrypting the ciphertext file, D4 and DB are acquired by
invoking Eqgs. (4) and (5), which further invoke the invertible equations to generate
CDA and CDB where CDA and CDB are retrieved from the wrapped ciphertext file.
TRNS is decrypted by inputting CTRNS and Pk, to the adopted block cipher system
where CTRNS is also retrieved from the wrapped file. Since the formulas used to
generate other parameters for decryption are the same as those when encrypting the
plaintext file, the times required to produce /\h, AL, Pk;, TRNS(1), TRNS(2), TRNS(3),
TRNS(4), /\t and Pk, are then individually the same as those when encrypting the file.
Table 3 lists the times required to produce parameters for decrypting CTRNS, and Table
4 shows the ciphertext decryption time.

Table 3. The times required to produce different parameters for decrypting the wrapped
ciphertext file

Parameter Parameter generation time (ms)
Eq. (1):A\h 0.01948

Eq. (4):CDA4 Reads CDA from the wrapped file
Eq. (5):CDB Reads CDB from the wrapped file
Eq. (14):DA4 0.19569

Eq. (15):DB 0.19926

Eq. (6):AL 0.00963

Eq. (9):Pk, 0.42009

Eq. (11):TRNS(1)  15.06665
Eq. (11):TRNS(2)  14.96699
Eq. (11):TRNS(3)  15.41611
Eq. (11):TRNS(4)  15.52798

Eq. (12): A\t 0.0082
Eq. (13):Pk, 0.28322
Total 62.1133

Table 4. The times required to decrypt the CTRNS and the wrapped ciphertext file

Item Generation time (ms)
TRNS 13
plaintext The same as the time required by AES or DES

Table 5 lists the computational efforts in terms of different numbers of operations
employed by the encryption/ decryption processes of the TRNEM.
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Table 5. All computational efforts in terms of different numbers of operations employed by the
encryption/ decryption processes of the TRNEM

TRNEM Encryption Decryption
Eq. (1):/A\h 18+s + 2*s + 1 mod 18+s + 2*s + 1 mod
Eq. (2):D4 3@s (128 bits) + 2+,s (128 bits)  does not generate
+ IHMAC
Eq. (3):DB 2@s (128 bits) + 3+,s(128 bits) does not generate
+ 1HMAC
Eq. (4):CDA 3@s (128 bits) + 3+,s(128 bits)  does not generate
Eq. (5):CDB 3@s (128 bits) + 3+,8(128 bits)  does not generate
Eq. (6): AL 3*s + 4+s + 1 mod 3*s + 4+s + 1 mod
Eq. (7):W1 3*s + 4+s + 1 mod does not generate
Eq. (8):5d 6*s + 4+s + 1 mod does not generate
Eq. (9): Pk 3@s (128 bits) + 3+,,(128 bits) 3 D s (128 bits) +
+ 1THMAC 3+,8(128  bits) +
IHMAC
Eq. (11): 2E(kstr) + 145 (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(1) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 145 (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(2) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 14y (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(3) IHMAC + 1HMAC
Eq. (11): 2E(kstr) + 14y (128bits) + 2E(k,str) + 1+,s (128bits)
TRNS(4) IHMAC + 1HMAC
Eq. (12): At 18*s + 5+,s + lmod 18*s + 5+,s + lmod
Eq. (13): Pk, 3®s (128 bits) + 1+,,(128 bits) 3 Ds (128 bits) + 1+,s
+ 1HMAC (128 bits) + 1THMAC
Eq. (14): DA does not generate 3@s (128 bits) + 1+,
(128 bits) + 2-,s (128bit)
Eq. (15): DB does not generate 3@s (128 bits) + 1+,
(128 bits) + 2-,s (128bit)
CTRNS/TRNS The same as the time of AES or The same as the time of
DES AES or DES
Ciphertext/ The same as the time of AES or The same as the time of
plaintext DES AES or DES
4.8. Performance Analysis

Table 6 summarizes the computational efforts required by the DES, AES, and TRNEM
to encrypt and decrypt a data file.
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Table 6. The summary of the computational efforts required by the DES, AES and TRNEM to
encrypt and decrypt a data file.

Scheme Encryption Decryption
DES (64- 16 ©s (32 bits) + 16 Ps (48 The number of operations is the
bit block) bits) + 1 IP (64 bits) + 1 IP-1 same as that of the encryption
[23,24] (64 bits ) + 128 S-Box (6 bits) process.
+ 16 Expansions (48 bits) + 16
Permutations (32 bits)
AES (AddRoundKey) The number of operations is the
(128-bit 176 ©®s (8 bits) same as the sum of the numbers
block, (SubBytes) of those operations employed by
128-bit 160 Substitutions (8 bit) [26] the encryption process for the
key) [25] (ShiftRows) three stages, including
30 ShiftRows (128 bit) AddRoundKey, SubBytes, and
ShiftRows
(MixColumns) (MixColumns)
36 Rijndael columns mixing 36 Rijndael columns mixing [27]
[26] (128 bits) (128 bits).
(Generally, the operations of a
decryption process are often more
complex than those of the
corresponding encryption
process.)
TRNEM 30+s + 32%s + 17Ds (128 bits)  22+s + 23*s + 12Ds (128 bits) +

+ 24+,s (128 bits) + 8 E(k,str)
+ 8 HMAC + 5 mod +
2*%(176 @ s (8 bits) +160
Substitutions (8 bit)y+ 30
ShiftRows  +36  Rijndael
columns mixing ) in which the
last term 2*(176 @s ...) is the

time required to produce
CTRNS from TRNS and
generate  ciphertext  from
plaintext

15+,s (128 bits) + 4-,s(128bit) + 8
E(k,stry + 6 HMAC + 3 mod
+2*%(176 & s (8 bits) +160
Substitutions (8  bit)+ 30
ShiftRows +36 Rijndael columns
mixing ) in which the last term
2%(176 @ s ...) is the time
required to produce TRNS from
CTRNS and generate plaintext
from ciphertext

The following analyses show that TRNEM is more secure than the AES. First, the
plaintext is encrypted by the pseudorandom key PK, when the TRNEM employs the
adopted block cipher system. If the block cipher system is the AES, then the TRNEM is
still more secure than it since, by Theorem 1, PK, varies at each encryption, whereas the
parent key adopted by the AES is fixed for encrypying a file.Second, the ciphertext of
the TRNEM is embedded in a wrapped ciphertext file. It is not easy for hackers to
correctly fetch the ciphertext and analyze it. But AES does not have this protection

mechanism.
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Third, the AES suffers brute force attacks, e.g., the known plaintext/ciphertext attack
[28], chosen plaintext attack, such as differential cryptanalysis attack [30], and linear
cryptanalysis attack [21,22] since the AES is an combinatorial-logic style encryption
method [29]. However, in the TRNEM, when a plaintext block is encrypted at different
time points, different current time keyKC7sand hence different other keys, including
DA, DB, Pk, TRNS(1)~TRNS(4) and PK,, are produced, thus resulting in diffenent
wrapped ciphertext files. The value ofKCT randomly changes and has no regular rule.
Hence, the following keys generated, including DA, DB, Pk, TRNS(1) ~ TRNS(4) and
PK,, also randomly vary. Therefore, they can effectively defend the abovementioned
attacks. In summary,KCTand TRNSare the two keys making the TRNEM more secure
than the AES.

As shown in Fig. 2, due to concatenating PRNS1, CDA, CDB, CTRNS and PRNS2,
and the lengths of them are, respectively, /\h, |CDA|, |CDB|, /AL and /\t. Therefore, the
data transmission efficiency of the TRNEM is

| ciphertext |
ah+|CDA|+|CDB|+aL +at+ | ciphertext |

5. Conclusions and Future Work

This system utilizes a wrapping ciphertext approach, which prevents hackers from
identifying the correct position of ciphertext. So the hackers cannot easily crack the
protected ciphertext. Additionally, the TRNEM encrypts plaintext by using 7TRNS,
which is highly random by randomly choosing a webpage and randomly accessing its
content /\/4 in length. Moreover, even though given the same plaintext, the TRNEM
generates different ciphertext at different time points. This can effectively prevent
hackers from issuing known plaintext/ciphertext attacks. So we dare to say that the
TRNEM is very secure.

However, a portable encryption/decryption system, like DES and AES, does not
create system parameters in it. To develop an algorithm, with which the system security
codes in the TRNEM can be generated by the input password or parent key, is necessary
and important. Furthermore, to enhance the performance of the TRNEM, the block
cipher system adopted by the TRNEM does not need to be DEA or AES. To develop a
secure and efficient encryption/decryption method, we plan to utilize the keys generated
by the TRNEM, e.g..K/\h, DA, DB, PK,, PK, and SSCs, as the parameters to establish a
new block cipher system, which is then substituted for the AES or DES to perform the
block ciphering for the TRNEM. These constitute our further studies.
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Abstract. Public cloud architecture offers a public access software service. Users
can login to access the cloud resources via various devices. The main advantage
of the SaaS (Software as a Service) cloud service is that it supports different
software and devices, in order to open web browsers, to authenticate the users
through the standard format. E-books are protected by digital rights management
(DRM), and users can use mobile devices to read them. However, the users'
identity need to be authenticated or the communication between the user and the
cloud server will be at risk. The processes by which users submit their proof of
identity to the cloud needs to be protected. In this paper, information security can
be achieved efficiently via cloud server architecture and a cryptography
mechanism. The proposed scheme focuses on using a mobile device to access the
cloud service. The DRM mechanisms can protect digital content; once the mobile
users pass the authentication they can access the cloud services, with
authenticated users able to easily use mobile devices to read digital content.

Keywords: Cloud, DRM, Authentication, Mobile Devices, Security

1. Introduction

First, we introduce cloud architecture, the DRM concept of cloud architecture, and the
analysis of DRM implementation using mobile devices.

1.1 Cloud Architecture

As long as information is stored in a cloud, users can access the cloud service through
the Internet and mobile devices[1,2] anytime and anywhere. The user does not need to
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know what kind of cloud architecture is present (such as cluster computing, grid
computing, distribution computing, etc). The user need only send the request to the
cloud and it will perform the most efficient operations.

The early goals of cloud architecture were to combine many computers of distributed
computations via the Internet. The running program was divided into many threads and
distributed into many computers for execution, with the result being presented
immediately. Cloud architecture was gradually developed into service-oriented
applications, with users being able to use the cloud properties: permanently available,
fast computing, etc, with simple steps such that users could access the services provided
by the cloud [3].

In the early stages, users communicated with different devices provided by the cloud
architecture, and the cloud structure communication services needed to be robust.
Current cloud structure has adopted a hierarchical structure. The top of the user services
request message is forwarded and handled by the internal framework. Users do not
directly communicate with the internal structure of clouds, and this ensures internal
safety; this is called object-to-object architecture [3], and is distinct from the early host-
to-host architecture. The present cloud structure can be divided into the following three
modes [4,5]; the structure is shown in Figure 1.

— Public Cloud
— Private Cloud
— Hybrid Cloud

When the user’s request message passes through the interface of a public cloud,
malicious packets are filtered out by the firewall. The authenticated user’s request will
be forwarded to the API server. The API server need not be in the same geographical
region. For example, when a Google Docs file is stored in a US database, the document
can be opened by other people to co-edit it, and other users may edit the same document
in different countries; however, all of them use the service through the same API.

On the other hand, a private cloud is an internal self-management systems database
which develops and maintains the normal operation of the API. The network is
connected through a local network; this incurs greater cost for small and medium
enterprises. Thus, the Hybrid Cloud was developed. The Hybrid Cloud structure acts as
a proxy server in most enterprises. Its main goal is to identify staff identification. In this
way, it allows enterprises to control their own staff permissions, while the database is
maintained by the provider. Costs are there by reduced.

1.2 Cloud Services Model

If cloud services are provided by a single industry, the cloud may not be able to satisfy
all of a user’s requirements. Thus, a user may use cloud network services provided by
different industries. Cloud size can be divided into the following modes: Domestic
clouds and Transborder clouds [6].
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(1) Domestic clouds: The entire cloud is physically located within one jurisdiction. The
provider provides devices or data exclusively for specific enterprises. The provider need
not provide additional service via third party provider to a specific provider, with the
resultant advantages of uniform size and high data security.

(2) Transborder clouds: Devices can transmit data to a server (such as Google).
Although the Google servers may be located in different countries, users can determine
which server stores the data, even if they cannot find some data. Google Docs is a
similar concept: someone can open a file and other people can edit the same document
in different locations in different countries.

In February 2000, Amazon.com suffered from DDOS attacks which caused serious
damage [7]. A new technology was developed to defend against such attacks. Now,
packets will be filtered, and it will be determined whether they are normal or not by the
firewall before users communicate with the cloud. The private key of the cloud system is
not stored in the user’s equipment. The user must use a secure encryption method (such
as Public Key Infrastructure (PKI) or Secure Socket Layer (SSL) to transmit messages
to the cloud, and then the cloud’s stored user identity verification table will identify the
user.



928 Chin-Ling Chen et al.

In 2007, vendors pushed the OpenlD [8] verification specification 2.0 and attributes
of a standard 1.0. OpenID, aiming to provide different cloud providers with a means to
authenticate users’ identities. The users only need to register once with OpenID, and
they can then log into the authentication pages. However, OpenlD alliance should ensure
the users’ safety and be able to determine if a cloud is illegal or not, otherwise users’
privacy will be easily revealed by a malicious attacker masquerading as a cloud service.

Cloud services have been a hot topic in recent years. Despite the lack of a concrete
definition of a cloud, there seems to be a common consensus as to what constitutes a
cloud [6]. The National Institute of Standards and Technology (NIST) [9] has proposed
the following five basic characteristics of current cloud architecture:

(1) On-demand self-service: A consumer can unilaterally provide computing
capabilities, such as server time and network storage, as needed automatically, without
requiring human interaction with each service’s provider.

(2) Broad network access: Capabilities are available over the network and accesses
through standard mechanisms that promote use by heterogeneous thin or thick client
platforms (e.g., mobile phones, laptops and PDAs).

(3) Resource pooling: The provider’s computing resources are pooled to serve multiple
consumers using a multi-tenant model, with different physical and virtual resources
dynamically assigned and reassigned according to consumer demand. There is a sense of
location independence in that the customer generally has no control over or knowledge
regarding the exact location of the provided resources, but may be able to specify
location at a higher level of abstraction (e.g., country, state or data center). Examples of
resources include: storage, processing, memory, network bandwidth, and virtual
machines.

(4) Rapid elasticity: Capabilities can be rapidly and elastically provisioned, in some
cases automatically, to quickly scale out, and rapidly released to quickly scale in. To the
consumer, the capabilities available for provisioning often appear to be unlimited and
can be purchased in any quantity at any time.

(5) Measured Service: Cloud systems automatically control and optimize resource use
by leveraging a metering capability at some level of abstraction appropriate to the type
of service (e.g., storage, processing, bandwidth, and active user accounts). Resource
usage can be monitored, controlled and reported, providing transparency for both the
provider and consumer of the utilized service.

As long as a service is connected to a network and uses the network to achieve a
certain goal, it can be called a cloud service (for example: E-mail, E-books, Google
Docs, Google TV, Cloud Printer, etc). That is, users rely on the application data stored
on a remote server, with no additional devices installed in the personal applications.
Users’ data and information can be stored anywhere in the cloud.

A prerequisite of connecting to the cloud is network connectivity. Users can send a
message, use the service, receive messages etc; all rely on a network connection to
communicate with the cloud. The user’s information must be protected so there must be
communication through a mechanism to protect the user’s identity and information.
Different suppliers have different protection mechanisms, for example, Google
protection mechanism is used for SSL.

The remainder of this paper is organized as follows: Section 2 reviews the DRM
related work. In section 3, we introduces the proposed protocol. Section 4, we analyze
the security of the proposed scheme, and we provide conclusions in Section 5.
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2.  The DRM Related Work

E-books are currently the main product of cloud services. At present, the main providers
are companies like Google, Apple, and Microsoft, although the E-book format has yet to
be standardized. However, the main specifications of E-books are DRM, DRM-Free,
and Adobe PDF format.

Take, for example, DRM-Free with permission [10]; on April 2, 2007, Apple
announced that half of the DRM-protected music on iTunes would be sold via DRM-
Free. The price would be lower for higher music quality. In this way, DRM-protected
MP3 digital products it needed to pay for the license; there was the limitation that only
Apple-related products could share this benefit. On the other hand, Google’s DRM-Free
forbids users to copy or print the digital content [11].

The primary business objectives of DRM are:

— Providers must specify the user’s rights

— Digital content cannot be tampered

— The print and copy permissions of the digital content need to be authorized
— Digital content’s Copyright notice

The Provider sells DRM-protected digital content that can be used to control the
consumer’s rights [12, 13, 14, 15]. However, the DRM cloud provider authorizes the
users to access the digital content via a one-time sale.

Microsoft for digital content protection [16] must install the RMS software at the user
end, and is limited to Windows OSes. The encryption method is the RSA [17] key
component. When a user requests to authorize the use of a right, it allows the designated
user and is authorized to grant the permission. However, the SP2 version added an
offline authorization function, and authors use the RMS application to create file
permissions; this specifies the authorization conditions. This is a special license which
can be granted by the offline state RMS-protected content permissions.

Our proposed architecture allows consumers to download E-books and enjoy the
benefits of the trial period (e.g., DRM-Free). When users buy the products, the users’
permission will be changed via License (such as DRM). However, our architecture is
such that, via the Internet, it is possible at any time to record a user’s E-book page
number. The advantages of our approach are that it allows users to read E-books on
different devices, and it can be easily modified to record the number of pages. It can also
prevent purchased E-book users illegally forwarding documents to other users.

2.1 Discussion of Using a Mobile Device to Implement DRM

With the rapid development of smart mobile devices, it is now possible to easily access
network resources. Even though it is well-known that mobile devices are undermined by
several recent threats [18], these mobile devices (such as PDAs or Tablet PCs) and
cloud services can be combined to form an easy to use communication platform.
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Users can access the cloud services through different mobile devices, however, the
hardware of such mobile devices is limited in the following ways [7, 19]:

— bandwidth limitations

— connection stability

— low computational ability
— limited battery capacity
— small storage capacity

From the mobile user’s viewpoint, the user must provide his/her identification before
using the cloud service. This is different from using a smart card, since not every device
can read smart cards. Moreover, different operating systems have different peripheral
limitations (such as iPad). Although users can browse the web, the device does not
provide a general standard interface (such as USB) to provide the smart card reading
function or other more secure mechanisms (such as a biometric identification
mechanism).

On the other hand, the mobile device’s computing power is limited. In order to send a
protected message from these mobile devices it is necessary to consider other
appropriate security mechanisms. Google or Apple, and other providers of these cloud
services, do not provide a clear definition for the services model of the cloud. In this
paper, we present a mobile device-based DRM system to achieve the following
objectives:

(1) Provide a process for clearer communication enabling a unified authentication.
(2) Reduce the computation of communication for mobile devices.

(3) The suppliers can use their encryption method to protect the security of E-books.
(4) The E-book providers for DRM purpose of sale and limitation are not the same.

In order to achieve the required level of security, we have integrated the mobile
devices and the cloud services model to allow users to access an E-book resource under
secure authentication.

3.  Proposed Authentication Protocol

Because Linux is outstanding for parallel computing and executing efficiency [4], the
proposed cloud service for mobile DRM systems is based on Linux. Linux is open
source, so users can develop various APIs to meet their requirements.

The user’s message will first pass through the firewall to confirm whether or not the
packets are normal. For authenticating users, the cloud server aims to produce the
session key between user and cloud. The cloud confirms the identity of the user’s mobile
device. The user need not worry about the messages sent to the cloud end or the internal
processing. Our proposed architecture is shown in Figure 2:
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1. login

v

2. Session key

A
v

% ﬁ 3. Service request
> Cloud

Mobile user - -
4. RESP (Information or License)

r 3

Fig. 2. Our proposed architecture

Step 1: User logs into cloud for authentication via mobile device.

Step 2: Cloud confirms the user’s identification and generates the session key.

Step 3: The user's message is protected by the session key and a service request is
made to the cloud.

Step 4: Cloud responds to user’s request (such as the E-book pages or E-book usage
rights).

Our scheme is to record the page number of the user’s last review. We limit the user’s
communication time with the cloud to negotiate the session key by changing the license
permission. The advantages are that users can read E-books on different devices, and we
can prevent access to the E-books.

The following notation is used in this paper:

&) exclusive -or operation

| : concatenation operation

D . user identification

PW . user password

IME] . identity of the mobile device, International Mobile
Equipment Identification

N,,N, . nonces

SK . session key between user and cloud

E— bookw . mobile user’s first request of the E-book

M, : E-book page number request after last view

RESP . response message of the cloud to user’s request

Egy(m) . use the symmetrical key SK to encrypt a message m

Dy (m) . use the symmetrical key SK to decrypt a message m

A?B determine whether or not A and B are equal

h(.): one way hash function
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3.1 Registration Phase

The user proposes an identification /D and password pw to the cloud through a secure
channel. The cloud stores the user’s authentication information in the verification table.

3.2 Authentication Phase

The user authenticates with the cloud, and generates a session key. Figure 3 shows our
proposed authentication protocol.

Step 1: User enters /D and pw, and generates a nonce N, and computes C; and C, as

follows:

C, = h(h(pw) ® IMEI)® N, 1

C, = h(ID|h(pw)|H(N, ® IMEI)) (2)

Afterward, the user sends (ID, IMEI, C; and () to the cloud.
Step 2: The cloud first checks ID and uses the ID to identify the corresponding pw on

the verification table. Then the cloud computes N, le and performs the authentication as
Eq. (4)
N =C, @ h(h(pw") ® IMEI) 3)

h(ID“h( pw) (N, @ IMED)C, )

If Eq. (4) holds, then the cloud completes the user’s authentication. The cloud
generates N, and computes the communication session key for the next communication

as follows:

SK =h(N,|N,) ® IMEI (5)

Afterward, the cloud sends A(A( pw)"l]\ﬂE] |V,)®N, and h(IMEI ||Nu||NS) to the user.
Step 3: The user computes N and checks N!

N! = h(h(pw)|IMEI|N,) © h(h(pw)|IMEI|N,) ® N, (6)

h(IMEI|N,|N )2h(IMEI|N, | N!) )
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Mobile device Cloud

1.1 C, =h(h(pw)® IMEI)® N,
1.2 C, = h(ID|h(pw)|(N, ® IMET))
1.3 (ID,IMEI,C,,C,)

2.1 check ID
22 N! =C, ®h(h(pw')® IMET)

2.3 I [D”h( pw)|[(N, @ IMED)?C,
2.4 generates N
2.58K=h(N,|N,)® IMEI

2.6 h(h(pw)|IMEI|N,)® N, ,h(IMEI|N,|N.)

<
<

3.1 N! = h(h( pw)”]MEl“Nh )
@ h(h(pw)|IMEI|N,) ® N,

3.2 h(IMEI|N, |N )2h(IMEI|

NN

3.3 SK=h(N,|N,) ® IMEI

Fig. 3. The overview of our proposed authentication phase

If Eq. (7) holds, the cloud completes the mutual authentication with the user, and then
the user can communicate the service message with the cloud. The user also generates a
session key SK for the next communication.

SK =h(N,|N.)® IMEI 8)

33 Service Response Phase

The user presents the service request by using the previous generated session key, and
the cloud responds to the user’s request. Figure 4 shows our proposed service response
process.
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Step 1: The user chooses the cloud service API license or asks to respond to the request;
the cloud authenticates the user identity, generating a symmetric encryption message as
follows:

C, = Ey(E—book,, ) 9)
or Ci=E,(M,) (10)
A new nonce N, is generated and an authentication message is computed as
follows:
C,=h(h(pw) D IMEIY® N, (11)
C, = h(ID|(pw)|A(N,,, ® IMEI )) (12)

Afterward, the user sends (/D,C;,C,,C,) to the cloud.

Step 2: The cloud first checks ID, and uses the corresponding session key SK to
decrypt the service request.

E —book,,, = Dy, (C,) (13)
or M, =Dy(C)) (14)
The cloud computes N, .,
N, =C, ®h(h(pw") ® IMET ) (15)
h([D"h( pw)|A(N.,, @ IMED)C, (16)

If Eq. (16) holds, then the cloud generates the next nonce N _ , and calculates the

s+1 2

new session key SK, . as follows:

SK_=h(N

u+l

N..,)®IMEI 17
User computes C, as follows:
C, = Ey (RESP) (18)

Afterward, the cloud sends C;, A(h( pw)”]l\/El |

the user.

N,)®N,, and h(IMEI|N,,,|

N,,) to
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Mobile device Cloud

e

11 G = E.FK(E-tx)Okwq)
or C\=E (M.)

reg

1.2 generates N,
1.3 C, = h(h(pw) ® IME)@® N,
1.4 €, = h(Df( pw)|A(N,., @ IMEI))

1.5(/D,C,,C,.C.)

2.1 E-book,,, = Dy(C;)

or Mﬂ'eq = SA(C:;)

2.2 responduser request (RESP)
23 N, =C, Dh(h(pw')® IMET)

i+l
24 h(ID”h( pw)[A(N],, @ IMET))2C,

2.5 generates N,
2.6 SK_, =h(N, |N.)®IMEI

2.7 C, = E,,_(RESP)

IMEI|N,.,)® N, h(IMEI|N,,[N,..)

5+13

2.8 C,, h(h(pw)|

3.1 N, = h(h(pw)|IMEI|N,.,)
@ h(h(pw)|IMEI|N,.,)® N,

3.2 h(IMEI|N, [N, 2h(IMEI|N,, |N..)

33 8K, =h(N, |N,.)®IMEI

3.4 (RESPy=Dy,_(C,)

3.5 previously requested message( RESP)

el

u+l

Fig. 4. The overview of our proposed service response phase

Step 3: The user computes N!, as follows:

N, = h(h(pw)|IMEI|N,,,) ® h(h(pw)|IMEI|N,, ) ® N, (19)

And authenticates the N’

s+l

H(IMEI|N,,

N, )2h(IMEI|N,,,

N (20)

935
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If Eq. (20) holds, then the user uses the previously generated N, to compute the
SK .., as follows:

SKan = h(Nu+1

N_,,) @ IME] (21)
and decrypts C, to obtain the response message RESP

RESP =Dy, (C,) (22)
Thus, the user can access the previously requested message RESP .

In our proposed protocol, the cloud service user can continue to maintain a secure
communication with the cloud.

4.  Security Analysis

The following analysis is to show how our proposed scheme can prevent various attacks.

4.1 DOS Attack Prevention

As with the Amazon cloud infrastructure sites [5], the user’s communication messages
are the first through the firewall filters on the server. The user can synchronize with
cookies to reduce abnormal malicious attacks, and users also must be limited to connect
with the clouds. If users use the browser to perform malicious attacks, the server
automatically locks the user’s behavior. For example, if the same IP requests 1000
messages in one second, the user is regarded as a malicious attacker, and the server will
block the IP services.

4.2 Password Guessing Attack Prevention

As the users do not store any user data in their mobile device, an attacker cannot achieve
offline password guessing attacks via the mobile device. The cloud protects the users’
accounts on the cloud end. If an attacker or a legitimate user enters consecutive incorrect
passwords, the server will block the account, and the user will be requested to change
the password and to send the registration information via email. Thus, there is no way to
use online password guessing attacks since the attacker or the user does not know the
previous password set.

4.3 Insider Attack Prevention

High value assets of the cloud system [5] request the user to change their password
regularly, and the private key of the server will also be regularly changed. While the
cloud stores the password, it does not directly store user passwords, and it is protected
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by a one way hash function in order for users to store their passwords. For example, a
user’s password pw and Linux’s private key x are protected by an MD5 hash function

h(h(pw) @ x)) . So, even if an insider attacker (root) steals the verification table, the

attacker cannot use brute-force attacks to guess the user’s password and identify the
server’s private key.

4.4 Reply Attack Prevention

Because the nonces N, and N, are not the same, even if the attacker were to intercept

u K

the messages ( C, = h(h(pw) ® IMEI)® N, and h(h( pw)"IMEI |[N)@®N, ), in order to
make a forged message C,=h(h(pw)@IMEI)® N, and

h(h(pw)"IMEI ||N )®N_,) , an attacker cannot use the intercepted messages to

u+l s+l

communicate with a user on the cloud during the authentication phase.

4.5 Impersonation Attack Prevention

Since each communication is recorded for a user’s /D and IMEI, the user’s password
pw is protected by a one way hash function ( C, = h(h(pw) ® IMEI)® N, ), so the

attacker cannot successfully fake being the user during the communication process.
Neither can an attacker fake being the server. Moreover, the user's password is difficult
to work out. Only the legal cloud can compute the correct
N!,, =C, ®h(h(pw') ® IMEI) , so the attacker cannot fake being the cloud.

u+l

4.6 Man-in-the-Middle Attack Prevention

Each message is protected by two unknown nonces N, and A(pw), so even if an
attacker intercepts the messages C, =h(h(pw) ® IMEI)® N, and

h(h( pw)"]]\/EI ||N”) @ N_, the attacker cannot pass the authentication by the following
equations: h(IDHh( pw’)”h(N '

u+l

® IMET)2C, and h(IMEI||N,
Thus, the Man-in-the-Middle attack will be prevented.

N,)?h(IMEI|N,[IN?) .

4.7 Parallel Sessions Attack Prevention

The user transmits the communication messages (C,,C,,C,,C,) to the cloud, and the

cloud responds with the messages /(A( pw)"lAﬂEI |[N)@®N, and h(IMEI ||N N.). Both

s
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of the communication messages of the hash value are different; thus, the proposed
scheme prevents parallel session attacks.

4.8 Session Key Error or Tampering

Our protocol aims at reducing the computation cost on the mobile device. Once the
session key is checked, if an error occurs or the key is tampered with during the
authentication, the user just needs to be authenticated again and log into the cloud to
access the cloud services.

4.9 Comparison

From Figure 5, it can be seen that we combine the charging mechanisms and replace
usage rights with licenses in order to change the method of E-book usage rights via
purchase. The proposed scheme enables the cloud to easily record a user’s reading
information, and the last viewed page immediately, despite interface and device
limitations. Users can read E-books free from the various devices and paid software
(such as office series) limitations anytime and anywhere. We use symmetric encryption
for the device to reduce the computation and communication cost, which is different
from other suppliers’ encryption mechanisms.

DRM Interface Limited device or Protected Install related
model model software mechanism AP
Apple B Cloud Limited to a single N/A iTunes
product brand
equipment
Google A, B Cloud free SSL adobe reader
Microsoft A, C Client-Server Office Series RSA RMS
Our A,B.C Cloud free Symmetric adobe reader
scheme encryption

A DRM, B : DRM-Free, C : Exchange License

Fig. 5. The comparisons of the related works

5. Conclusions

The proposed cloud scheme not only provides more convenient E-book services, but
allows users to apply to other cloud services, with the digital content stored in the cloud.
Users can access E-books using different devices, anytime and anywhere. The digital
content is protected by DRM, which is flexible via changing the license usage
mechanism such that the cloud can record the user’s information.

Our proposed protocol allows users to use different mobile devices to access the
cloud services. The mobile devices do not need to store the user’s privacy and cloud’s
related messages. In the communication process, we use low complexity functions (such
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as hash function, exclusive-OR and lightweight operations [20, 21]) to reduce the
computing cost of the mobile device, and we also address mutual authentication issues.
This study realizes the following goals:

(1) Propose a cross-vendor authentication of the cloud.

(2) Resist known attacks.

(3) Provide a low computing cost for mobile user.

(4) Provide a user friendly use for the digital content.

(5) Provide a device-independent management for DRM.

Considering the distributed nature of protected DRM contents and also that the
proposed protocol allows to use different mobile devices, some possible future work
could be to extend the work in a way to be also applicable to interconnected federated
cloud, such as proposed in [22].
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Abstract. [Pv6 Low-power Personal Area Networks (6LoWPANs) have recently
found renewed interest because of the emergence of Internet of Things (IoT).
Mobility support in 6LoWPANs for large-scale IP-based sensor technology in
future IoT is still in its infancy. The hospital wireless network is one important
6LoWPAN application of the IoT, it keeps continuous monitoring of vital signs of
moveing patients. Proper mobility management is needed to maintain connectivity
between patient nodes and the hospital network. In this paper, first we survey
IPv6 mobility protocols and propose a solution for a hospital architecture based
on 6LoWPAN technology. Moreover, we discuss an important metric like
signaling overload to optimize the power consumption and how it can be
optimized through the mobility management. This metric is more effective on the
mobile router as a coordinator in network mobility since a mobile router normally
constitutes a bottleneck in such a system. Finally, we present our initial results on
a reduction of the mobility signaling cost and the tunneling traffic on the mobile
PAN.

Keywords: 6LoWPAN, NEMO, Handoff, Mobility, Wireless Sensor Networks,
Healthcare.

1. Introduction

Over the past two decades, communication networks have experienced tremendous
growth and expansion all over the world. The explosive growth of many types of mobile
devices such as smart phones, variations of tablet computers, and laptops, has fueled the
demand for more bandwidth with varying Quality of Service (QoS), with pervasive
connectivity and at affordable costs [1]. These mobile devices are generally very
powerful in themselves with ever more innovative user interfaces, better information
security and privacy, capability for higher end-to-end data transfer rate, streaming or
interactive communications, and many other features [2]. Mobile wireless network
generally encompasses Wireless Sensor Networks (WSNs), ad-hoc and mesh networks
and infrastructure based cellular networks. These groups of networks can service a wide
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array of application areas such as the ubiquitous broadband access [3], mobile peer-to-
peer, WiFi hot-spots, vehicular networks, sensor networks, and many more.

WSNs can be used for a wide range of applications, from environmental monitoring,
home and industrial automation, military, to education, transport, healthcare and many
more. It has been developed over IEEE 802.15.4 which is a layer 2 standard defined for
Personal Area Network (PAN). WSN is designed for infrastructure-less type of networks
which does not require an established network to be set up unlike the case with cellular
based networks. WSN is also designed to connect to the Internet, this is done via a
suitable node called the gateway [4]. However, IEEE 802.15.4 is defined to be of
limited capabilities by way of smaller frame sizes, low memory capacity and data rate,
respectively. It was primarily designed for short range communications with efficient
power management. Eventually it creates a Low-power Personal Area Networks
(LoWPAN:Ss) that supports a large number of nodes with energy saving capability [5].
The Internet Engineering Task Force (IETF) defines IPv6 Low-power Personal Area
Network (6LoWPAN) which is an IPv6-based LoOWPAN on the basis of IEEE 802.15.4
for communications with the Internet. With its vast address space, 6LoWPAN allows
global connectivity between a large number of IPv6 intelligent devices over large areas.
The protocol also enables the nodes to be self-organized i.e. can do self-detection, self-
healing, and self-configuring, without human intervention [4].

For the success of IoT in general, and for healthcare in particular, mobility support is
essential [6]. Mobility support is required to maintain fault tolerance of the network and
full access to information regardless of their locations. In healthcare, some of the main
applications for 6LoWPAN are for real-time monitoring of vital signs some examples
being ECG (electrocardiogram), heart rate, SPo2, blood pressure, weight and breathing
rate of patients. Moreover, it is important that these monitoring could be performed
while the patients move around within the hospital [7]. In addition, because of the
criticalness of healthcare provisioning mobility protocol needs to be reliable under any
conditions, that is, it has to reduce packet loss, end-to-end delay, and network failures.
Therefore, among the aims of a portable monitoring system are: firstly to control and
monitor the patients in any location, and secondly to store the information as the
Knowledge Based System (KBS) in order to study and survey symptoms and predict
illness [8].

The design features of 6LoWPAN node like packet size restrictions, energy and
power restrictions and delays in the reception of messages, have constrained host-based
mobility protocols such as MIPv6 [9], HMIPv6 [10], FMIPv6 [9]. The Mobile Node
(MN) which a mobile patient would carry, is involved in most of the mobility
management signaling, and this weighs on the MN in the way of power consumption
[11]. Hence, Proxy MIPv6 (PMIPv6) [12] is more appropriate in this respect to support
6LoWPAN mobility rather than the host-based solutions, but it has two shortcomings:
that it cannot support multi-hop and that it requires 64 bit network prefix to be assigned
to each MN [13].

Mobility solutions can give different kinds of efficiency and performance depending
on the applications. In order to have a real-time access to the patients’ body sensors to
control body parameters, the use of Hospital Wireless Sensor Networks (HWSNSs) is the
best choice. Hence, this paper [14] grantees a reliable continuous and real-time remotely
monitoring solution of hospitalized patients in a hospital infirmary based on an HWSN
with intra-handover mechanism support. Thus, HWSN based on 6LoWPAN (HWSNG6)
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has been defined for hospitals as smart building, equipped with MNs, Border Routers
(BRs) and gateways. Although this mobility solution has been tuned for hospital
applications and therefore made more compatible with it, but the energy constraint of
mobile patient nodes which comprises a set of sensor nodes as a PAN has not been
considered [4]. It also did not consider network mobility especially on the aspect of
energy consumption in Mobile Router (MR) this will constrain the PAN lifetime.

From this brief discourse, it is anticipated that 6LoWPAN will become more popular
in the near future. This is primarily because it has a wide address space that is well
suited to individually address all objects that are connected to the Internet. Nevertheless,
power consumption is a serious issue in 6LoWPAN, hence, mechanisms need to be
sought in order to optimize this resource. One example of a busy device is MR; it is a
very complex device that manages significant mobility functions [1].

In this paper, we propose a new mobility solution for mobile networks such as mobile
patient nodes that comprise of a set of sensor nodes that consitutes a single unit called
mobile patient node in HWSNG6 scenario [15]. In this scheme, the MR that acts as a
coordinator manages the mobility and PAN functions. This mobility solution decreases
the amount of message on MR, and prolongs the lifetime of a patient PAN via MR.

This paper is organized as follows: a review of the related works is presented in
section 2. A discussion on system architecture is given in section (3. Section 4 presents
the HWSN6 mobility scenario. In section 5, our mobility mechanism scheme is
evaluated. Finally, simulation results and conclusion are discussed in section 6 and 7
respectively.

2. Related Works

From sensor networks point of view, movement occurs in 6LoOWPAN nodes when an
MN or a mobile PAN tries to leave its current link and connect to a new point of
attachment. 6LOWPAN device/s should do self-configuration and self-detection and
automatically introduce themselves in any movement to keep the connectivity. This
process usually starts by binding message exchange through Neighbor Discovery (ND),
and then establishing a bi-directional tunnel that connects the Home Agent (HA) and the
MN. Mobility is categorized into two groups: micro-mobility or macro-mobility and
involves two processes roaming and handover. Roaming is moving from the previous
6LoWPAN area to a new PAN and handover is the changing of current point of
attachment and data flows to another point of attachment. Micro-mobility or ntra-PAN
mobility occurs when an MN leaves its current position and moves to another point of
attachment within the same 6LoWPAN network. On the other hand, macro-mobility or
inter-PAN is the mobility between network domains where there would be a network
address change [11]. Figure 1 displays the possible node mobility movement for
supporting IPv6 in WSN 6LoWPAN. When the whole PAN changes its point of
attachment similar to NEMO (NEtwork Mobility), this is called WPAN mobility [16].
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Fig. 1. 6LoWPAN Micro-Mobility and Macro-Mobility

The chart in figure 2 depicts the various mobility protocols and their hierarchies in
MIPv6 when an MN changes its point of attachment in the network, it should update its
current Care-of Address (CoA) by itself and informs the HA of its CoA using the
Binding Update message (BU) [17]. An enhancement to the MIPv6, Hierarchical
Mobile IPv6 (HMIPv6) was introduced, whereby it separates global mobility from local
mobility [10]. Then, for the optimization of MIPv6, Fast handover for Mobile IPv6
(FMIPv6) was introduced. It reduces handoff delays by performing CoA configuration
even before an MN leaves its current network [18]. In [19], they presented an
authentication protocol for HMIPv6 roaming service to establish secure
communications, when an MN is roaming into a foreign network. In the host-based
mobility management protocols, an MN is involved in the processing of mobility and
signaling to configure an IP address on a new link management [10]. FMIPv6, HMIPv6
and MIPv6 are of type host-based mobility protocol, but they are not suitable for
6LoWPAN due to its constraints [7].

From figure 2, network-based mobility is more appropriate in low-power sensor
nodes because it relieves the MN from participating in any mobility operation, thereby
extending its network lifetime [6]. In this respect, the Proxy Mobile IPv6 (PMIPvO0) is
more suitable as a mobility solution for IPv6 devices as it undertakes the responsibility
of performing the handover process from the MN with a single hop. Even through this
helps to conserve energy in IPv6 devices but single hop communication is not
appropriate for 6(LoOWPAN devices because this may impose high transmission power to
the energy constraint devices in order to reach distant PMIPv6 gateway [12]. Sensor
Proxy Mobile IPv6 (SPMIPv6) is an optimization of PMIPv6 which is more suitable for
energy constraint devices. It reduces signaling and mobility costs compared with MIPv6
and PMIPv6 [20]. LoWMob has been subsequently introduced for mobile 6LoOWPAN
nodes based on network-side and intra-mobility. The communication between MNs and
gateways with the participant of the 6LoWPAN static nodes is made to be multi-hop
rather than a single hop as in the previous protocols. The signaling overhead is reduced
through supporting packet format at the adaptation layer [16]. A distributed version of
LoWMob referred to as DLoWMob optimizes the mobility process. This is done by way
of the following procedures: (i) supporting points to distribute the gateways traffic and
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to enhance the multi-hop routing path between source and destination nodes, (ii)
considering security aspects, (iii) equipping SNs with antennas in order to get the Angle
of Arrival (AoA) measurements, and (iv) equipping SNs with a radio-triggered
component to manage the sleep state by sending wake up radio signal [16]. Another
protocol called Inter-MARIO has been proposed to perform handover based on the pre-
configuration mechanism of 6LoWPAN mobility. This solution runs pre-configuration
via the partner nodes to save the information on the PAN coordinators in the
neighborhood PANs and reduces the mobility handover delay [21].

The philosophy behind NEMO protocol is that it runs Mobile IP and full IPv6 stacks
only at MR/edge router, and does not run Mobile IP for attached nodes. This mobility
solution fits the 6LoWPAN model perfectly as LOWPAN nodes are not adjustable for
dealing with MIPv6 [20]. Lightweight NEMO protocol compresses the packet header to
reduce the signaling overhead between MRs and gateways, this is done by using a
compressed mobility header to support the 6LoWPAN mobility [11]. Inter-PAN
mobility solution proposes an adaptation layer packet format for 6LoWPAN mobility
signaling to reduce handover time. It provides extra information about the frequencies of
the surrounding PANs at the border nodes [22]. To support mobility in 6LoOWPAN
sensor nodes, Sensor NEMO (SNEMO) has been introduced, it presents an
interoperable architecture between NEMO and 6LoWPAN by way of an extended
LOAD routing scheme for MRs [23]. Chai et al. [24] proposed a network architecture
that supports the integration of NEMO and 6LoWPAN which shows that the handoff
signaling of NEMO is 1/N times (N is the number of MNs) smaller than that of MIPv6,
hence this means that the consumed energy of NEMO is much smaller than that of
MIPv6. However, nodes that are selected as sensor routers consume more energy thus
they suggested the use of non-power aware devices as sensor routers or MRs in NEMO.

HWSNG6 defines a protocol to carry out intra-WSN mobility to support medical
sensor networks based on 6LoWPAN. In this protocol, the mobility management is
delegated to Monere system as BR which monitors a mobile patient’s vital data [25].
This mobility scenario looks very similar to the NEMO protocol, in which the mobility
of the entire network is viewed as a single unit.

The state of the art in HWSNG6 related with high performance solutions includes
security and authentication of MN for movements, global IPv6 addressing, intra-
mobility among the Monere systems, reduced overload in MNs with respect to Mobile
IPv6, distributed storage of the information among all the Monere systems, and mobility
control messages to avoid fragmentation. Node authorization and authentication must be
supported to offer security capability, integrity and confidentiality of the information,
ensure protection of the resources.

In [26], they overview available handover mechanisms used for wireless sensors
mobility and proposes a new ubiquitous mobility solutions for Body Sensor Networks
(BSNs) in healthcare monitoring. This paper [27] surveys the most recent intra-mobility
solutions with special focus on handover approaches that can be used in HWSNs. It
proposed open issues that can contribute to improving the performance of handover
solutions when applied to hospitalized patients were highlighted.

Although HWSNG6 and previous solutions consider mobility issues but the energy
consumption optimization of mobile patient node remains an open issue. The adaptation
of the current mobility methods to 6LoWPAN remains a serious problem, and the
further researches on 6LoWPAN mobility is necessary [7].
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Fig. 2. Summary of [Pv6 Mobility Solutions

3.  System Architecture

The hospital system architecture is made up of patient nodes (MN with a set of sensors),
Monere system (local gateway or BR), Internet gateway, Hospital Information System
(HIS), and users (physicians, surgeons and nurses). As shown in figure 3, each part of
the hospital such as operating theatre, observation rooms and wards are organised as a
PAN which is under network coverage to keep the connectivity among the nodes and the
Internet. Each PAN with all the nodes belong to the same domain deployed with a BR to
connect to the Internet, HIS, and other PANs via the network backbone [4].

3.1. Gateway and HIS Node

A gateway manages its domain, establishes connections between networks, and
interconnects with each other through wireless or wired links. HIS is a system based on
Open Services Gateway Initiative (OSGi) technology for the management of all the
other systems from the hospital. HIS saves the important monitoring information of all
nodes and provides information and services to the other systems belonging to the
hospital such as management of alarms from the Monere systems, electronic health
record, health status, localization service, and directory service [4].

3.2 Monere System

Monere system [28] is a new BR device that has been suggested to cover each part
(domain) of a hospital and also acts as a Mobile Data Collector (MDC) coming from the
patient sensors, similar to a sink node in each PAN. It is equipped with several interfaces
that establish connections with other networks technologies like Bluetooth, cellular
networks, Ethernet and home automation (ZigBee, X10 and EIB) and standards such as
CANBus, Ethernet and Serial Interface [29]. The area covered under the interconnected
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BRs is referred to as a PAN or domain. 6LoOWPAN BR plays two roles: it be identified
as an HA responsible for buffering and forwarding packets to the MN, or as a Foreign
Agent (FA) which coordinates visited network. Finally, it supports the security
requirements like privacy and security that it can cipher the communications with AES-
CBC cryptography (256bits key) [4].

3.3. Patient Node

This paper proposed the concept of mobile patient node which moves between multiple
PANSs in a hospital environment. A set of sensors acting as one unit fixed on the patient's
body (6LoWPAN MN) measures and collects health data continuously such as heart
rate, SpO2, peripheral and core body temperature, glucose etc [25]. From figure 4, two
types of sensor nodes have been defined in IEEE 802.15.4: they are Full-Function
Device (FFD) and Reduced-Function Device (RFD) respectively. FFDs are designed to
support all network functionalities and participate in peer-to-peer topologies with multi-
hop communications. On the other hand, RFD devices are limited mainly to perform
measurements only of physical parameters and to processing non-complex tasks in star
topologies since they do not support multi-hop communications. Normally each PAN
coordinator controls a PAN, this is done by way of setting up and maintaining of the
PAN. Hence, only a FFD device can assume the role of PAN coordinator [13].Two
models are suggested for the patient mobile node: in the first model, there is a main FFD
device with one IP address which collects data from a set of RFDs and also manages the
patient node area as a coordinator. FFD acts as an MR and connects the BR to the
patient through a 6LoWPAN node. All RFDs data are accessible from FFD, and this
constitutes a bottleneck in the network. In the second model all 6LoOWPAN sensors are
considered as FFD devices with their own [Pv6 addresses, they send their data directly
to BR without any interface such as MR. Thus, it is clear that the second model is more
expensive in terms of energy requirement and data exchange during mobility [25].
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Fig. 4. Patient Node Sample Architecture and Topology

4. The HWSN6 Mobility Scenario

The WSNs mobility protocols proposed a large scope of applicability with the
conjunction of the variety of case scenarios make it difficult to generate a standard
mobility. To overcome this challenge, a specific scheme in mobility management for
hospital WSNs has been proposed. The requirements of this scheme are continuous
monitoring, low latency, no packet loss and low signaling. Figure 5 shows a movement
scenario of a patient that moves between the home network and visited networks and
then returns to base/home network. This kind of scenario is common at hospitals when
the patients walk or move to other rooms to do medical tests. Phase 1 shows an initial
state of the patient node which is in its home network and exchanges vital signs via the
Monere system to maintain a continuous monitoring. In phase 2 and 3, it moves to a
visited network and runs mobility protocol and handover mechanism, and finally it
returns to the home network in phase 4.
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Figure 6 shows the HWSN6 mobility diagram with the messages exchanged in each
step of mobility scenario as follows:

Exchange of messages in home network: The general frames (data, requests,
responses and ACK frames) exchanged between sensors such as SPo2 level per each 5
seconds and BR.

» " Patient > \ Border Router 1 Border Router 2
* (Mobile Node) ’ (Home Agent) (Foreign Agent)
1 '
MN sends data packet periodically (each 5 second). | @ HIS
(1) =Pp 1t is usual for vital signs monitoring such as ECG =@ Server
\ (electrocardiogram) 0
Patient Node detects that it has changed PAN
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; (1) Beacon
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a
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(18) Reassociation Request J
(19) Reassociation Reply’;
.I (20) Location Update >
L}

Fig. 6. Message Exchanges in a Mobility Scenario

Movement detection time: When an MN moves, it detects that its link quality has
degraded beyond a certain threshold. This means that the existing router is no longer
reachable, or a new access router is available [30].

Entering the visited network: Upon the mobile patient node entering the threshold or
new network area (PAN), then it receives a Beacon message (message 1) which is
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broadcasted periodically by 6LoWPAN BR acting as the coordinator (Monere system).
Hence it detects the movement and sends Association Request (message 2).

Confirmation of MN in visited network: In order to authenticate the roaming MN, the
following messages are exchanged: Binding Request (message 3), Binding Challenge
(message 4), Challenge Request (message 5), Challenge Reply (message 6), Challenge
Forward (message 7), Binding Confirm (message 8), Location Update (message 9), and
Association Reply (message 10) message. These challenge messages are used to confirm
that MN is a real node from its network. Patient node ciphers the challenge message and
sends it to the FA. FA forwards to the HA. HA checks the challenge, if it is right, it
sends a confirm message to the FA. In other case, it sends a deny message to avoid that
the unauthenticated patient node receives or sends confidential information. Finally, the
proposed mobility protocol supports security and authenticate MN with a challenge
based on AES 128 bits when the MN changes its BR.

Interchange of data frames in the visited network: The messages from 11 to 14 show
how a data frame and its Ack are exchanged.

Returning to the base network: Finally, as the patient node returns to its base
network, it informs HA of its new location by sending a Re-association Request message
(messages 17-20).

Movement between visited networks: When a patient node leaves the visited
networks, FA informs the HA via Node Left and Ack messages (messages 15 and 16) of
the event.

5.  NEMO-HWSN Mobility Mechanism Scheme

As mentioned in section 3, the mobile patient node with its attached sensors is
considered as a network or PAN that moves between different PANs like NEMO,
because when the patient moves, all attached sensor nodes move together. Hence, it
looks like the PAN or a group of mobile sensor nodes moves together and they also need
a strong power device acting as an MR to coordinate and collect the PAN data. Hence,
the partial of mobility cost have close relation to the PAN architecture such as type and
number of sensors, message overhead, and the MR as a coordinator which manages the
mobility in mobile PAN. The handoff and tunneling costs of patients in the mobility
process depend on the number of attached sensors. As a result, the increased number of
sensor node increases the complexity of fast handoff detection and decreases its
efficiency, and finally increase the energy consumption. Hence, in the following
methods, we will survey possible mobility scenarios to show the benefits of our
proposed scheme. Figure 7 shows three mobility models that can be applied with mobile
patient sensor nodes.

Figure 7 (a) presents the first model in which MR acts as a sink node, it controls,
maintains PAN, collects data from body sensors and transmits to BR in the base network
or visited network, and finally executes the mobility protocol. Although this model is
similar to NEMO and has reduced handoff cost due to the use of MR that only it
supports and runs the mobility process. However, the MR presents a bottleneck to the
PAN because it should collect all data from attached sensors. This is a serious constraint
in 6LoWPAN. As a result, the MR is made to work as a coordinator to handle the
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mobility and collect data as a sink node. The benefit of this model is that it is less

mobility complex and can perform fast handoff detection. The most serious problems
are therefore bottleneck at the MR and end-to-end delay in tunneling process.

Border|Router Border Router 5
Border Rputer

Mobile Router

Mobile Router

(c)

Fig. 7. The Messages Scheduling of Three Models. (a) RFD Devices with MR, (b) FFD Devices
without MR, (c¢) FFD Devices with MR

Figure 7 (b) shows the second model in which all body sensors are FFD devices
without any coordinator that attend to the mobility process. Accordingly, all FFDs
repeat and execute the mobility scenario such as coordinator node (in previous model)
and send their mobility messages to BR directly. This model is similar to individual
mobile node that runs mobility scenario; it means the mobility protocol is supported
with each individual node separately. The disadvantage with this model is that the
handoff process will be increased based on the number of nodes, therefore the handoff
complexity also will be increased [25]. With the benefit of this model is that each sensor
node can leave its PAN and run mobility scenario separately and hence there is no
bottleneck compared with the previous model. Finally, the MNNs send their data frames
directly, thus the end-to-end delay in tunneling process will be optimized compared with
previous method.

Table 1. Benefits of NEMO-HWSN Scheme

Mobility Issues NEMO HWSN6 NEMO-HWSN
End-to-End Delay High Low Low
Bottleneck Node MR Node No Optimized
Mobility Complexity Low High Low

NEMO-HWSN [15] is our mobility management solution which is designed to solve
the serious challenges of previous mobility models to apply for group mobility in
6LoWPAN. We present a new scheme with low handoff cost like NEMO and light
traffic on MR to optimize the PAN lifetime. Figure 7 (c) illustrates the proposed
architecture which comprises of FFDs as sensor nodes with an MR as the coordinator. In
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this model, the MR as a coordinator just runs the mobility process based on mobility
diagram (Figure 6) to exchange the handover messages in movement situation; but data
from sensors or MNNs are transmitted to BR directly. Consequently, the end-to-end
delay in tunneling will be reduced due to remove one hop (MR node) in the direction of
tunneling process. Hence, the duty of sensing data transmission is eliminated from MR,
thus it leads to longer lifetime of MR during the tunneling process and sensor nodes can
be located behind the MR without mobility message support. Finally, the MR registers
all FFDs in the BR as an FA in order to create a connection with a new FA and transmit
their data frames into networks. By way of this technique, we provide the best handoff
cost and mobility scenario for MR. Hence, any increase in the number of FFD will not
increase the cost of handoff during mobility. As a result, FFDs as members of patients’
node send their data frames directly and the MR is set free of congestion at tunneling
time. Thus, the bottleneck problem will be overcome by this scheme. Table 1 shows the
previous challenges that are solved in NEMO-HWSN.

Figure 8, 9, and 10 show a comparison of the mobility diagram in terms of mobility
and data messages scenario in three models. The dotted lines show handoff messages
direction, when the MR or Mobile Network Nodes (MNNs) as mobile sensors run the
mobility scenario which exchanges the handoff messages to follow the mobility process.
The bold lines present the case when the tunneling scenario happens to exchange the
sensing data from MNNs to destination like HA or CN. As shown in figure 10, the total
signaling cost of our proposed scheme is better than the two previous mobility models.
The NEMO-HWSN scheme that the MR mobility overhead is optimized by way of
reduction in the MR traffic and the amount of mobility messages. As has been pointed
out, the mobility cost is related to handoff and tunneling process time. Both of them
have been surveyed by way of NEMO-HWSN solution through scheduling and
managing the mobility functions of the MR.
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6. Simulation Results

To simulate our proposed scheme, we used OMNet++ simulator and the HWSN6
message diagram (Figure 6) which including binding update, challenging messages and
etc. that exchange between MNNs, MR, HA, and FA in during the mobility scenario. In
this scenario, the patient node consists of the five MNNs as mobile sensor nodes
(attached sensors) to generate the sensing data and one MR node as a coordinator to
manage the mobility mechanism.

The results from figure 11 shows the total mobility cost for tunneling and handoff
process of the patient node with five attached sensor nodes (MNNSs), i.e., the messages
to exchange the data frames periodically from MNNs to HIS. It compares the total
signaling cost of the NEMO-HWSN solution against that of the first model (NEMO) and
the second model (node mobility) of the previous schemes. The graphs show that the
total signaling cost in the NEMO-HWSN is very small in comparison to the second
model (node mobility) and slightly smaller than NEMO protocol at minimum level. As
mentioned before in figure 10, the proposed scheme (NEMO-HWSN) minimizes the
handoff signaling of the MR; thus its total handoff cost is optimized as well as the
NEMO protocol (first model). Consequently, the handoff signaling of NEMO-HWSN
and NEMO are 1/N times (N is the number of MNNs) smaller than HWSN as node
mobility. The graph shows the total signaling cost between NEMO-HWSN and NEMO
is not very high, due to we exchange the low amount of data frames in tunneling process.
In other words, the data frames start from MNNs are exchanged between MR and HA or
HIS (as a CN in this scenario) without MR involvement in the tunneling direction.
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Figure 12 compares the end-to-end delay between two network mobility models
(HWSN6 and NEMO-HWSN). The end-to-end is optimized in our proposed scheme
because it transfers MNNs data frames to HA without MR involvement in tunneling
process. The NEMO-HWSN does not impose heavy traffic on the MR, and hence the
bottleneck traffic is optimized. Therefore, the PAN lifetime is prolonged in mobility
scenario process.

Finally, our proposed scheme reduces the mobility overhead of MR through
reduction the tunneling messages to help extend the lifetime of PAN. This type of
scenario is suitable for 6LOWPAN network mobility such as NEMO, which suffers from
energy challenges such as energy constraint, limited battery or accessing to energy
resources.
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7.  Conclusion

This paper described a mobility solution for a group of 6LoWPAN mobile sensors like
patient node with attached sensors in hospital settings to maintain the continuous
connectivity between the patient nodes and hospital area network as a smart building.
This solution considers the hospital architecture in order to define a solution that reduces
the amount of messages exchanged between the mobile patient node and 6LoWPAN
hospital network through the MR. This means that the signaling overload is decreased
and also the lifetime of the MR is optimized due to the reduction in the total amount of
mobility messages. The patient node should not run a costly configuration for new
topology that causes the MR dies early due to congestion. Finally, it is shown that this
scheme provides the low tunneling cost and light traffic on MR and BR regardless of the
number of sensors attached to a patient node. Hence, the NEMO-HWSN mobility
protocol for hospital architecture should be more feasible in a 6LoWPAN topology.

The article offers important insights for further studies on healthcare monitoring by
using 6LoWPAN MNs as a part of [oT in movement. In the future, we will present the
analytical model and real implementation to carry out a real test for performance
evaluation in order to obtain the optimum handover solution along the mobility process.
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Abstract. As many objects in the human ambient environment are intellectualized
and networked, research on IoT technology have increased to improve the quality
of human life. This paper suggests an LDA-based long distance face recognition
algorithm to enhance the intelligent IoT interface. While the existing face
recognition algorithm uses single distance image as training images, the proposed
algorithm uses face images at distance extracted from Im to 5m as training
images. In the proposed LDA-based long distance face recognition algorithm, the
bilinear interpolation is used to normalize the size of the face image and a
Euclidean Distance measure is used for the similarity measure. As a result, the
proposed face recognition algorithm is improved in its performance by 6.1% at
short distance and 31.0% at long distance, so it is expected to be applicable for
USN’s robot and surveillance security systems.

Keywords: [oT, USN, surveillance, long distance face recognition.

1. Introduction

Until now, the Internet has been utilized as the optimal space by humans to share
information as producers or consumers of information. In the future, not only
information produced by humans but also everyday things will be connected to the
Internet and will evolve so that the Internet of things can share the information of things
via the Internet. Currently, industries, academics and governments from around the
world are working on developing technologies and services for an intelligent network of
things in various forms with Machine to Machine (M2M) or Internet of Things (IoT)
[1]. Humans communicate with objects and services through IoT and objects and
services communicate each other through IoT technology. As such, IoT interconnects
human, objects and ambient environments including services and. It includes the
traditional ~ IoT  services such as  Smart Home/Security/Entertainment,
Logistics/Distribution/Material Management/Security Management, Transportation/
Ambulance/Defense as well as various IT convergence services such as object
recognition through location or motion and sensing information and situational
awareness [2]. For example, when viewing from the human and service perspectives, a
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mobile robot in a Ubiquitous Sensor Network (USN) or in a Smart Home environment
recognizes family members and acts. Also the intelligent surveillance system continues
to monitor the surveillance status and the acquired information may be provided to
humans anytime and anywhere through network services. These technologies are
implemented using actual IoT service interface and the IoT service interface plays the
role of sensing, process/extracting/handling, storage, judgment, situational awareness,
recognition, security, and human awareness of information [3], [4].

The purpose of this paper is to enhance the IoT service interface for uses human
awareness by enhancing face recognition used in mobile robots and intelligent
surveillance systems. Face recognition has a relatively lower recognition rate than
fingerprint and iris recognition but because faces can be recognized from non-
contact/non-cooperative environments and long distances, research studies on long
distance human recognition using the face are currently underway [5], [6], [7].
Generally, the face recognition method is highly dependent on the quality of images
obtained from the image sensor, so face recognition performance excels in short distance
versus long distance. However, since the existing Linear Discriminant Analysis (LDA)-
based face recognition technology works in short distance environment, if mobile robot
or intelligent surveillance system of USN are applied literally to mobile robot or
intelligent surveillance system, satisfactory service can’t be expected. In order to
provide seamless IoT service, it is necessary to have long distance face recognition
technology that can recognize the target from various distances as well as at a short
distance.

Therefore, this paper proposes a long distance face recognition algorithm that is
applicable to mobile robots and intelligent surveillance systems. While the existing face
recognition algorithm uses single distance image as training images, the proposed
algorithm uses face images extracted from 1m to 5Sm as user training images. For face
images at a distance of 1m to 5m, the size of face images extracted by distance is
different, so it is normalized to the same size of face images using bilinear interpolation.
In addition, Euclidean Distance measure is used for similarity measure. As a result, the
face recognition rate of existing LDA-based face recognition was 85.8% in short
distance and 44.0% in long distance, but the proposed face recognition method showed
improved performance of 6.1% and 31.0%, respectively, for 91.9% in short distance and
75.0% in long distance. This paper is organized as follows. Section 2 introduces the
concept of IoT service, face recognition technique and interpolation. Section 3 describes
the proposed long distance face recognition algorithm and Section 4 analyzes the
experiment results. Finally, Section 5 concludes the paper.

2.  Background and Related Work

2.1. Concept of Internet of Things for Service Interface

By extending the traditional concept of the Internet, IoT is a next generation internet
paradigm that encompasses networks of objects vs. object, and human vs. objects, which
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various ambient objects are participating in the internet [8], [9], [10]. The definition of
IoT can be generally divided into: Internet-based definition, Semantic- based definition
and object-based definition. Firstly, the internet-based IoT definition is focused on
network construction to therefore be able to connect with any objects, anywhere, and
anyone such as the International Telecommunication Union (ITU) [11], [12]. Currently,
the world is changing such that internet-based IoT is connecting a number of
surrounding objects including mobile internet, Radio Frequency Identification (RFID),
and sensor network and the objects are communicating with each other autonomously
[13]. Secondly, the semantic-based definition is approaching IoT from the point of view
of how to express, store, search and systemize many objects that will be included in IoT
and the information which is produced from these objects [14], [15], [16]. Lastly, the
RFID international standard organization, Global Standard 1 (GS1)/ Electronic Product
Code (EPC) global defined IoT for the first time based on objects having the sole
identifier-EPC. This made it possible to have object recognition and global location
tracking by attaching a RFID tag with EPC to objects by reading these codes in real time
through RFID readers installed all over the world and by storing and managing that
information in IoT infrastructure distributed system [17]. Based on this, it is possible to:
monitor and manage object information, which is part of IoT in real time and have
various IoT services through a standardized interface. Recently, advances moving
beyond simple identification studies are underway to provide various and intelligent IoT
services through the development of an advanced interface including situation
recognition and human recognition [3], [18], [19].

2.2, Algorithms of Face Recognition

Face recognition technology is examined in various studies ranging from still image-
based face recognition in a controlled environment to video image-based face
recognition from a crowded environment [20], [21], [22]. In this paper, we utilized
LDA, which uses a feature extraction method using basis vector. In order to express
two-dimensional face images, face shape and texture information are vectorized. For
face shape information, physiographic features like the distance and ratio of face
elements such as eye, nose and mouth are used. Texture information is expressed as
brightness information itself in the face area. By arraying the brightness value of two
dimensional face images in order, features are extracted by expressing one-dimensional
vector. The feature extraction process in face recognition is to find the base vector for
linear transition. LDA is to find the basis vector which reduces the scatter within the
class and increases the distance between averages of each class [23], [24]. LDA use face
images as a feature vector for face recognition by reflecting the face images to the basis
vector.

Table 1 briefly shows the training process of the LDA technique. Table 2 briefly
shows the recognition process of the LDA technique. In here, the most similar feature
vector images are used as recognition result images by measuring the similarity of
feature vectors between recognition images obtained and training images.
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Table 1. Training process of LDA technique

1. Definition of P number of training image vector
Xz[)c1 |)c2 |...xP]

2. Definition of within-class scatter matrix of i-th

P
S; = Z (x —mean;)(x — mean)T, mean = % Z X

xeX; ! xeX;

3. Definition of within-class scatter of matrix S,

C
Sy = ZS,—
i=1

4. Definition of between-class scatter of matrix S,
C P

1 .
Sp= Zni (mean; —mean)(mean; —mean)’,  mean = szl
i=1 i=1
5. Definition of matrix that maximizes the ratio of S,,and S,
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wT SWW‘
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- C : number of classes, 7; : number of images per class

Table 2. Recognition process of LDA technique

1. Definition of P number of recognition image vector

1,.2 P
Y=[y |y l.y']
2. Difference of each image vector and average image vector
— P
i 1 Z i
y =y —mean,mean=— ) y
p<

i=1

3. Definition of feature vector for recognition image using W,

yl — Wopt yl

2.3. Interpolations for Image Normalization

For long distance face recognition, since the size of face images extracted according to
the distance between camera and the subject is different, the size of face images to be
verified should be normalized to fit to the size of training images. Therefore,
interpolation is used to adjust the image size [25]. The nearest neighbor interpolation is
the simplest method among interpolations and it refers to the pixel of nearest original
images from the location that the output pixel is to be produced. Bilinear interpolation is
a technique to produce the pixel to be interpolated using the adjacent four pixels. The
interpolated pixel is determined by the sum of four pixels multiplied by a weighted
value. At this time, weighted values are determined linearly and are inversely
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proportional to the distance from each of the adjacent pixels. Figure 1 shows the bilinear
interpolation using one-dimensional linear interpolation. To find the interpolated pixel 7,
bilinear interpolation is performed using the values of the adjacent four pixels (4, B, C
and D). The bilinear interpolation provides a better image than nearest neighbor
interpolation but it increases the computational complexity and the edge parts are not as

smooth.
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Fig. 1. Bilinear interpolation

Interpolation using a higher-order polynomial equation defines the function of
weighted value and is a method to calculate the pixel values by adding all the values of
neighboring pixel values of original images multiplied by weighted values. The
representative method using a higher-order polynomial equation and includes cubic
convolution interpolation [26]. Figure 2 shows the process of performing the two-
dimensional cubic convolution interpolation using one-dimensional cubic convolution
interpolation. Bicubic convolution interpolation produces new interpolated pixels using
16 pixels of original images. After four rounds of cubic convolution interpolation in the
vertical direction as shown in Figure 2(a), four interpolated pixels (Py, P;, P, and P;) are
produced. Using the newly produced four interpolated pixels, when the cubic
convolution interpolation is performed once horizontally, the final interpolated pixel I is
produced as shown in Figure 2(b). Bicubic convolution interpolation refers to more
pixels than bilinear interpolation so its image quality is good but it requires more
computational complexity
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(a) Vertical interpolation (b) Horizontal interpolation

Fig. 2. Bicubic convolution interpolation
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3.  Proposed Long Distance Face Recognition System

Figure 3 is the flowchart of the proposed LDA-based long distance face recognition.
Figure 3(a) shows the overall flow and Figure 3(b) presents the normalization process of
face images being entered. The overall flow of the face recognition algorithm is the
same as in existing face recognition algorithm. However, it has a difference in that the
proposed algorithm uses face images at a distance of Im to 5m as training images and
adds a normalization process for face images based on distance.

im
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2i
Training Face Images i Test Face Images (\, .m 3m 4
. : ,
| |@m=5m Face Images)| | | |(Am-~5m Face Images) . ® W
: ‘ : ‘ 50x50 30x30 20x20 16x16 12x12
' = —: Input Face Images
| Normalization | I Normalization I
PCA
Woca W " Wi, 3
LDA ! I Interpolation
1
m:‘a E l
S !
[ Equalization
imilarity Output Face lmages
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(a) The overall flow of proposed system (b) The normahzatlon process of face images

Fig. 3. Long distance face recognition flowchart using LDA

The training process using face images from a distance is as follows. If face images at
a distance of 1m to 5m are entered, the average face vector of the normalized face image
is calculated through a normalization process. After calculating the difference of average
face vectors in each face image, then find the covariance matrix. After finding the
eigenvector and eigenvalue from the determined covariance matrix, finally W, is
generated. W, generated through PCA is optimized by LDA again. To find W, which
is the data that the ratio of between-class scatter and within-class scatter in LDA is
maximal. The test process of using face images from 1m to Sm distances is as follows.
When the face image from 1m to 5m distances is entered, it is