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Abstract. In order for remote education using multimedia to be effective, an 

efficient management technique for video information needs to be developed. 

Therefore, for real-time processing of moving images, it is necessary to manage 

and search image data in a compressed state. MPEG-4 is the most widely used 

video compression technology. In order to process video in real time in distance 

education using multimedia, it is very important to develop a technique for 

managing and retrieving video information compressed with MPEG-4. Therefore, 

in this paper, a multimedia information management system and search 

technology were developed using MPEG-4 compression technology used for real-

time distance education. 

Keywords: Multimedia, MPEG, Remote Education, Video search, Compressed 

video. 

1. Introduction 

With the recent development of the Internet and the Web, the demand for multimedia, 

especially video information, is rapidly increasing. As object-oriented database-based 

multimedia database systems are being developed, they are in the stage of utilizing them 

in various multimedia authoring systems. Among them, many studies are being 

conducted on the storage and retrieval of multimedia information, especially video 

information [1]. 

However, the management of moving picture information using such a multimedia 

DBMS is a method of managing the search target bitmap or wave pattern in an 

uncompressed state. However, due to the nature of video, it is difficult to store, retrieve, 

or transmit uncompressed natural video as it is [2]. 

Therefore, in order to solve these problems and put it into practice in the video 

management system, a technology that compresses and stores video information, and 

searches and transmits the video information in real time in a compressed state, is 

required [3]. 

In this paper, we develop a compressed video management system that compresses 

video information with MPEG-4 technology, stores it in a database system, and searches 
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using query words or representative images (key frames). In addition, annotation-based 

search and content-based search for video information search were used. Content-based 

search can automatically extract shape, texture, and movement from data features. 

Annotation-based search uses natural language processing to extract and provide 

semantic information of video data. This technique is modeled in various ways by easily 

extracting various features of moving picture data [4-6]. 

In this paper, we propose an Integrated Video Data Model (IVDM) that can use both 

annotation-based search and content-based search by analyzing general video data for 

real-time video search. This study made it possible to search various real-time images. 

And to improve the real-time image processing capability, MPEG-4 technology was 

applied to improve the compression capability. 

This paper designed and implemented Compressed Video Information Management 

System (CVIMS) using Mpeg-4 compression technology. CVIMS consists of 3 layers. 

Layer 1 consists of user interface and layer 2 consists of video processing. Video 

processing is classified into movie display, caption/figure description editor, and query 

processor. Layer 3 consists of DBMS to store data. 

In Section 2 of this paper, a related study is proposed, and in Section 3, an improved 

video data model is proposed. In Section 4, we designed a compressed image data 

management system, and in Section 5, we implemented the system. In Section 6, an 

integrated data model system was proposed, and in Section 7, a new image scheme was 

designed. Finally, in Section 8, conclusions and future tasks are presented. 

2. Related Studies 

Methods for storing and retrieving video data can be broadly divided into content-based 

search and annotation-based search. 

Content-based search is a method of searching for the meaning of video data by 

extracting color, shape, and movement from each frame of the video, and searching 

based on this. Although this method shows good search results for a specific domain, it 

is difficult to extract the general meaning contained in the video data, and in the case of 

a compressed map image, it is inefficient in terms of performance because it must be 

decompressed and searched for image extraction [7-10]. 

The video data is largely composed of image, audio, and writing data. The image is 

what allows the listener to see the instructor's face. In this case, the visual effect can be 

increased. Audio and image data processing uses a compressed file after compression 

using a multimedia compression tool. For other writing data, when the lecturer draws a 

line or draws a rectangle on the screen, the actions are expressed by objectifying them. 

The act of changing the currently active page is also made possible to be expressed as a 

single object. 

Annotation-based search is a method in which a person first grasps the meaning of 

video data, expresses it using natural language, and searches based on this. This method 

makes it possible to easily model various meanings of video material that are difficult to 

find with an automated method, and make them available for search. On the other hand, 

it is easy to lose the consistency of the video material because annotations can be given 

or interpreted differently depending on the user's point of view. In particular, it becomes 
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more and more difficult to maintain consistency when it is intended to give a very 

detailed comment rather than a comprehensive comment [11-14]. 

Therefore, it is necessary to find a way to integrate these two techniques. At this time, 

in order to support the two search methods in a form suitable for the user's needs, it is 

necessary to develop an integrated data model above all else. 

Recently, a multi-layered video model (MLVD) has been proposed for a search that 

integrates these two techniques. The MLVM model maintains independence for each 

layer and implements a query processor that does not depend on a specific method of 

content-based or annotation-based search, and suggests a model related to video data 

search. However, this paper proposes an integrated model for video management, 

accepts a part of the MLVM model in the search, and presents a method to approach the 

user's needs even though it has a step-by-step dependency. In this paper, a general video 

data model is proposed for efficient management of video documents, and research has 

been conducted on the development of an MPEG-4 compressed video document 

management system that supports only annotation-based search based on this [15-18]. 

However, in this paper, an integrated video data model that supports and manages 

annotation-based search and content-based search at the same time is presented, and 

based on this model, a system for managing compressed video information using an 

object-relational database in a client/server environment is developed. do. In this case, a 

plug-in technique is also used for use on the web. 

3. Extended Video Data Model 

Movies are stored in a movie database as successive groups of frames called storage 

movie segments. Thus, a drawing image is represented by a video stream mapped into 

one or more stored video segments [19-22]. 

IVDM was created with the concept of structural components related to the semantic 

units of a moving picture document. The concept of structural component is subdivided 

into compound unit, sequence, scene and shot, and these subclasses are defined in a 

hierarchical relationship with each other. A shot consists of one or more consecutive 

frames, and appears as a temporal and spatial sequence of actions. A scene is made up of 

several sets, and a sequence is made up of these scenes. A collection of related 

sequences constitutes a compound unit again, and the compound unit can refer to itself 

at an arbitrary level. The video search structure is divided into two stages: a stage that 

supports annotation-based search and a stage that supports content-based search.   
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Fig. 1. Data Model of Video Information using Object Diagram 

 

Fig. 1 shows a data model of moving picture information using an object diagram. 

The object diagram (OMT) shown in Fig. 1 was supplemented by adding a key frame 

management module and use of Dublin Core metadata [23]. 

(1) Key frame management module 

(2) Utilize Dublin Core metadata for object annotation management 

The Enhanced Generic Video Data Model (EGVDM) is a frame that provides 

functions for structuring video data, free annotation of video data, and sharing and 

reusing video data. it is work in EGVDM, moving picture data is a continuous group of 

frames called stored video segments. 

The frame sequence in Fig. 1 is classified into an annotation object and a key frame 

object. A key frame object extracts a specific representative image from a frame 

sequence and consists of image, image type, frame number, size, and location 

information about it. Annotation objects include object annotation, person annotation, 

and location annotation. It consists of subclasses of location annotation and event 
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annotation. Object annotation consists of object type and object description. In this 

paper, object annotation is defined using Dublin Core-based metadata. That is, an object 

annotation is defined by a title, a subject, an identifier, a relation, a right, a language, a 

document format, and the like [24]. 

4. Design of Compressed Video Information Management System 

(CVIMS) 

Compressed video information management that extracts key frames from MPEG-4 

compressed video data based on the video data model presented above, adds captions 

and picture descriptions, and stores them in the database in text format for management 

The system (CVIMS) was designed [25]. 

4.1. Index Structure for MPEG-4 

MPEG-4 compressed video files are mainly composed of three types: I-frames, P-

frames, and B-frames [26]. A double I-frame is a frame compressed using only a spatial 

compression technique without using a temporal compression technique. Therefore, 

since the I-frame can be independently decoded and can be accessed randomly, it can be 

a reference frame. Therefore, CVIMS assumes that all I-frames in the MPEG-4 

compressed video file can be key frame candidates. Based on this assumption, CVIMS 

provides a way for users to directly select key frames by extracting I-frames from 

MPEG-4 compressed video. In addition, the search for each video is not performed by 

actual frame, but caption information for each key frame is created, structured together 

with the key frame, stored in the database, and then search is performed using the 

caption information [27]. 

Fig. 2 shows the relationship between the index structure and caption for MPEG-4 

moving pictures. Technically, after extracting a key frame from a video, it was searched 

by attaching a caption that processes the contents of the key frame through image 

recognition. 
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Fig. 2. Structure of MPEG-4 File and Index Information 

4.2. Overall Structure of CVIMS 

CVIMS includes a user interface and a caption and picture description editor that can 

index MPEG-4 video, a query processor that processes various user queries, a video 

display that displays query results, a database that manages index data and video data, 

and it is composed of a storage server that stores MPEG-4 video [28]. 
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Fig. 3. CVIMS design diagram 

Fig. 3 shows the components of CVIMS and subclasses and relationships of each 

component. VIMS is largely composed of user interface, video processor, and 

management data manager. The video processor again consists of a query processor, 

caption/picture description editor, and video display. According to the query type, the 

query processor consists of a caption query, a picture description query machine, and a 

query machine that combines captions and picture descriptions. It accepts the user's 

query, searches each object managed by the management data manager, and brings the 

desired result. The caption/picture description editor selects keyframes from the list of 

pre-decoded I-frames, writes caption information and picture description information for 

each keyframe, and stores them in the database. The video display is a part that displays 

the query result and is classified into a thumbnail display that outputs an icon in the form 

of a thumbnail picture and a video display that displays an actual video. Lastly, the 

management data manager manages the information stored in the database, and manages 

various index information and caption/picture description information created in the 

editor [29]. 
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5. Implementation Result of CVIMS 

Section 5 shows the implementation result of CVIMS designed in Section 4, focusing on 

the user interface screen. 

 

Fig. 4. Keyword Input Screen 

Fig. 4 shows a screen in which search conditions and search keywords are entered 

after clicking basic search in the search window. In this window, set the items to be 

searched using check boxes and list boxes, and enter keywords for each selected item. 

The user's query processing in the search window makes a query to the actual 

database through the following SQL statement [30]. 

 

▶ Simple query 

    select * from caption_info 
where title = search term [and(or) author = search term] 
[and(or) madeday = search term] 
    select * from picture_desc 
where main1_content = search term [and(or) 
main2_content = search term] [and(or) content = search word] 
 

  ▶ Complex query 

    Join Caption_info and Picture_desc tables 
The results of query processing are shown in Fig. 5.  

It appears in the form of a compressed picture as shown in Figure 5. 
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Fig. 5. Output Screen of Retrieval Result 

Searching through the web also performs a search using caption information for a 

video, in the form of first selecting a desired item and then entering a search term for the 

selected item. At this time, the input search word is transmitted to the database in the 

form of a query word through the CGI program, and the search result is displayed on the 

web as an html document. If you click the compressed picture of the video you want 

here, the video with this thumbnail as a key frame is displayed, and the displayed video 

system is operated as a Netscape plug-in. 

6. Unified Video Data Model (IVDM) 

In order to search and manage videos efficiently, it is necessary to share the compressed 

video itself, related annotations, and image analysis results as an integrated database. To 

do this, it is necessary to create a general standard model and manage various and vast 

amounts of compressed video. Therefore, this section proposes an Integrated Video 

Data Model (IVDM) for video information management. By structuring video data, 

IVDM supports free annotation-based search for various video data at a high level and 

content-based search at a lower level. 
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Fig. 6. Partition process for extraction characteristic of video 

Fig. 6 shows the process of dividing a general video. The segmentation process is 

performed on the premise that the video stream belongs to one of these categories when 

moving pictures are classified into movies, news, dramas, video conferences, and the 

like. The whole news becomes a video stream, and sharing by topic, event, or reporter 

becomes a topic unit, and the circular arrow on the left can be repeatedly divided up to 

several levels. In this case, the number of repetitions may vary depending on the type of 

video, and the number or size of subject units may also vary depending on the type or 

subject of the video. In Figure 6, the smallest subject unit is expressed as a sequence. In 

connection with the previous example, the sequence becomes the content of a reporter's 

coverage. The sequence is again divided into scenes, where the scene corresponds to the 

part divided according to whether the reporter's coverage is a simple incident scene or 

an interview scene. Frames are extracted at regular intervals from this scene to search 

the flow order of moving pictures, that is, time dimension, and are called SI(Same 

Interval)_frames. For spatial-dimensional search, each scene is divided into segments 

where the target object exists, and the frame in which the target object appears most 

clearly is used as the key-frame. In the extracted SI_frame, the movement of the camera 
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or object is analyzed, and in the key-frame, color, shape, texture, etc. are analyzed and 

used for search. 

 

Fig. 7. OMT Object Diagram of IVDM 

Through the process shown in Fig. 6, we propose an integrated video data model 

(IVDM) as shown in Fig. 7. Fig. 7 shows the OMT object diagram of the Integrated 

Video Data Model (IVDM). The OMT object diagram represents classes and their 

relationships, which is well suited to the design of databases. 

Video_Document is expressed 1:1 again as Video_Stream, which is composed of one 

or more Stored_Video Streams and is stored in the database. In this case, Video_Stream 

has two attributes indicating the start frame and the end frame. As a part relationship 
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(part_of) between Video_Steam and Annotation and Thematic_Unit, the set of one or 

more Annotation and Thematic_Unit becomes Video_Stream. Thematic_Unit may or 

may not contain a smaller Thematic_Unit again, and like Video_Stream, it is composed 

of one or more Annotations. As a generalization relationship (is_a) between a Scene and 

a Segment and SI_frame, the Scene can be expressed again as a Segment or SI_frame. 

SI_frame can be expressed as Type, T_feature, and T_keyword, respectively, and 

T_feature is generalized to Camera_Motion and Object_Motion again. Segment is in 

reference relationship with Key_frame, and this Key_frame can be expressed again as 

Category, S_keyword, and S_feature. 

7. Schema Design for News Videos 

In Section 7, we design the schema structure and query type of the news video based on 

the IVDM model and examine the processing process. In actual implementation, 

Informix, an object-relational DBMS, was used to manage index information, and the 

user interface was implemented using Visual C++ [15]. 

7.1. Schema Structure of News Videos 

In Section 1, based on the IVDM model, a news video that can be a representative 

example of a video was designed to be implemented in an object-oriented database. 

Fig. 8 shows the structure of the news video schema. The upper part of each square 

box is the class name of the database, and the lower part is the properties of each class. 

In the news video schema, each subclass inherits the properties of the top video class, 

such as start frame, end frame, and oid of actual video data. And news, theme, event, 

reporter, and scene classes are connected by properties with oid in order as classes for 

annotation-based search. Classes below scene are for content-based search. Key_frame 

and lower are for spatial search, and SI_frame and lower are classes for time dimension. 

The class for using the automated method through the actual image analysis algorithm is 

the class below s_feature or t_feature. 

7.2. The Process of Searching for News Videos 

Fig. 9 shows the actual processing process of news video search. Fig. 9 is a case of news 

video compressed with MPEG-4, and it is largely composed of a user interface, video 

processing module, and data storage. The user interface is again divided into index 

editor, video searcher and video player. The video processing module is the process 

from the user interface to accessing the actual video data or related information in the 

DBMS, the data storage, in order to respond to the user's request. The role of the index 

editor is to annotate each topic for content-based video search in later comments and I-

frames, and extract SI_frame and Key_frame. 

In the video searcher, there is a difference in the search method depending on whether 

the data input for the search is in the form of text, an image, or a video. When the search 
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word is in the form of text, it is searched when the word exactly matches the data given 

in the form of a keyword, movement type, or category among annotation data assigned 

to each subject or content-based search. However, when image or video data is input as 

a query, color, shape, texture, and movement are analyzed in the query image as in the 

case of analyzing frames for content-based search and compared with the characteristic 

data stored in the database. 

 

 

Fig. 8. Schema Structure of News Video 
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Fig. 9. News Video Search Process 

The following shows the actual query, its processing process, and search results in 

order. 

▶ Question: Among sports events that took place in December 1998, search for 

information about Se-ri Pak swinging and Chan-ho Park pitching. 

▶ Query processing process: 

 Ref1 := SELECT * FROM theme WHERE (when_date>='12/1/1998') AND 
(when_date<='12/31/1998') AND (kind = 'sport'); 
 Ref2 := SELECT * FROM motion_type WHERE (swing = True) OR 
(throw = True); 
 Ref3 := SELECT * FROM c_shape WHERE (name IN 'Park Chan-ho') OR 
(name IN 'Seri Pak'); 
Temp := Compare(Ref1, Ref2); 
Result := Compare(Temp, Ref3); 
 



 Implementation of Multimedia Search & Management System...           433 

 

 
(a) Type-1 

 
(b) Type-2 

 
(c) Type-3 

 
(d) Type-4 

Fig. 10. Query Results for Videos 

▶ Fig. 10(a) is the contents of Ref1, which is a Type-1(annotation-based) query result, 

and Fig. 10(b) is the contents of Ref2, which is a Type-2(SI_frame based) query result. 

Fig. 10(c) is the contents of Ref3 of Type-3(Key-frame based) query result. And Fig. 

10(d) is the content of the final result of the Type-4 query that integrates the above 

three. 
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8. Conclusions and Future Challenges 

In this paper, EGVDM (Enhanced Generic Video Data Model) is implemented by 

extending the video data model, and based on this, a prototype of compressed video 

information management system (CVIMS) that can manage MPEG-4 compressed video 

is designed and implemented. And based on this model, we designed an object-oriented 

database schema using news video as an example. 

As a future task, not only index information but also image data itself should be 

structured and stored in the database. In order to structure the image data itself, the 

image data must be objectified, and an object-oriented database supporting 

objectification must be further developed. In addition, it is necessary to standardize the 

category of Key_frame and the type of SI_frame among the sub-scene structures for 

content-based search. 
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