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Abstract. This paper introduces a frequent pattern mining framework for recom-
mender systems (FPRS) - a novel approach to address the items’ cold-start problem.
This difficulty occurs when a new item hits the system, and properly handling such
a situation is one of the key success factors of any deployment. The article pro-
poses several strategies to combine collaborative and content-based filtering meth-
ods with frequent items mining and agglomerative clustering techniques to mitigate
the cold-start problem in recommender systems. The experiments evaluated the de-
veloped methods against several quality metrics on three benchmark datasets. The
conducted study confirmed usefulness of FPRS in providing apt outcomes even for
cold items. The presented solution can be integrated with many different approaches
and further extended to make up a complete and standalone RS.
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1. Introduction

Many modern businesses undergo digital transformation, moving their offerings online,
which allows for providing broadly available and more advanced products and services
to customers or users [53, 74]. This trend has led to an overwhelming amount of content
and the high velocity of new items reaching the systems daily. Finding the object of in-
terest has become very time-consuming for many people, especially after moving most
e-commerce to automated remote channels without qualified human advisors [2, 22, 78].
Viable solutions to this problem are recommender systems (RS), which leverage the rat-
ing history and possibly some other information, such as users’ demographics or items’
characteristics [57, 59].

Recommender systems are indispensable in allowing customers to find a desired prod-
uct or service [69]. The quality of RS is mainly impacted by the density of the historical
user-item interactions and may encounter some significant difficulties due to particular
data characteristics related to volume, limited content analysis, sparsity of data, or cold

⋆ This is an extended version of the paper "Utilizing Frequent Pattern Mining for Solving Cold-Start Problem
in Recommender Systems" [35] published at the FedCSIS’22 conference.
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items [5, 73]. The last one is particularly challenging, having broad interest among re-
searchers and practitioners [79, 86]. This difficulty occurs when a new item hits the sys-
tem, and an RS attempts to generate recommendations with very scarce and insufficient
historical ratings available [63]. Many state-of-the-art recommendation algorithms may
generate unreliable recommendations for such cases since they cannot learn the prefer-
ence embedding of these new items [42].

In this study, we present a particular take on the challenge of devising more effective
and efficient recommendation techniques with specific attention to the problems of the
sparsity of interactions and cold items. The developed Frequent Pattern mining frame-
work for Recommender Systems (FPRS) is based on the popularity approaches extended
by the FP-growth algorithm to generate frequent patterns based on items’ characteristics
and by adding an agglomerative clustering step into the developed pipeline [6, 38]. This
way, we better reflect and leverage content-based similarities between new items, even for
the partially incomplete data. The agglomerative clustering methods allow us to tune the
number and size of clusters dynamically.

The developed method creates a kind of platform incorporating several strategies,
which is a distinguishing feature of this approach compared to the methods reported in
the literature, typically reporting one universal system. We believe that, in practical appli-
cations, the observed differences between the analyzed problems and datasets are signifi-
cant. A single solution may be ineffective depending on the quality measure of choice or
data characteristics. Hence, data scientists need to operate with a whole toolset and adjust
it to the particular case.

Compared to our former research on utilizing frequent pattern mining for solving the
cold-start problem in recommender systems [35], this study is focused on the problems
of the sparsity of interactions and cold items. In this regard, we significantly extended
the formerly developed strategies to better reflect and leverage content-based similarities
between new items, even for the partially incomplete data. We also included new datasets
for the evaluation procedure to give a more versatile assessment of our method and con-
ducted a broad review of research efforts related to the discussed problem. The main
contributions of this paper are as follows:

1. An extended version of frequent pattern mining framework for recommender systems
(FPRS) - a hybrid recommender system that utilizes the FP-growth algorithm to pro-
duce frequent itemsets based on the ratings in the user-item matrix.

2. A novel approach to utilize the items’ features to extract particular patterns based on
the features selected and agglomerative clustering to mitigate the sparsity issue.

3. New strategies to mitigate the cold-start problem by using the discovered patterns to
properly assess users’ interest in new items.

4. An empirical evaluation of the proposed approach against two state-of-the-art models
that are designed for the cold-start recommender system. The experiments are con-
ducted on well-established benchmark datasets. Namely, MovieLens 100K, Movie-
Lens 1M, and LDOS-CoMoDa.

The remainder of this paper is organized as follows. Section 2 describes and reviews
major research efforts on the cold-start problem in the domain of recommender systems.
In Section 3, we provide background information for collaborative filtering and frequent
pattern mining. In Section 4, we present a novel frequent pattern mining model (FPRS)
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that utilizes the ratings in user-item rating matrix to discover the frequent itemsets asso-
ciated with selected users/items features. Section 5 evaluates and compares the proposed
model with a baseline solution. In Section 6, we discuss the limitations of FPRS and
possible future research directions. Finally, in Section 7, we summarise the study.

2. Related Works

Recommender systems (RS) predict the utility of an item to a user and suggest the best
items concerning the user’s preferences, where the items may represent movies, books,
restaurants, or any other things [33, 62]. The aforementioned capability of RSs makes
those techniques especially useful in broad areas of applications like eCommerce, online
marketing, social networks, price-comparison services, or even energy market [29,32,48,
83]. RS may also incorporate several extensions, like context awareness, action recom-
mendations, prescriptions, or some techniques derived from game theory [20, 65, 69].

There are many taxonomies for RS [8]. The most common approaches refer to content-
based or collaboration-based techniques, and their various hybridizations [30,37,78]. Col-
laborative Filtering (CF) is one of the most widely used and successful techniques, with
excellent results in a wide range of applications in many fields [8], hence is particularly
interesting in our research and further reviewed in detail in Section 3.1. Despite the no-
ticeable decline in their popularity in favor of collaborative systems, content-based tech-
niques are still widely used because of handling the so-called cold-start problem [35,64].
Because of the significantly different characteristics of those approaches, it is advisable
to construct hybridizations of both [1], as further discussed in our study.

A typical RS consists of three main elements: a user model (established by ana-
lyzing the users’ interests and preferences), an item model (based on its characteris-
tics), and the recommendation algorithm that is a key constituent. There are many re-
ported approaches to implementing the recommendation algorithm by the specific adop-
tion of machine learning (ML) models like deep neural networks or factorization ma-
chines (FM) [50, 60, 80]. Building RS on top of the state-of-the-art ML models lever-
aged the quality of recommendation results, improving user satisfaction and profits in
e-commerce [46, 54, 83]. At the same time, however, we may observe the known prob-
lems with ML related to the data sparsity, the latency of prediction returned by complex
models, and foremost, the scalability and unfairness of recommendations for new users
or items that is often referred to as the cold-start problem [31, 35, 87].

Solving scalability issues is one of the most common tasks when deploying big-scale
recommender systems [5,16,67]. Especially as the number of users and items significantly
grows over time, it is essential for RS to handle requests without appreciable latency. This
problem is particularly challenging for memory-based methods like k-nearest neighbors.
However, in the case of web-scale recommendation tasks like social media, the Internet
of Things (IoT), or various e-commerce applications, it is a hot topic also for model-
based techniques, especially considering more complex and deep models [10, 75]. Some
RS suffer from over-specialization (sometimes referred to as a serendipity problem). It is
observed when the RS produces recommendations with minimal novelty, i.e., all of the
same kind [39]. Recently, there is also an increasing interest in privacy awareness and ex-
plainability of recommendations [4, 14, 61]. Another aspect that is particularly noticeable
for collaborative filtering is related to the sparsity of user-item interactions [40].
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Together with the growing amount of items available for the recommendations, the
quality of CF-based methods may be impacted by an insufficient number of items rated
by each user [55]. One of the possibilities to address this issue is to rally on auxiliary data
or additional information sources such as user/item profiles or user reviews on items [28].
Some approaches aim to resolve the data sparsity problem by generating data (e.g., pur-
chasees) from machine learning models of auxiliary feedback, or from the nearest neigh-
bors with a set of purchased items in multiple dimensions [25]. Other popular approaches
apply selected clustering methods, often referring to notions of similarity [19,82]. In [85],
the authors use user clustering to reconstruct the user-item bipartite network such that
the network density is significantly improved. The recommendations on this dense net-
work thus can achieve much higher accuracy than on the original sparse one. In [44], the
density-based clustering algorithm is used for coping with the sparsity problem. In [81],
the authors employ a granular computing model to realize the nearest neighbor cluster-
ing and a covering rough granular computing model for the collaborative filtering rec-
ommendation algorithm. The application of granular methods [21], selected approaches
to clustering, and various similarity measures seem to be an exciting research direction,
yielding promising results [41]. From our perspective, agglomerative clustering methods
are particularly interesting. They allow us to utilize various notions of similarity (e.g., the
Jaccard coefficient) and manage the number and size of clusters [71].

Agglomerative clustering algorithms create a hierarchy of data clusters by starting
from singleton groupings (clusters containing a single element) and iteratively merging
the closest groups into a bigger cluster [15]. This process ends when all data instances are
merged into a single cluster, hence, is often referred to as a bottom-up approach. To mea-
sure the proximity (dissimilarity) between groups, agglomerative clustering algorithms
employ so-called linkage functions like single linkage or complete linkage. The first one
defines the dissimilarity between two groups as the smallest distance between any two
instances from those groups. Analogically, the second function asserts the proximity of
groups as the largest distance between any two instances [71].

Cold-start problem occurs whenever a RS tries to generate recommendations for ei-
ther a new user who signed up recently to the system without having any rating records
available yet or when a new item is added to the system without any rating given to that
item so far. Most state-of-the-art recommendation algorithms generate unreliable recom-
mendations for such cases since they cannot learn the preference embedding of these new
users/items [49, 72]. In content-based filtering (CBF), it is necessary to learn user pref-
erences in order to provide reliable recommendations. Therefore, CBF suffers from the
user cold-start problem when new users who signed up recently do not have, or have very
few, ratings. Hence, the quality of recommendation will be impacted by an insufficient
number of rated items [13, 61]. Many studies recognize the challenge of fairness among
new items’ recommendations in cold systems, [79, 86, 87].

The difficulty arises due to the deficient information about new entities [76]. Therefore
it has a particularly strong negative impact on collaborative methods, heavily impacting
the fairness of recommendations for new users, often passing over new items [87]. Most
of the attempts to deal with such a problem consider enhancing the collaborative-based
methods with content-based approaches that leverage the intrinsic characteristics of the
analyzed entities. For example, in [42], the authors propose hybrid recommender models
that use content-based filtering and latent Dirichlet allocation (LDA)-based models. In
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[78], we may find a hybrid RS that combines the singular-value decomposition-based
collaborative filtering with content-based and fuzzy expert systems.

In literature, we may find many efforts to resolve the cold-start problem [11,47]. In [7],
the authors aim to address the cold-start problem by extending the matrix-factorization-
based methods, namely SVD, SVD++, and the NMF models, using three simple regu-
larization differentiating functions (RDF) so that the regularization weights on different
items and users are set based on their popularity. In [9], the item-side cold-start problem
is addressed with the concept of weak supervision. The authors introduced a new process
for identifying representative reviewers and developed a method to predict the expected
preferences for new items by combining content-based filtering and the preferences of
representative users. In [87], the authors formalize fairness among new items with the
concepts of equal opportunity and Rawlsian Max-Min fairness and present a learnable
post-processing framework with score scaling and joint-learning generative models. Zhu
et al. propose a novel model designed to overcome cold start by (i) a combined separate-
training and joint-training framework to overcome the error superimposition issue and im-
prove model quality; (ii) a Randomized Training mechanism to promote the effectiveness
of model learning; and (iii) a Mixture-of-Experts Transformation mechanism to provide
personalized transformation functions.

There are many more techniques to dealing with the cold-start problem by combin-
ing collaborative filtering with content-based methods, including using simultaneous co-
clustering [77], self-organizing maps, meta-learning [51], or Siamese neural networks
[63]. There are also attempts to combine RS with various dimensionality reduction tech-
niques [56]. Considering the discussed problem of missing or insufficient information, it
seems interesting to refer to the dimensionality reduction methods based on the granu-
larization of the attribute space [21], and particularly on resilient ML techniques [17, 23]
- i.e., resistant to data deficiencies. The hybridization of soft computing techniques with
collaborative and content-based methods is a wide-ranging field of research, and an in-
teresting area for the further development of recommendation systems [3], particularly
interesting for context-aware RSs [33, 43, 58].

Some approaches to dealing with cold-start refer to popularity measures, e.g., on the
recent trend in users’ preferences or always returning the most popular items [50, 64].
However, these may be very misleading and result in so-called popularity bias since users
often differ in their preferences, which may also vary between types of products and their
characteristics [87]. Hence, an additional effort to deal with biases in data is required [70].
Another interesting approach to dealing with insufficient or missing historical transactions
avail additional sources of information to enhance the data representation. In particular,
in [55], the authors train RSs with the Linked Open Data model based on DBpedia to find
enough information about new entities. When dealing with the cold-start problem, some
researchers rely on directly inquiring the users about their preferences. Such information
may be collected, e.g., via survey or by asking users to select the most relevant picture
related to the desired item [45]. Combining community-based knowledge with association
rule mining to alleviate the cold-start problem is also bringing very promising results
[76]. Referring to association rule mining (cf. [68]) and frequent pattern mining (cf. [12])
techniques to address the cold-start problem is interesting also from the perspective of
speeding up the recommender systems [36]. For this reason, frequent pattern mining is
particularly interesting in our research, and we review this field in detail in Section 3.2.
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Most reported cases focus on alleviating cold users [11, 47]. Scenarios related to new
items - without any feedback history - are investigated far less often. Whereas, having in
mind the still-emerging new products and services, such approaches are in high demand
and require further research attention. Additionally, we did not find in the literature any
attempt to address the cold-start problem using frequent pattern mining methods. The
cold-start problem is still one of the most prevailing topics deserving further attention and
is particularly interesting in the context of our study [55, 63].

3. Preliminaries

In this section, we briefly summarize the academic knowledge of collaborative filtering
and frequent pattern mining techniques. Then, we review some of the research literature
related to addressing the cold-start problem.

3.1. Collaborative Filtering

The basic idea behind collaborative filtering (CF) is that users who have similar pref-
erences in the past tend to behave similarly in the future. Basically, CF-based methods
rely only on users’ rating history to generate recommendations, meaning that the more
ratings the users provide, the more accurate the recommendations become [33]. Usually,
historical ratings or preferences can be acquired explicitly or implicitly. So, the CF-based
methods are often distinguished by whether they operate over explicit ratings, where the
users explicitly rate particular items, or implicit ratings, where the ratings are inferred
from observable user activity, such as products bought, songs heard, visited pages, or any
other types of information access patterns [33]. In the literature, collaborative filtering
methods can be classified into two main categories: (i) memory-based techniques, and (ii)
model-based techniques.

The memory-based technique directly uses the rating history, which is stored in mem-
ory, to predict the rating of items that the user has not seen before. However, the memory-
based techniques can be grouped into two different classes: (i) user-based collaborative
filtering, and (ii) item-based collaborative filtering. The user-based collaborative filtering,
also known as k-NN collaborative filtering, works by finding the other users (neighbors)
whose historical rating behavior is similar to that of the target user and then using their
top-rated products to predict what the target user will like. To mathematically formulate
the problem, let us assume there is a list of users U = {u1, u2, ..., um} and a list of items
I = {ii, i2, ..., in}. Then, the user-item rating matrix consists of a set of ratings vi,j cor-
responding to the rating for user i on item j. If Ii is the set of items on which user i has
rated in the past, then we can define the average rating for user i as follows:

vi =
1

|Ii|
∑
j∈Ii

vi,j (1)

In user-based collaborative filtering, we estimate the rating of item j that has not yet
rated by the target user a as follows [37]:

pa,j = va +

∑k
i=1 s(a, i)(vi,j − vi)∑k

i=1 |s(a, i)|
(2)
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where k is the number of most similar users (nearest neighbors) to a. The weights
s(a, i) can reflect the degree of similarity between each neighbor i and the target user
a. On the other hand, item-based collaborative filtering is just an analogous procedure to
the previous method. The similarity scores can also be used to generate predictions using
a weighted average, similar to the procedure used in user-based collaborative filtering.
Mathematically, we can predict the rating of item j that has not yet been rated by the
target user a as follows [37]:

pa,j =

∑k
i=1 s(j, i)(va,i)∑k

i=1 |s(j, i)|
(3)

where k is the number of most similar items (nearest neighbors) to j that the target
user a has rated in the past. Among other popular metrics, which are often used to calcu-
late the similarity between users, or items, we may mention cosine similarity or Pearson
correlation [26]. Finally, the recommendations are generated by selecting the candidate
items with the highest predictions.

On the other hand, the model-based technique works by learning a predictive model
using the rating history. Basically, it is based on matrix factorization, which uses the
rating history to learn the latent preferences of users and items. Matrix factorization is an
unsupervised learning method that is used for dimensionality reduction. One of the most
popular techniques applied for dimensionality reduction is Singular Value Decomposition
(SVD). Mathematically, let us assume M is the user-item rating matrix. The SVD of M
is the factorization of M into three constituent matrices such that [37]:

M = UΣV T (4)

where U is an orthogonal matrix representing left singular vectors of M . V is an
orthogonal matrix representing right singular vectors of M . Σ is a diagonal matrix whose
values σi are the singular values of M [37].

3.2. Frequent Pattern Mining

The basic idea of frequent pattern mining, also known as association rule mining, is to
search for all relationships between elements in a given massive dataset. It helps us to
discover the associations among items using every distinct transaction in large databases.
The key difference between association rules mining and collaborative filtering is that
in association rules mining we aim to find global or shared preferences across all users
rather than finding an individual’s preference like in collaborative filtering-based tech-
niques [27].

At a basic level, association rule mining analyzes the dataset searching for frequent
patterns (itemsets) using machine learning models. To define the previous problem math-
ematically, let I = {i1, i2, ..., im} be an itemset and let D be a set of transactions where
each transaction T is a nonempty itemset such that T ⊆ I . An association rule is an impli-
cation of the form A ⇒ B, where A ⊂ I , B ⊂ I , A ̸= ∅, B ̸= ∅, A ∩B = ∅. In the rule
A ⇒ B, A is called the antecedent and B is called the consequent. Various metrics are
used to identify the most important itemset and calculate their strength, such as support,
confidence, and lift. Support metric is the measure that gives an idea of how frequent an
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itemset is in all transactions. In other words, the support metric represents the number of
transactions that contain the itemset. Equation 5 shows how we calculate the support for
an association rule.

support(A ⇒ B) = P (A ∪B) (5)

On the other hand, confidence indicates how often the rule is true. It defines the per-
centage of transactions containing the antecedent A that also contain the consequent B. It
can be taken as the conditional probability as shown in Equation 6.

confidence(A ⇒ B) = P (B|A) =
support(A ∪B)

support(A)
(6)

Finally, the lift is a correlation measure used to discover and exclude the weak rules
that have high confidence. Equation 7 shows that the lift measure is calculated by dividing
the confidence by the unconditional probability of the consequent [27].

lift(A ⇒ B) =
P (A ∪B)

P (A)P (B)
=

support(A ∪B)

support(A)support(B)
(7)

If the lift value is equal to 1, then A and B are independent and there is no correlation
between them. If the lift value is greater than 1, then A and B are positively correlated. If
the lift value is less than 1, then A and B are negatively correlated.

Various algorithms exist for mining frequent itemsets, such as Apriori, AprioriTID,
Apriori Hybrid, and FP-growth (Frequent pattern) [52]. In this paper, we employ the FP-
growth algorithm to generate frequent itemsets. What makes FP-growth better than other
algorithms is the fact that FP-growth algorithm relies on FP-tree (frequent pattern tree)
data structure to store all data concisely and compactly, which greatly helps to avoid the
candidate generation step. Moreover, once the FP-tree is constructed, we can directly use
a recursive divide-and-conquer approach to efficiently mine the frequent itemsets without
any need to scan the database over and over again like in other algorithms.

4. Frequent Pattern Mining Framework For Recommender Systems

The main problem we address in this paper is to alleviate the impact of new items cold-
start in recommender systems based on collaborative filtering techniques. These methods
suffer from the cold-start problem whenever a new user joins the system or a new item is
added. In practice, both situations often lead to the inability to provide accurate or mean-
ingful recommendations. To tackle the cold-start problem, we implement the Frequent
Pattern mining framework for Recommender Systems (FPRS).

The FPRS framework extends the popularity-based approach by employing frequent
pattern mining techniques to learn the user preferences depending on users’ and items’
characteristics. Fig 1 shows the high-level design which is used to develop the FPRS
framework. The process of generating the recommendations consists of four stages: (i)
Data Input, (ii) Data Preparation, (iii) Data Preprocessing, (iv) Frequent Pattern Mining,
and (v) Recommendation Generation.
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In the first stage, we enrich the user-item rating matrix by users’ demographics and
items’ characteristics. The data preparation stage consists of two steps. In the first one, we
store only the favorable reviews by filtering out every review/rating below a determined
threshold. In the second step, we perform attributes analysis and check their validity for
generating the recommendation. In the third stage, we apply cluster attributes with more
than one value associated with the object’s key. The main objective of this step is to con-
vert multi-valued attributes into single-value ones with the cluster id so that the dataset
can be split based on their values. In the analyzed case study, we applied agglomera-
tive clustering techniques on the ’genre’ since each movie can be assigned to more than
one genre. After that, we split the dataset for each selected attribute. In the fourth stage,
we generate frequent itemsets using the FP-Growth algorithm. Finally, we produce the
recommendations in the last stage. The developed item cold-start module in the FPRS
framework contains several strategies to select the features and produce recommenda-
tions. More details about these strategies will be provided later in the next section.

Fig. 1. Frequent Pattern Mining Framework For Recommender Systems
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In the item cold-start module, we focus on generating recommendations for new items
which are recently added to the system and most likely do not have, or have very few, rat-
ings in the past. We follow multiple strategies to generate such recommendations. These
strategies differ in two main factors: (i) features selected to split the data, and (ii) the
way how the frequent patterns are utilized to generate the recommendations. More details
about the strategies followed in the item cold-start module are provided in Strategy 1,
Strategy 2, and Strategy 3.

In Strategy 1, we split the data only by items’ features, while in Strategy 2. we uti-
lize both items’ and users’ characteristics to split the data (cf. line 1 in both strategies).
Moreover, in Strategy 1, we select the users that compose the recommendation group
based on their engagement in creating the frequent itemsets (cf. line 5 in Strategy 1),
whereas in Strategy 2, the representatives of recommendation group are selected based
on items’ features, to find the so-called dominant group, in addition to the percentage of
users’ engagement in creating the frequent itemsets (cf. lines 5 and 7 in Strategy 2). On
the other hand, in Strategy 3, we form clusters based on the frequent 1-itemsets created
by users’ and items’ features (cf. line 4 in Strategy 3). Then, the recommendation group
for the new item is created based on the percentage of users’ engagement in creating the
frequent itemsets in the closest cluster (cf. line 7 in Strategy 3).

All the thresholds used in the above-described strategies are selected by objectively
searching for an optimal set of values, i.e., that achieves the best performance on a given
dataset. More details on how we choose these values are provided in Section 5.

Strategy 1 Item Cold-Start Module (Items Characteristics Split)
1: Split the records based on items characteristics (i.e., genre)
2: Generate frequent itemsets {support > min_support}
3: Set the participation percentage threshold
4: for each value in genre do
5: Find all users who involved in creating larger than the participation threshold of frequent

itemsets
6: end for
7: Recommend the new item based on its genre to all users found in previous step

Strategy 2 Item Cold-Start Module (Users/Items Characteristics Split)
1: Split the records based on users/items characteristics (i.e., gender and genre)
2: Generate frequent itemsets {support > min_support}
3: Set the participation percentage threshold
4: for each value in genre do
5: Find the dominant gender by counting how many frequent itemsets are generated by male

and female
6: end for
7: Recommend the new item based on its genre to all users belonging to the dominant gender who

involved in creating larger than the participation threshold of frequent itemsets
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Strategy 3 Item Cold-Start Module (Clustering-based)
1: Split the records based on users/items characteristics (i.e., gender and genre)
2: Generate frequent 1-itemsets {support > min_support}
3: Set the participation percentage threshold
4: For each genre: assign frequent 1-itemsets created by male to one cluster and frequent 1-

itemsets created by female to another cluster
5: Find the center of each cluster
6: Calculate the distance between the new item and the center of each cluster
7: Recommend the new item to all users who involved in creating larger than the participation

threshold of frequent itemsets in the closest cluster

5. Evaluation Methodology

In this section, we conduct comprehensive experiments to evaluate the performance of the
FPRS recommender system.

5.1. Dataset and Evaluation Measures

In our experiments, we used three datasets (MovieLens 100K, MovieLens 1M 1 and
LDOS-CoMoDa 2). MovieLens datasets were collected by the GroupLens research project
at the University of Minnesota. MovieLens 100K contains 100,000 ratings given by 943
users on 1,682 movies on a scale from 1 to 5. In comparison, MovieLens 1M contains
1,000,000 ratings of approximately 3,900 movies made by 6,040 users on a scale from
1 to 5. On the other hand, LDOS-CoMoDa is a context-rich movie recommender dataset
that consists of 200 users who gave 2,296 ratings for 4,138 movies in twelve pieces of
contextual information describing the situation in which the user consumed the item. This
dataset is collected from real user-item interactions and not from the hypothetical situation
or user’s memory of past interactions.

In all datasets, we combine three files (users.data, items.data, ratings.data) in order
to join users’ characteristics (e.g., demographics), items’ attributes, and ratings in one
dataset. The final/joined dataset contains userId, itemId, rating, gender, age, occupation,
and genre attributes (cf. Table 1). Moreover, we performed further analysis of some fea-
tures we used in our experiments (i.e., gender and genre) to understand the interrelation
between these features and their potential impact on the obtained results. Figures 2 show
the most popular movie genres among males and females for all datasets.

After preprocessing the data and removing invalid records, we split it into training
and testing datasets. To properly evaluate the item cold-start module, we first find the 50
most active users. Then, we select some of the most-rated movies by those 50 users. The
ratings of all those movies by all users (7,320 records in MovieLens 100K, 41,105 records
in MovieLens 1M, and 126 records in CoMoDa) are considered as testing set, keeping
the rest of the records in the training set. This way, we may ensure enough interactions to
assess quality reliably in the testing phase. Note that all the ratings for the selected movies
are removed from the training dataset, which corresponds to the item cold-start.

1 https://grouplens.org/datasets/movielens/
2 https://www.lucami.org/en/research/ldos-comoda-dataset/
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Table 1. Selected data characteristics.

Attribute
Name Data Type Value Range

(MovieLens 100K)
Value Range

(MovieLens 1M)
Value Range

(LDOS-CoMoDa)

gender Character M-F M-F M-F

age Number Under 18-73 Under 18-56 15-63

occupation Text 21 occupation 21 occupation NA

genres Text 19 genres 19 genres 25 genres

In our study, we consider a binary decision task whether a given item (i.e., a movie)
is appropriate for the user. To correctly model this situation, we assume that films rated
by users 3 or more are preferred by them (belong to the positive class). In contrast, those
ranked lower are poorly matched to the users. Therefore, the FPRS recommender system
feedback for each item is binary information: to recommend or not. Following that, in
order to assess the quality of the prediction, the F1 measure is used [66].

F1 = 2 · precision · recall
precision+ recall

(8)

where precision quantifies the number of correct positive recommendations made (see
Equation 9), and recall quantifies the number of correct positive recommendations made
out of all positive predictions that could have been made (see Equation 10).

Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

Moreover, we use the accuracy metric to measure all the correctly identified cases.
This measure is mostly used when all the classes are equally important.

Accuracy =
TP + TN

TP + FP + TN + FN
(11)

5.2. Baseline Methods

To showcase the strengths of FPRS, we evaluate it against two baseline models designed
for the cold-start recommender system. The first one [7], called regularization differenti-
ating functions (RDF), was proposed recently to address the cold-start problem by extend-
ing the matrix factorization-based models using three simple regularization differentiating
functions (RDF). In particular, these functions assign lower regularization weights to the
latent factors associated with popular items and active users, and set higher regularization
weights on long tail items, that were rated/viewed/purchased by few users, and less active
users. The goal of this method is to enhance the MF-based models by utilizing more infor-
mation revealed by popular items and active users, and make conservative predictions on
long tail items and less active users. In the evaluation, we utilized the publicly available
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Fig. 2. Histogram of the variables (rating, genre, and gender) in MovieLens (100K and
1M) and LDOS-CoMoDa datasets.

implementation 1, provided by the authors, which integrates the proposed regularization
technique with the SVD, SVD++, and the NMF models. On the other hand, in order to

1 https://github.com/ncu-dart/rdf
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demonstrate the efficiency of frequent pattern mining in RS, we build a baseline model in
a similar way to the FPRS strategies, yet the FP-growth algorithm was omitted. In order
to evaluate the item module of FPRS, we find the most popular (watched) genre for each
user. Then each new movie is recommended to all users whose favorite genre is the same
as the new movie’s.

5.3. Performance Comparison and Analysis

In order to provide a fair comparison, we use precision, recall, F1-score, and accuracy
measures to compare the performance of FPRS against two RSs, namely Baseline and
RDF, which are described in Section 5.2. After splitting the dataset into the training and
testing sets and training the baseline and FPRS recommendation systems, we run multiple
experiments to evaluate the item cold-start module.

In these experiments, we evaluated the item cold-start module in FPRS. We calculated
precision, recall, F1, and accuracy measures for the results generated by Baseline, RDF,
and FPRS following all the strategies described in Section 4. The comparative summary
of this evaluation is shown in Tables 2, 3, and 4. The results show that the performance of
FPRS, using all strategies, is superior to Baseline and RDF solutions. However, the results
differ slightly between datasets.

For MovieLens 100K, all strategies reported similar recall. Regarding precision and
F1 measures, the most successful in dealing with new items in this data appeared to be
Strategy 2, which is based on both items’ and users’ characteristics. However, for the ap-
plications that do require high accuracy, it would be better to apply Strategy 3, which was
also superior in terms of recall, F1, and accuracy on the second dataset (i.e., MovieLens
1M). When it comes to the LDOS-CoMoDa dataset, we notice that Strategy 1 is the most
successful in terms of recall and F1 measures. Whereas, Strategy 2 achieved the highest
accuracy, while strategy 3 reported the best precision. When it comes to Baseline and RDF
models, they reported relatively similar F1 scores. However, RDF outperformed Baseline
in terms of recall, while Baseline achieved higher accuracy than RDF.

It is important to emphasize that there is no absolute superior strategy, but the appro-
priate approach should be selected based on the application’s requirements. For example,
when we deal with small datasets, like LDOS-CoMoDa, it is recommended to use strate-
gies that keep enough records in the partitioned datasets to extract frequent itemsets. This
is observed while evaluating FPRS using the LDOS-CoMoDa dataset (cf. Table 4). The
results show that Strategy 1, which splits the data only based on items’ features, is superior
in terms of recall and F1 measures.

However, selecting the appropriate evaluation measure plays an important role while
choosing the proper strategy. The precision measure is focusing on the number of correct
recommendations considering the mistakes made. On the other hand, the recall measure
does not take into account the mistakes made since it only considers the number of correct
recommendations made out of all positive predictions that could have been made (cf.
Equations 9 and 10). According to the previous, the proper strategy can be selected relying
on the evaluation measure that best matches the target of our application.

Finally, all strategies were evaluated at the participation threshold value of 30% and
min_support value of 0.2 for MovieLens 1M and 100K. Regarding LDOS-CoMoDa, the
strategies were evaluated at the participation threshold value of 20% and min_support
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value of 0.07. The values of the thresholds are determined based on sensitivity analysis
experiments which we will be presented in Section 5.4.

Table 2. Evaluation for item cold-start (MovieLens 100k).

Strategy Precision Recall F1-score Accuracy

Baseline 0.38 0.3 0.32 0.59

RDF 0.35 0.51 0.41 0.48

Strategy 1 0.69 0.64 0.66 0.75

Strategy 2 0.79 0.62 0.69 0.84

Strategy 3 0.67 0.63 0.63 0.86

Table 3. Evaluation for item cold-start (MovieLens 1M).

Strategy Precision Recall F1-score Accuracy

Baseline 0.49 0.43 0.43 0.64

RDF 0.34 0.52 0.39 0.51

Strategy 1 0.65 0.71 0.64 0.76

Strategy 2 0.64 0.73 0.66 0.83

Strategy 3 0.6 0.79 0.66 0.86

Table 4. Evaluation for item cold-start (LDOS-CoMoDa).

Strategy Precision Recall F1-score Accuracy

Baseline 0.02 0.21 0.10 0.73

RDF 0.07 0.59 0.13 0.42

Strategy 1 0.36 0.62 0.40 0.81

Strategy 2 0.36 0.55 0.38 0.96

Strategy 3 0.4 0.21 0.26 0.86
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5.4. Thresholds Sensitivity Analysis

In the FPRS model, we use some threshold values, such as min_support and participation
percentage, in order to extract frequent itemsets and produce relevant recommendations
for new items. In this section, we conduct some experiments to show how changing those
values may impact the performance of FPRS. Moreover, the output of this experiment
helps to find the optimal values of these thresholds and hence to conduct fair and reliable
experiments.

(a) MovieLens 100k (b) MovieLens 1M

(c) LDOS-CoMoDa (d) MovieLens 100k

(e) MovieLens 1M (f) LDOS-CoMoDa

Fig. 3. Sensitivity analysis for min_supp and participation percentage thresholds in
MovieLens (100k and 1M) and LDOS-CoMoDa.
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In the first experiment, we aim to find the optimal value of min_sup threshold by
evaluating FPRS (item cold-start module) using different min_sup values. Fig 3a shows
how the F1-score of FPRS is impacted by applying different values for MovieLens 100K
data. Observably, the best min_supp values for all strategies used in FPRS (item cold-
start module) are between 0.1 and 0.2. A similar analysis, yet regarding MovieLens 1M
and LDOS-CoMoDa data, we may find in Figures 3b and 3c respectively.

In the second experiment, we search for the optimal value of the participation thresh-
old in FPRS (item cold-start module). Figures 3d, 3e and 3f show how the F1-score of
FPRS is impacted by applying different values for all investigated datasets. Observably,
the best participation threshold values for all strategies used in FPRS (item cold-start
module) are between 15% and 30% for MovieLens 1M and 100K data, and it is between
5% and 20% for LDOS-CoMoDa data. Finally, it is worth noting that when we run this
experiment, we use the optimal value of min_supp we found in the previous experiment.

6. Challenges, Limitations and Future Works

This section is dedicated to discussing the challenges we faced while evaluating FPRS
and suggesting the best practices to overcome the revealed limitations.

One of these challenges appears when we deal with small datasets. In such scenar-
ios, we might not be able to generate frequent patterns after splitting out the dataset.
To address this issue, we have to carefully select appropriate values for min_support
and participation percentage thresholds by analyzing the results of the experiments pre-
sented in Section 5.4.

Another limitation that FPRS may suffer from is the lack of users’ and items’ charac-
teristics. For future research, we find it very promising to investigate further the applica-
tion of granular methods in this respect [19, 21]. Here, it would be advisable to incorpo-
rate the methods to improve the resilience of the FPRS framework to data discrepancies
or loss [23]. The alternative approach could investigate the applicability of dimensionality
reduction methods, like PCA, in data modeling [34].

In the future, we plan to investigate more algorithms for association rule and frequent
pattern mining, e.g., AprioriTID or Apriori Hybrid. It is also interesting to incorporate
more contextual information. We also plan to respond better to changes in users’ behavior
and preferences, addressing the possible drifts and shifts in data. One viable option is to
periodically update frequent itemsets based on recent changes in rating history. It would
also be of value to extend the users’ and items’ data representation by applying a more
advanced feature extraction to model the similarities among them more effectively [18,
24, 84].

7. Conclusions

This article presents FPRS, a recommender system, which methodically utilizes the rat-
ings to discover frequent itemsets associated with selected users/items features and then
incorporates these frequent itemsets in generating recommendations for new items. Our
study evaluates multiple strategies for creating frequent itemsets to produce meaningful
and relevant recommendations. The presented pipeline also includes the clustering-based
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feature extraction phase, which aims at modeling similarities between investigated enti-
ties. This way, we not only extend the data representation but also increase their density,
allowing us to alleviate the omnipresent problem of too few interactions in historical data,
especially severe for new products or services.

To evaluate FPRS, we conducted experiments on MovieLens (100K and 1M) and
LDOS-CoMoDa datasets with the FP-growth algorithm to generate the frequent itemsets.
The experimental results show that FPRS has outperformed two state-of-the-art models,
designed to address the cold-start problem, in terms of precision, recall, F1, and accuracy
measures.
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ference on Computer Science and Intelligence Systems, Online, September 2-5, 2021. Annals
of Computer Science and Information Systems, vol. 25, pp. 141–145 (2021)

46. Kwiecinski, R., Gorecki, T., Filipowska, A.: Learning edge importance in bipartite graph-based
recommendations. In: 2022 17th Conference on Computer Science and Intelligence Systems
(FedCSIS). pp. 227–233 (2022)

47. Lee, H., Im, J., Jang, S., Cho, H., Chung, S.: MeLU: Meta-Learned User Preference Estima-
tor for Cold-Start Recommendation. In: Proceedings of the 25th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining. p. 1073–1082. KDD ’19, Association
for Computing Machinery, New York, NY, USA (2019)

48. Lee, S., Kim, S., Park, S., Chae, D.: A tripartite-graph based recommendation framework for
price-comparison services. Comput. Sci. Inf. Syst. 16(2), 333–357 (2019)

49. Lika, B., Kolomvatsos, K., Hadjiefthymiades, S.: Facing the cold start problem in recommender
systems. Expert Systems with Applications 41(4, Part 2), 2065–2073 (2014)

50. Liu, F., Tang, R., Li, X., Zhang, W., Ye, Y., Chen, H., Guo, H., Zhang, Y.: Deep Reinforcement
Learning based Recommendation with Explicit User-Item Interactions Modeling (2018)

51. Lu, Y., Fang, Y., Shi, C.: Meta-learning on heterogeneous information networks for cold-start
recommendation. In: Proceedings of the 26th ACM SIGKDD International Conference on
Knowledge Discovery &; Data Mining. p. 1563–1573. KDD ’20, Association for Comput-
ing Machinery, New York, NY, USA (2020), https://doi.org/10.1145/3394486.
3403207

52. Luna, J.M., Fournier-Viger, P., Ventura, S.: Frequent itemset mining: A 25 years review. Wiley
Interdisciplinary Reviews: Data Mining and Knowledge Discovery 9(6), e1329 (2019)

53. Merabet, F.Z., Benmerzoug, D.: QoS prediction for service selection and recommendation with
a deep latent features autoencoder. Comput. Sci. Inf. Syst. 19(2), 709–733 (2022), https:
//doi.org/10.2298/csis210518054m

54. Najafabadi, M.K., Mohamed, A.H., Mahrin, M.N.: A survey on data mining techniques in
recommender systems. Soft Comput. 23(2), 627–654 (2019)

55. Natarajan, S., Vairavasundaram, S., Natarajan, S., Gandomi, A.H.: Resolving data sparsity and
cold start problem in collaborative filtering recommender system using linked open data. Expert
Systems with Applications 149, 113248 (2020)

56. Nilashi, M., Ibrahim, O., Bagherifard, K.: A recommender system based on collaborative filter-
ing using ontology and dimensionality reduction techniques. Expert Systems with Applications
92, 507–520 (2018)

57. Obeid, C., Lahoud, C., El, K.H., Champin, P.A.: A novel hybrid recommender system ap-
proach for student academic advising named COHRS, supported by case-based reasoning
and ontology. Computer Science and Information Systems 19(2), 979–1005 (2022), https:
//doi.org/10.2298/CSIS220215011O

58. Odic, A., Tkalcic, M., Tasic, J.F., Kosir, A.: Predicting and detecting the relevant contextual
information in a movie-recommender system. Interact. Comput. 25(1), 74–90 (2013)

59. Papadakis, H., Papagrigoriou, A., Panagiotakis, C., Kosmas, E., Fragopoulou, P.: Collaborative
filtering recommender systems taxonomy. Knowl. Inf. Syst. 64(1), 35–74 (2022)

https://doi.org/10.1145/3394486.3403207
https://doi.org/10.1145/3394486.3403207
https://doi.org/10.2298/csis210518054m
https://doi.org/10.2298/csis210518054m
https://doi.org/10.2298/CSIS220215011O
https://doi.org/10.2298/CSIS220215011O


1364 Eyad Kannout et al.

60. Pasricha, R., McAuley, J.: Translation-Based Factorization Machines for Sequential Recom-
mendation. In: Proceedings of the 12th ACM Conference on Recommender Systems. p. 63–71.
RecSys’18, Association for Computing Machinery, New York, NY, USA (2018)

61. Pawlicka, A., Pawlicki, M., Kozik, R., Choraś, R.S.: A systematic review of recommender sys-
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