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Abstract. Natural language processing (NLP) is a computer-based technology used
to process natural language information in written and spoken form that is unique to
human society. In the process of mining massive text information, a variety of tech-
nologies and research directions in the field of NLP have gradually emerged. And
sentiment analysis is an important research direction, which has important research
value and practical application value for enterprises and social life. Sentiment anal-
ysis is basically a single mining of semantic or grammatical information without
establishing the correlation between semantic information and grammatical infor-
mation. In addition, previous models simply embed the relative distance or gram-
matical distance of words into the model, ignoring the joint influence of relative
distance and grammatical distance on the aspect words. In this paper, we propose a
new model that combines deep adversarial neural network model based on informa-
tion fusion for music sentiment analysis. Firstly, the information of music text se-
quence is captured by the bidirectional short and long time memory network. Then
the sequence information is updated according to the tree structure of dependency
syntactic tree. Then, the relative distance and syntactic distance position informa-
tion are embedded into the music text sequence. Thirdly, the adversarial training
is used to expand the alignment boundary of the field distribution and effectively
alleviate the problem of fuzzy features leading to misclassification. Semantic infor-
mation and syntactic information are optimized by attention mechanism. Finally,
the fused information is input into the Softmax classifier for music sentiment clas-
sification. Experimental results on open data sets show that compared with other
advanced methods, the recognition accuracy of the proposed method is more than
90%.

Keywords: Natural language processing, deep adversarial neural network, informa-
tion fusion, music sentiment analysis, attention mechanism.

1. Introduction

Text information on the Internet is growing day by day, and a large number of texts with
sentiment information are generated on social media and e-commerce platforms. Senti-
ment analysis is an important task in natural language processing. Sentiment analysis has
attracted wide attention in industry and academia in recent years [1,2].

Aspect level sentiment analysis, also known as target-specific sentiment analysis or
fine-grained sentiment analysis, refers to the analysis of the sentiment polarity of the as-
pects (goals) involved in the text when given a paragraph and specific aspect words [3]. In
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sentiment expression sentences, different aspects may express different sentiments. Song
et al. [4] proposed an attention-based Long Short-Term Memory (LSTM) network, adding
aspect words to the sentence. The sentence representation that generates aspect percep-
tion predicts the textual sentiment polarity of a given aspect word using an attention-
mechanism-based LSTM. Chen et al. [5] used convolutional neural network to extract
sentiment features and selectively outputted features related to aspect words through gat-
ing mechanism for sentiment classification. Li et al. [6] introduced multiple attention
mechanism to obtain more comprehensive attention information, integrate contextual self-
attention and specific aspect of word attention, and predict specific aspect of sentiment
polarity. A lot of works had been done to obtain better performance of aspect-level emo-
tion classification tasks by constructing different attention networks.

Sentiment expression is highly related to the field. The same music sentiment word
may express the same or similar sentiment in different fields, but also may express oppo-
site sentiment. When dealing with such samples, it is relatively easy for sentiment classi-
fiers to carry out domain migration [7]. Without a classifier to carry out domain adaptation
to the target domain, it is difficult to correctly distinguish the sentiment polarity of state-
ments containing such words. Traditional music sentiment classification methods require
sufficient labeled training data, and require the same distribution of training set and test set
[8]. Emerging fields often lack sufficient labeled data. How to use the rich source domain
of aspect-level music sentiment category labels to judge the polarity of music sentiment
for the specified aspect words in the target domain is a widely concerned issue in the field
of sentiment analysis. The cross-domain music sentiment classification task makes full
use of the large-scale data labeled in the source domain and migrates it to the new domain
with few labeled data by using some algorithms [9], so as to realize the classification of
music sentiment in the new domain.

In terms of cross-domain aspect-level sentiment classification task, Zhang et al. [10]
proposed Interactive Attention Transfer Network (IATN) to integrate the influence of
aspect words into the representation learning of cross-domain sentiment classification
model. Tian et al. [11] proposed to extract domain-invariant sentiment features with the
assistance of aspect word detection to conduct cross-domain aspect level sentiment clas-
sification. Cao et al. [12] jointly extracted aspect words and affective features, carried out
unsupervised domain adaptation setting, and aligned automatically captured correlation
vectors through selective adversarial learning method to achieve adaptability between do-
mains at the word level.

Recently, with the proposal of Graph Convolutional Network (GCN) [13], GCN has
been widely used in sentiment analysis tasks. Huang et al. [14] used GCN for text classifi-
cation, and then combined it with dependency syntax tree for aspect level sentiment anal-
ysis. This method combining dependency tree and graph convolution could shorten the
distance between aspect words and sentiment words and used graph convolution network
to learn grammatical information. Zhang et al. [15] used the dependency relationships of
sentences to construct the adjacency matrix, and used the graph convolutional network to
learn the grammatical relations in sentences, proving that the graph convolutional neu-
ral network could correctly capture syntactic information and remote word dependencies.
Zhao et al. [16] proposed a new network architecture to connect sentiment feature words
with aspect words by using multi-layer graph attention network. Xue et al. [17] believed
that the common adjacency matrix lacked the dependency and co-occurrence relationship
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between words, and proposed hierarchical syntactic graph and hierarchical lexical graph
to replace the common adjacency matrix for grammar learning. For example, the word
”nothing special” pair in the sentence ”food was okay, nothing special.” appeared five
times in the training set, and the word pair indicated negative emotional polarity. In this
case, if the word ”food” was to be predicted correctly, other information was needed to
counteract the positive appearance of ”okay” in the sentence.

Therefore, we propose a new model that combines deep adversarial neural network
model based on information fusion for music sentiment analysis. The new model learns
semantic information and syntactic information at the same time. Hierarchical vocabu-
lary is used to replace common dependency syntax tree for syntactic information learn-
ing, and hierarchical word frequency graph is used to replace common dependency syntax
tree for syntactic information learning of graph convolutional network. In addition, rela-
tive distance and syntactic distance information are fused and embedded into the model.
Contributions of this paper are as follows:

1. The new model integrates relative distance and grammatical distance into the model,
that is, the influence of relative distance of words on aspect words is taken into ac-
count, as well as the influence of grammatical distance of words on aspect words.

2. The influence of the position of a word in the dependency syntactic tree is proposed,
and the importance of the height of a word in the syntactic tree and the degree of the
word node in the text sequence is considered.

3. At the same time, the semantic information and grammatical information are studied,
and the information contained in the text sequence is fully considered to make it con-
tain richer information, so as to improve the extraction of aspect word information.

4. The hierarchical lexical graph is introduced to replace the common dependency syn-
tax tree, which can not only capture grammatical information, but also pay attention
to the co-occurrence relationship between words, so as to improve the efficiency of
grammar learning.

The rest of this paper is organized as follows. In the second section, related works
are introduced. The third section introduces the proposed work in detail. The fourth part
introduces the experiments and results. Finally, the fifth section concludes this paper.

2. Related Works

The neural network model is used as an aspect level sentiment analysis task, and most of
them use the word embedding layer [18] as the starting layer of the model. The main rea-
son is that word embedding layer can map text sequence information to low-dimensional
vector space one by one, and then it can learn the information mapped to low-dimensional
vector space through various deep learning models. Convolutional Neural Network (CNN)
is initially used in image processing tasks, mainly by convolutional kernel to extract the
local information of the image. Since CNNs have been used in natural language process-
ing tasks [19], researchers have further extracted feature information by combining CNN
with other models. Zhang et al. [20] used multiple layers of CNN to model the context
in parallel, and then used the attention mechanism to associate the information between
context and aspect words. Wang et al. [21] proposed a model of convolutional neural net-
work combined with gating mechanism, which could filter sentiment features unrelated
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to aspect word information, so as to selectively output relevant sentiment features based
on aspect word.

Studies have shown that, in the task of aspect level sentiment analysis, each word in a
sentence has a different degree of influence on aspect words. The farther away the word is
from aspect words, the smaller the influence on aspect words. Therefore, distance can be
divided into relative distance and grammatical distance. Sun et al. [22] used the weighted
convolutional network to explore the relative position relation and grammatical distance
relation, and the research results proved that the grammatical distance relation was more
conducive to the classification of aspect words than the relative distance relation. Zhang
et al. [23] integrated the syntactic location information into the model, and the experi-
mental results proved that the syntactic location could help the model better understand
the relationship between context and aspect words.

With the continuous in-depth study of sentiment analysis, grammatical information
is constantly being mined. For example, by using a grammar parsing tool, The sentence
”The music was excellent as well as service, however, I left the four seasons very dis-
appointed” is resolved into a dependency syntax tree with syntactic information. There
are three aspects in the sentence: music, service and seasons. Clauses infer that the as-
pect words ”music” and ”service” are positive, and ”seasons” is negative. Many models
in the past focused on the wrong word in some cases [24]. For the word ”service” shown
in Figure 1, many models mistakenly focus on ”well”, but from the whole sentence, the
emotional polarity of the word ”service” depends on ”excellent” rather than ”well”. From
the dependency syntax tree, ”service” connects with ”excellent” through the dependency
relationship ”attr” and ”acomp”, reducing the influence of ”well” on the aspect word.

The advantage of graph convolutional network is that it can capture the structure in-
formation of dependency syntactic tree very well, which makes up the defect that other
models can not capture syntactic information. Zheng et al. [25] could selectively utilize
dependent information through key-value memory network, and finally weighted differ-
ent dependent information according to memory mechanism to effectively screen useless
information. Zhao et al. [26] proposed to use hierarchical syntactic graph and hierarchical
lexical graph to learn grammatical information. Hierarchical lexical graph (HLG) uses
the frequency of two words in the corpus as connecting factors to construct hierarchical
lexical graph for each sentence, as shown in Figure 1.

3. Proposed Music Sentiment Analysis Model

Given a music text sequence s = w1, w2, · · · , wn and an aspect word sequence a =
wt, wt+1, · · · , wt+m−1. Wherein, the music text sequence contains n words, the aspect
word sequence contains m words, and the aspect word sequence a is a subsequence of
the text sequence s. The model in this paper is shown in Figure 2. The model consists
of seven layers, namely, word deep adversarial layer, hidden layer, location embedding
layer, learning layer, attention layer, feature extraction layer and pooling layer. Among
them, the learning layer is divided into two modules, namely semantic learning module
and grammar learning module. The attention layer is also divided into two parts, namely
semantic optimization attention and syntactic optimization attention.
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Fig. 1. Hierarchical Lexical Graph

3.1. Deep Adversarial Layer

The expression of music text has various meanings and distributed representation can
better express the semantic information of music text. In this paper, the pre-trained Word
Vector (Global Vector for Word Representation) [27] is used to generate distributed repre-
sentations for each word in the text data. The word Embedding search matrix L ∈ Rde×|V |

is first generated. Where, de represents the dimension size of the word vector. |V | is the
vocabulary size. During data preprocessing, each word in the vocabulary is assigned a
unique index corresponding to the index number of L, and the required word embedding
can be generated for each word in the data set through the mapping relationship. For a
given input data:

x = [w1, w2, · · · , wn] (1)

Input can be mapped to music context embedding.

Êc = [e1, e2, · · · , en]T ∈ Rn×de (2)

At the same time, a given input aspect word a = [e1, e2, · · · , em] is mapped to an
aspect word embedded representation.

Ea = [e1, e2, · · · , em]T ∈ Rm×de (3)

The task of cross-domain aspect level emotion classification needs to make full use of
the given aspect word information and establish the relationship between aspect word and
emotion information of music text. In music texts, the feature words that usually express
emotion are close to their related aspect words. In this paper, location information is in-
tegrated to enrich the embedded representation information, which is helpful to improve
the performance of aspect-level sentiment classification. For the embedded sentence rep-
resentation Êc, the position information of each word in the input data x is incorporated
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Fig. 2. The overall of proposed model
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into Êc to obtain the final context-embedded representation Ec. Here, the location encod-
ing method [28] is adopted:

PE(pos, 2i) = sin(
pos

108i/de
) (4)

PE(pos, 2i+ 1) = cos(
pos

108i/de
) (5)

Ec = Êc + PE (6)

Where, pos is the position of the word in the sentence, and i stands for the i − th
dimension of the corresponding vector at position pos in PE.

Since the aspect words of each domain in a music text may contain more than one
word, the characteristics of long-distance dependence need to be learned. For context sen-
tence embedded representation Ec and aspect word embedded representation Ea, feature
extraction is carried out using Bidirectional Gated Recurrent Unit (BiGRU) respectively
to generate context-rich semantic representations Hc and Ha:

Hc = [
−−−→
GRU(Ec);

←−−−
GRU(Ec)] (7)

Ha = [
−−−→
GRU(Ea);

←−−−
GRU(Ea)] (8)

For the context feature representation Hc and aspect word feature representation Ha,
the weight of Attention is calculated through the Interaction Attention (IA) layer, and
the interaction relationship between context and aspect words is established, so that the
context representation can pay more attention to the features with high correlation with
aspect words, and the interaction matrix represented by the two features is calculated:

I = HcHa (9)

Through I with column softmax and row softmax, α and β are obtained. Then, the
context attention γ, which is closely related to aspect words, is obtained.

γ =
1

n

∑
i

α× βT (10)

yγ is applied to the context to represent Hc, focusing on the features closely related
to aspect words, and the final feature representation is obtained:

H = Hcγ (11)
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3.2. Learning Layer

A music sentence contains semantic and grammatical information, both of which play a
role in determining the emotion polarity of aspect words. Two modules are designed to
learn semantic information and syntactic information respectively.

A. Grammar learning module
Graph convolution is an improvement on the traditional convolutional neural network.

It mainly manipulates graph structure. For each node in the graph structure, the graph
convolution should consider the feature information of the node itself as well as the feature
information of all neighbors, so that the information between two connected nodes can be
obtained effectively. When performing aspect-level sentiment analysis task, it can transfer
and obtain information according to the edges in dependency syntax tree. For example,
in Figure 3, the aspect word ”service” connects to the ”was” node in the dependency
syntax tree, and the ”was” node connects to the ”excellent ”node. Therefore, to obtain
information, the ”excellent” node information will pass the feature information to the
”was” node first, and then the feature information to the ”service” node. In the process of
information acquisition, the distance of information transmission in the relative position
is shortened, and the noise in the process of transmission is effectively reduced.

Fig. 3. Simplified dependency syntax tree

Since the common graph convolution operation does not contain graphs with marked
edges, this paper uses the hierarchical lexical graph for grammar learning. The graph
contains not only the syntactic tree structure, but also the co-occurrence relation between
words. Through this graph convolution, words with the same co-occurrence relationship
can be merged into virtual nodes, and then all the merged virtual nodes can be updated.
Virtual node information update is shown in Formula (12):

hl
i = ReLU(wl(⊕rh

l,r
i )) (12)

Where, ⊕r represents connections of different co-occurrence relationship types. l in-
dicates the number of layers. wl is the weight in the l − th layer. hl,r

i represents the
representation of each co-occurrence relation r.

B. Semantic learning module
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Before graph convolution was proposed, most models used semantic learning to im-
prove the judgment of emotion polarity of aspect words. In this paper, multi-layer con-
volutional neural networks are used to learn semantic information. Convolutional neural
network extracts information between adjacent words by means of sliding window from
the matrix corresponding to a music text sequence through convolution kernel. The high
pass permanent of the convolution kernel is 3, and the length is the dimension of the word
vector. Therefore, the convolution operation is often affected by some noise words. Before
semantic learning, the model in this paper weakens the noise words in location encoding.
Therefore, this paper reduces some operations on noisy words in semantic learning. We
use Formula (13) to learn semantic information:

hc,l
i = CNN(hp

i ) (13)

Where, CNN represents the convolutional operation, and l represents the layer num-
ber of the convolutional neural network.

3.3. Attention Layer

After the semantic and grammatical learning in the learning layer, the two parts of infor-
mation need to be optimized and integrated. Because there are some differences between
semantic information and grammatical information, direct integration of the two will lead
to inadequate integration. Therefore, in order to better integrate these two types of in-
formation, semantic information and syntactic information are optimized by using tree
structured information. The attention layer is divided into two parts: semantic optimiza-
tion attention and syntactic optimization attention.

A. Semantic optimization attention
Semantic optimization focuses on interactive optimization of information learned by

semantic learning modules and structured tree information, as shown in equations (14)-
(16).

α̃i = ht
ih

c,l
i (14)

αi =
exp(α̃i)∑n
i=1(α̃i)

(15)

Sα
i =

n∑
i=1

αih
c,l
i (16)

Sα
i represents the output of semantically optimized attention.

B. Syntactic optimization attention
The syntactic optimization attention is to optimize the interaction between the gram-

mar information learned by the grammar learning module and the structured tree infor-
mation, as shown in equations (17)-(19).
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β̃i = ht
ih

l
i (17)

βi =
exp(β̃i)∑n
i=1(β̃i)

(18)

Gβ
i =

n∑
i=1

βih
l
i (19)

Where, Gβ
i represents the output of syntactic optimization attention.

3.4. Feature Extraction Layer

The information of aspect words is particularly important for the judgment of the emotion
polarity of aspect words. The feature extraction layer is to extract the information of aspect
words from semantic information and grammatical information respectively. Aspect word
extraction information is shown in Formula (20).

a = hi, t ≤ i < t+m (20)

If 1 ≤ i < t or t+m ≤ i ≤ n, then a = 0. Where, a represents aspect word informa-
tion. Formula (20) is used to extract aspect word information in semantic information and
aspect word information in grammatical information, denoted as as and ag respectively.

3.5. Pooling Layer

After extracting aspect word information, the extracted aspect word information is inte-
grated, that is, as and ag are spliced. The information integration formula of aspect words
is shown as follows:

oa = [ag, as]. (21)

The integrated aspect word information is carried out the maximum pooling operation
through the pooling layer to further screen the effective information of the aspect word.

op = max− pooling(oa) (22)

Here max− pooling indicates maximum pooling.
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3.6. Classification Module

For the feature representation H obtained by the previous layers of source domain data
and target domain data, gradient inversion is performed using GRLd based on gradient
inversion layer:

GRLd(x) = x,
∂GRLd(x)

∂x
= −λI (23)

The domain classifier is trained by reversing the gradient direction so that the rep-
resentation of source domain and target domain can be mapped to the same distribution
space for edge alignment. Here, domain edge refers to the distribution boundary of sam-
ples from two different domains when the features of samples from two different domains
are mapped to the same vector space. Domain edge alignment or feature alignment means
that the feature distributions of samples from different domains are close in the same vec-
tor space, so that the classifier can better distinguish the emotional polarity of samples
from different domains. Through the domain classifier, it can predict the domain category
label:

yd = softmax(WdGRLd(H) + bd) (24)

When the domain classifier and feature extractor are trained, the source domain rep-
resentation and target domain representation are mapped into the same distribution space
to narrow the distance between the two domain feature representation. However, there
may be fuzzy features near the decision boundary formed by music emotion classifier,
which make the samples easy to be wrongly classified. In order to better carry out domain
adaptation and solve the problem of misclassification of decision boundary samples, two
emotion classifiers C1 and C2 are trained to detect the sample points near these decision
boundaries that are prone to misclassification. The feature extraction is further trained to
generate better features so that the sample points are far away from the decision boundary.

As shown in Figure 4, black represents source domain data, gray represents target
domain data, circle represents positive samples, and square represents negative samples.

Fig. 4. Decision boundaries formed by different classifiers
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It can be observed from Figure 4(a) that part of the target domain samples near the
decision boundary are misclassified. When a different emotion classifier is trained to form
another different decision plane as shown in Figure 4(b). The effect shown in Figure 4(c)
will eventually be achieved after training, alleviating the problem of sample misclassifi-
cation near the decision plane to a greater extent.

The feature representation Hs is obtained from the source domain label data through
the feature extraction module G, which is passed through two emotion classifiers C1 and
C2 respectively to predict the emotion category label. It minimizes the emotion classifi-
cation loss to optimize parameters and emotion classification loss is:

Lcls = −
1

Ns

Ns∑
i=1

K∑
j=1

M1− 1

Ns

Ns∑
i=1

K∑
j=1

M2 (25)

M1 = ysi (j)log2ỹ
s
1i(j) (26)

M2 = ysi (j)log2ỹ
s
2i(j) (27)

ỹ1i = C1(H
s) (28)

ỹ2i = C2(H
s) (29)

K represents the number of categories of affective polarity categories.
If the decision boundary defined by emotion classifiers C1 and C2 is changed, the

samples close to the decision boundary will change accordingly. In order to make C1 and
C2 provide different guidance for these boundary samples and form different decision
boundaries for the alignment of feature representations, the difference functions of the two
emotion classifiers need to be defined first. Probabilistic output of two emotion classifiers
is:

p1 = (y|x), p2 = (y|x) (30)

Defining difference loss:

Ldis = Ex∈Ds∪Dt [d(p1 = (y|x), p2 = (y|x))] (31)

The difference function d(p1 = (y|x), p2 = (y|x)) is realized by calculating the
mean value of the absolute value difference of the output probabilities of C1 and C2 in
each category, i.e.,
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d(p1 = (y|x), p2 = (y|x)) = 1

K

K∑
i=1

|p1i = (y|x)− p2i = (y|x)| (32)

Emotion classifiers C1 and C2 are trained in the way of adversarial training to align
feature distribution representations. In order to make the point close to the decision bound-
ary far away from the decision boundary, it is necessary to maximize the difference loss
of the two emotion classifiers. The parameters of other modules are fixed, and only the
parameters of two emotion classifiers C1 and C2 are trained, and the points near the deci-
sion boundary are detected by maximizing the difference function. The training objectives
are as follows:

max(C1, C2)Ex∈Ds∪Dt [
1

K

K∑
i=1

|p1i = (y|x)− p2i = (y|x)|] (33)

In order to reclassify the misclassified points near the original decision plane, it is
necessary to make them far away from the new decision boundary constructed by two
different emotion classifiers. Therefore, the parameters of two emotion classifiers C1 and
C2 are fixed, and the parameters of part G of feature extractor are trained to minimize the
differences. The optimization objectives are as follows:

max(G)Ex∈Ds∪Dt [
1

K

K∑
i=1

|p1i = (y|x)− p2i = (y|x)|] (34)

Repetitive adversarial training enables the model to locate the misclassified sample
points near the original decision plane, further making it far away from the newly formed
decision plane for correct classification, rather than simply field edge alignment.

3.7. Training Process

The model uses standard gradient descent algorithm to learn and train parameters. The
training algorithm is cross entropy loss function and L2 regularization term.

ζ(θ) =

c∑
i=1

ŷilogyi + λ
∑
θ∈Θ

θ2 (35)

Where, C represents the number of emotional labels. ŷi represents the output emotion
value of the model. yi represents the true value in the tag. λ stands for L2 regularization
parameter. Θ represents the parameter used in the model.

4. Experiments and Analysis

The new model in this paper is run on the CPU with Intel(R) Xeon(R) W2123 3.60GHz
and GPU server with NVIDIA GeForce RTX3060Ti. In this experiment, python language
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is used for programming. The python version is Python 3.8.8, the programming tool is
PyCharm Community Edition.

The model in this paper uses GloVel [14] as the word embedding layer to initialize
the music text, and initializes the dimension of the word vector as 300. The hidden layer
dimension of the bidirectional short and long time memory network is the same as the
word vector dimension, which is set to 300. Adam is selected as the optimizer for the
model. The model learning rate is 10−4. The coefficient of L2 regularization term is 10−6.
Batch size is 32.

4.1. Experiment Data Set

The data sets used in this experiment are five public English music aspect word sentiment
analysis data sets. They are Twitter, RES14, LAP14 in SemEval-2014 Task 4, Res15 in
SemEval-2015 Task 12 and Res16 [29] in SemEval-2016 Task 5. The data set label dis-
tribution is shown in Table 1.

Table 1. Data sets

Data Positive Positive Neutral Neutral Negative Negative

Class train test train test train test
Twitter 1572 184 3138 357 1571 184
LAP14 995 352 475 181 882 139
RES14 2175 739 648 207 818 207
Res15 923 337 39 38 267 193
Res16 1271 480 72 32 468 128

4.2. Evaluation Index

In order to verify the validity of this experiment, two evaluation indexes are adopted in
this paper, one is accuracy (Acc), the other is F1. Acc represents the proportion of sam-
ples with correct classification, calculated as shown in Equation (37). F1 is the harmonic
average of accuracy rate and recall rate, calculated as shown in equations (38)-(40).

Acc =
TP + TN

TP + TN + FP + FN
(36)

F1 =
2P ×R

P +R
(37)

P =
1

c

c∑
i=1

TPi

TPi + FNi
(38)
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R =
1

c

c∑
i=1

TPi

TPi + FPi
(39)

Where TP represents the sample number of correctly classified positive tags. TN rep-
resents the sample number of correctly classified negative tags. FP represents the sample
number of misclassified positive labels, and FN represents the sample number of mis-
classified negative labels. C represents the number of label types of emotion categories.

4.3. Comparison Experiments and Analysis

In order to evaluate the effectiveness of the proposed model, we make comparison with
some state-of-the-art methods.

SVM: The support vector machine method is used to classify music emotion.
AKSM [30]: This model combines text sequences with aspect words to fuse informa-

tion, and classifies emotion polarity through LSTM and attention mechanism.
GCNN [31]: This model uses convolutional neural network to extract feature infor-

mation, then filters emotion features unrelated to aspect word information through gating
mechanism, and then selectively outputs relevant emotion features.

LSTM-GAN [32]: This model uses LSTM to model music text sequences and aspect
words respectively, uses interactive attention to cross-fuse text sequences and aspect word
information, and generates specific music text sequences and aspect word information.

GCNBA [33]: This model uses the attention mechanism to focus on the characteristics
of important information, modeling aspect words and sentences in a joint way, and then
capturing the interactive information between aspect words and sentences.

HOIE [34] : This model uses dependency syntax tree to build a dependency syntax
graph, and then learns syntax information through the graph convolution operation.

DIMM [35]: This model uses the dependency relationship between words to transmit
emotional features.

GCNNHM [36] : This model proposes hierarchical syntactic graph and hierarchical
lexical graph in dependency syntax tree, and learns syntactic information through double-
layer interactive graph convolutional network.

The first five models carry out semantic information learning based on the models in
machine learning and deep learning. These models do not learn grammatical information.
The last three models learn sentence grammar through dependency syntactic relations.
The results of each model on the data set are shown in Tables 2-6.

As can be seen from the above tables, deep learning is generally better than machine
learning. This is because deep learning can independently learn the feature information
in music sentences and capture richer and more complete information. By comparing the
first five models with the last four models, it can be seen from the data in the table that the
values of the first five models are significantly less than those of the last four models. This
is mainly because the last four models take into account syntactic information, while the
first five models do not. It also verifies that the grammatical information of the sentence
can effectively help the model identify the emotion polarity of the aspect words.

There is little difference between the HOIE model and the DIMM model in the five
data sets, and they all have their own levels. In the Twitter data set, the accuracy rate and
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Table 2. Results on Twitter

Model Acc F1

SVM 64.51 64.41
AKSM 70.76 68.51
GCNN 72.75 70.99
LSTM-GAN 73.61 71.92
GCNBA 73.41 71.31
HOIE 73.29 71.52
DIMM 73.31 71.56
GCNNHM 75.27 74.46
Proposed 75.39 74.25

Table 3. Results on LAP14

Model Acc F1

SVM 71.60 70.39
AKSM 70.25 64.29
GCNN 71.01 66.82
LSTM-GAN 73.16 68.49
GCNBA 73.73 68.63
HOIE 76.66 72.16
DIMM 76.74 71.85
GCNNHM 75.70 72.95
Proposed 78.85 75.38

Table 4. Results on RES14

Model Acc F1

SVM 81.27 81.11
AKSM 78.43 66.68
GCNN 79.68 69.17
LSTM-GAN 80.37 71.20
GCNBA 81.08 71.53
HOIE 81.88 73.13
DIMM 82.43 72.83
GCNNHM 83.08 74.59
Proposed 83.61 75.65

Table 5. Results on RES15

Model Acc F1

SVM 69.34 56.21
AKSM 76.54 57.45
GCNN 78.96 60.74
LSTM-GAN 79.65 53.76
GCNBA 79.28 58.13
HOIE 81.01 63.02
DIMM 81.49 61.61
GCNNHM 82.27 65.90
Proposed 82.84 67.26
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Table 6. Results on RES16

Model Acc F1

SVM 73.54 62.37
AKSM 84.36 64.96
GCNN 87.40 66.98
LSTM-GAN 85.85 56.32
GCNBA 88.61 67.32
HOIE 90.10 68.59
DIMM 88.82 68.98
GCNNHM 90.07 71.95
Proposed 90.72 72.68

F1 value of the DIMM model are higher than that of the HOIE model, but the difference
is not significant. In Lap14, Res14 and Res15 data sets, the accuracy of the DIMM model
is higher than that of the HOIE model, but the accuracy of F1 model is lower than that of
the HOIE model. In Res16 data set, although the accuracy of DIMM is lower than that
of HOIE, the F1 value is higher than that of HOIE. Therefore, it is difficult to improve
the result of learning syntactic information only through dependency trees. Therefore,
GCNNHM adds the connection relationship between words in the dependency graph.
It can be seen from the data in the table that the value of GCNNHM after adding the
connection relationship is significantly higher than that of the previous two models.

Compared with HOIE and DIMM, the accuracy and F1 of the proposed model in
this paper are better than those of the two models in the five data sets, which indicates
that the new model cannot ignore semantic information when considering grammatical
information. This shows that both semantic information and grammatical information are
important for the judgment of the affective polarity of aspect words.

Compared with the GCNNHM model, the results of the proposed model in the five
data sets are almost improved. All results are higher than GCNNHM except that F1 is
lower than GCNNHM on the Twitter dataset. In the other four data sets, F1 values in-
creases by 2.43%, 1.06%, 1.36% and 0.73%, respectively. Among them, the accuracy of
five data sets increases by 0.11%, 3.15%, 0.53%, 0.57% and 0.65%, respectively. This also
verifies that the new model is meaningful for learning semantic and syntactic information
of music text sequences.

4.4. Ablation Experiment

In order to verify the importance of each component in the proposed model in this paper,
a series of ablation experiments are set up for verification. The experimental results are
shown in Table 7 and table 8. A represents the ablation of position information. B indicates
that tree structured information is dissolved. C represents the ablation of the attention
layer. D represents the ablation of grammar learning module. E represents the ablation of
semantic learning module. F represents the ablation of the feature extraction layer.

As can be seen from the ablation experimental data in Table 7 and table 8, after the
ablation of position information and tree structure information, experimental results of A
and B declines sharply, indicating that the position information and tree structure infor-
mation of each word would have an impact on the judgment of related words. Compared
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Table 7. Ablation Experiment Results on Twitter, LAP14 and RES14

Model Twitter Twitter LAP14 LAP14 RES14 RES14

Value Acc F1 Acc F1 Acc F1
A 74.66 73.01 77.59 73.23 82.09 73.76
B 74.37 72.60 76.65 72.99 83.34 75.29
C 75.24 73.67 79.95 76.18 81.73 72.10
D 74.66 72.68 76.81 73.23 82.53 74.91
E 74.23 72.79 75.71 70.46 81.11 71.91
F 74.80 73.03 75.56 72.06 80.75 71.52
Proposed 75.38 74.25 78.85 75.38 83.61 75.65

Table 8. Ablation Experiment Results on RES15 and RES16

Model RES15 RES15 RES16 RES16

Value Acc F1 Acc F1
A 81.55 67.14 90.07 71.12
B 81.36 66.78 89.25 71.82
C 81.18 66.10 89.90 71.06
D 81.36 65.78 90.23 74.45
E 80.81 67.17 89.58 71.70
F 80.81 63.52 90.39 70.97
Proposed 82.84 67.26 90.72 72.68

with the experimental results of the five data sets, the decline amplitude of A in Res14 data
set is greater than that of B, and the decline amplitude of B in the other four data sets is
greater, indicating that the influence of tree structure information on aspect word is greater
than that of location information. After the ablation of the attention layer, the experimen-
tal results increases in Lap14 data set, while decreases in other data sets, indicating that
the semantic and grammatical information learned in Lap14 data set can express the emo-
tion polarity of the aspect words. However, the excessive focus of attention mechanism
on information, on the contrary, inhibits the fusion of semantic information and gram-
matical information. In the other four data sets, the attention mechanism effectively fuses
semantic and syntactic information. After the ablation of the syntactic learning module
and the semantic learning module, the results of both C and D show a decrease trend, but
the decrease of the results of E is a little larger than that of E, indicating that the semantic
learning module and the grammatical learning module are equally important in the new
model, but the new model has a higher dependence on the learning of semantic informa-
tion. Finally, after the ablation of the feature extraction layer, the result of F experiment
decreases, indicating that it is necessary to extract the feature of aspect words at the end.
From the whole data, the experimental results of the model decreases significantly after
the ablation of some components in the model, indicating that every part of the model is
very important and cannot be absent. The magnitude of the decline in the results after the
ablation of each component also is varied, indicating that each component is sensitive to
different data sets to varying degrees, which is limited by the completeness and length of
the sentences in each data set.
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5. Conclusions

The proposed model in this paper combines semantics and syntax for simultaneous learn-
ing. Before the model learning semantic and syntactic information, the music text se-
quence is updated through the position information of the music text sequence in the de-
pendency syntax tree as well as the relative position information and grammatical position
information of the text sequence, which not only effectively reduces the influence of some
noise words in the text sequence, but also makes the original text sequence contain gram-
matically related information before information learning. The experimental results show
that the proposed model can effectively learn semantic and grammatical information, and
each part of the model is very important. In the task of music-level emotion analysis, the
learning of semantic and grammatical information is very important for the judgment of
emotion polarity of aspect words, neither of which can be ignored. In the future works, we
will research more advanced algorithms and apply them in real engineering application.
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