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Abstract. At present, the existing news recommendation system fails to fully con-
sider the semantic information of news, meanwhile, the uneven popularity of news
will also cause the phenomenon of long tail. Therefore, we propose a novel news
recommendation model based on encoder graph neural network and Bat optimiza-
tion in online social networks. Firstly, Bat optimization algorithm is used to improve
the effect of news clustering. Secondly, the concept of metadata is introduced into
the graph neural network, and the ontology of learning resources based on knowl-
edge points is established to realize the correlation between news resources. Finally,
the model combining Convolutional Neural Network (CNN) and attention network
is used to learn the representation of news, and Gate Recurrent Unit (GRU) is used
to learn the short-term preferences of users from their recent reading history. We
carry out experiments on real news datasets, and compared with other advanced
methods, the proposed model has better evaluation indexes.

Keywords: news recommendation system, encoder graph neural network, Bat op-
timization, online social networks, GRU.

1. Introduction

With the rapid development of network environment, information technology has been
widely used, and people’s news reading habits have gradually shifted from the tradi-
tional media such as newspaper and TV to the Internet. However, people’s ability to read
news information is often lower than the speed of news production, and the news infor-
mation environment is becoming increasingly dense, eventually leading to ”information
overload”. Therefore, how to efficiently, quickly and effectively recommend news text
resources of interest to users has become increasingly important [1,2].
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In recent years, personalized news recommendation has gradually become the hot spot
of Web technology, and the recommendation system has a large number of applications
in real-time information, news, microblog, movie, music, blog, e-commerce and so on
[3]. Through the recommendation system, problems such as information overload can
be quickly, efficiently and accurately dealt with, users’ interest rating results on news
content and user behavior characteristics can be analyzed, and users’ interest model can
be automatically constructed by using historical data. There is no need to deliberately
conduct interest surveys on users, which greatly and effectively reduces the burden on
users and greatly improves the popularity of the recommendation system [4].

Personalized recommendation function is also very common in the mobile Internet
industry, today’s headlines, Meituan public point rating network have personalized rec-
ommendations [5]. Although people have carried out in-depth technical research and de-
velopment of recommendation algorithms for many times, the existing recommendation
algorithms still have limitations: (1) News has strong timeliness. News platforms auto-
matically generate a lot of new news every day, and old news will quickly disappear. This
causes a large degree of cold start problem, resulting in many user behavior dependent
recommendation methods such as collaborative filtering can not be used; (2) News arti-
cles have a rich body, which contains important information that is not used, and cannot
be directly represented by ID and other features simply and intuitively; (3) Accurately
model user interest. Users’ interest is diverse and changes over time, which requires a lot
of mining and modeling based on user feedback behavior. But there is often no explicit
user feedback on news platforms, and even implicit feedback is sparse. Therefore, person-
alized news recommendation has become a research hotspot of many scientific research
institutions at home and abroad, and has received high attention from domestic and for-
eign academic conferences in the fields of information retrieval, data mining and artificial
intelligence [6,7].

In order to alleviate information overload and meet users’ reading needs, many news
platforms, such as Google News [8], apply recommendation system technology to rec-
ommend news and push personalized article content to users, which can significantly
improve users’ article click rate and reading satisfaction, and improve user experience.
The potential value brought by news recommendation is multifaceted. In addition to intu-
itively increasing the user click rate and reading probability, the recommendation system
can continuously meet the needs of users’ preferences, increase user stickiness, and cul-
tivate user loyalty for media platforms. Compared with other recommendation systems
[9], news recommendation is not only affected by problems such as cold start and sparse
data, but also faces unique problems in this field, such as rapid iteration of news content,
unstructured data generated by news text, and uneven popularity of news. Therefore, re-
searchers need to apply the right medicine and propose effective solutions to the actual
problems in the field of news recommendation [10].

To solve the above problems, this paper divides the user’s interest into multiple di-
mensions for learning when dealing with the user’s long-term reading history, combines
the user’s own attribute information, and uses the attention mechanism to distinguish the
influence of each dimension, so as to extract the user’s interest in different dimensions
in the reading history over a long period of time as the user’s long-term preference. In
addition, this paper uses the Convolutional Neural Network (CNN) [11] and the atten-
tion network [12] to learn the news representation model, and uses Gate Recurrent Unit
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(GRU) [13] to learn the short-term preferences of users from the news reading sequence
of users in the recent period, and integrates the long-term and short-term preferences to
form a complete user representation. Therefore, this paper proposes a news recommen-
dation model based on encoder graph neural network and Bat optimization. To a certain
extent, the imbalance between the head and the tail can be alleviated, and the unpopular
news can be accurately recommended to the required users as far as possible. Our main
contributions are as follows:

1. Firstly, Bat optimization algorithm is used to improve the effect of news clustering.
2. Secondly, the concept of metadata is introduced into the graph neural network, and

the ontology of learning resources based on knowledge points is established to realize
the correlation between news resources.

3. Finally, the model combining Convolutional Neural Network (CNN) and attention
network is used to learn the representation of news, and Gate Recurrent Unit (GRU)
is used to learn the short-term preferences of users from their recent reading history.

2. Related Works

By analyzing and processing the original news data and user behavior data, the person-
alized news recommendation system combines different news recommendation methods
to model news and users, fully extracts the features of news content, and mining user
preferences to generate news and user embedded representation. Its architecture is shown
in Figure 1. When the user enters the personalized news recommendation system, the
recommendation engine will select the news that meets the user’s needs and preferences
from the candidate news set according to the user’s reading history, location, preference
and other factors, and sort the candidate news according to the prediction model to gen-
erate a recommendation list and display it to the user. For example, if the user has read
football news before, the recommendation system may recommend the latest World Cup
news to the user. If the user is located in Beijing, then the recommendation system may
recommend news about the Beijing area. In addition, the user interface will display news
on different topics for each user, collect user feedback and update the recommendations
accordingly, thus enabling personalized news recommendations.

Although PNR technology has made remarkable progress, it still needs to further im-
prove the level of personalized recommendation, including more comprehensive mining
of news semantics, more granular extraction of user preferences and the construction of
more efficient personalized news recommendation models. With the vigorous develop-
ment of mobile Internet technology, personalized news recommendation based on mobile
terminal has become the mainstream trend. Personalized mobile news recommendation
system can provide news information to users anytime and anywhere, with good inter-
activity, and bring more convenient and comfortable experience for users to obtain news
information in real time. However, the small screen size of mobile devices, the unstable
network quality and the variability of usage scenarios may affect the effect and efficiency
of personalized news recommendation system, which is still an important issue to be
solved in the future personalized mobile news recommendation research.
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Fig. 1. Personalized news recommendation system architecture

2.1. Traditional News Recommendation Methods

Early news recommendation usually relied on the correlation between news and semantic
correlation [14]. Both of these methods are to model news and calculate the similarity
between news. However, neither of these two methods can accurately describe the user’s
interest degree, they only represent the similarity between news and lack the expression of
user’s interest degree. Therefore, how to mine and express users’ interest in news reading
in personalized news recommendation task is a very important issue.

Sequential recommendation attempts to predict a users next behavior by exploiting
their historical behavior-sequences [15], which has been widely adopted in modern on-
line information systems, such as news, video, advertisements, etc. Differ from traditional
recommendation tasks that model user preferences in a static fashion, sequential recom-
mendation is capable of capturing users evolved and dynamic preferences. For example,
a user may prefer to watch soccer news only during the period of World Cup, which can
be regarded as a kind of short-term preference.

Collaborative filtering (CF) [16] calculates the behavior similarity between the target
user and the neighbor, predicts the target user’s possible score on a certain item based
on the nearest neighbor, and finally pushes the Top-N score to the target user. However,
because the news recommendation platform produces a large number of new news every
day, the news recommendation system has a serious cold start problem. However, the
collaborative filtering method is difficult to effectively solve the cold start problem of
the system, so it is not suitable for news recommendation. For this reason, many news
recommendations are based on news content, such as Koning et al. [17] combine the
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semantics of TFIDF and domain ontology to make recommendations. Yang et al. [18]
introduced a method of using word embedding to build user interest model and realize
personalized news recommendation. Both of these methods only encode news from a
single perspective and cannot fully and accurately express the semantic information of
news.

2.2. News Recommendation Based on Deep Learning Methods

In 2017, Yahoo News used a deep learning network as a feature extractor to study news
content, so as to find out users’ preferences, which effectively improved the accuracy
of the recommendation system compared with traditional methods [19]. However, this
method only vectored news from the perspective of news words. Huang et al. [20] pro-
posed a new deep hybrid recommendation model (DMFL), it vectored news from multiple
perspectives, and finally summed and averaged the vectors from each perspective to obtain
the feature vectors of users, which could not accurately model users.

In order to realize news recommendation, Google proposed Wide and Deep model
[21], which could train both linear model and deep network, but had low learning effi-
ciency in real scenes. Tiwari et al. [22] proposed personalized news recommendation for
users based on their location and interest. This method mainly vectored users and could
not accurately consider news semantic content. Liang et al. [23] proposed that knowledge
perception neural network learned news representations from news article titles, and then
learned user representations from news representations according to the similarities be-
tween candidate news and each browsed news. This method only quantified news from
the perspective of news headlines, and could not accurately model news content.

Cold-start Recommendation. Making recommendations for new users or items with
limited interaction samples is a challenging problem in recommender systems, also named
cold-start problem. According to the number of interaction samples, the cold-start prob-
lem can be divided into two phases: cold-start phase (zero sample) and warm-up phase (a
few samples).

For the cold-start phase, it is common to use auxiliary information, e.g., user attributes,
item attributes, knowledge graph, samples in auxiliary domain.

The warm-up phase is a dynamic process that gradually improves the recommendation
performance with the increase of samples. DropoutNet, MetaEmb and MeLU are able to
solve the cold-start problem in warm-up phase, and they have been introduced above.
MetaHIN and MAMO share similar idea with MeLU. These methods can be categorized
into three groups: (1) MeLU, MAMO, MetaHIN try to personalize the parameters of the
deep model. (2) MetaEmb exploits a good pre-trained embedding. (3) DropoutNet learns
a more robust item embedding. Note that the proposed MWUF is completely different
from these methods, and does not belong to the three groups. MWUF learns to warm up
cold items by using meta networks to predict scaling and shifting functions which can
transform the cold ID embeddings to fit the model better.

Multimodal-based news recommendation. Most of the existing news representa-
tion methods usually only learn the news representation from the news text, and ignore
the visual information in the news (such as pictures, animations, etc.). In fact, users click
on news not only because they are interested in the headlines, but also because they are
likely to be attracted by multimodal features such as images, audio, and video. Therefore,
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integrating visual and text information to learn multimodal features is particularly impor-
tant for news modeling and predicting news click rates. Guo et al. [24] proposed a news
recommendation method based on deep reinforcement learning by integrating multimodal
features to learn news representations and representing users’ interests to multi-modal in-
formation. Wu et al. [25] adopted a pre-trained visual language model to encode news text
and the region of interest images extracted from news images, and proposed a multimodal
news recommendation method. Xun et al. [26] adopted the method of visual semantic
modeling to capture the visual impression information perceived by users when browsing
news, so as to further understand the process of users reading news. Experiments showed
that news recommendation with multi-modal features could describe news content more
comprehensively and improve the effect and accuracy of news recommendation.

Reference [27] proposed a method to predict news click rate through deep knowl-
edge perception network and improved news representation learning by using knowledge
graph. Reference [28] proposed a deep reinforcement learning framework, which could
dynamically complete the modeling of news and users, and improve the diversity of news
recommendation while ensuring the accuracy of recommendation. Reference [29] pro-
posed a deep neural network model combined with attention mechanism to complete the
task of news recommendation. The model included three extractors, which learned news
representation, sequence information features and user interests respectively, effectively
improving the accuracy of news matching. References [30,31] respectively proposed a
neural network news recommendation model based on personalized attention mechanism
and a neural network news recommendation method based on attention multiple views.
The former focused on mining the impact of news on users at the word and document lev-
els by applying attention mechanism, while the latter focused on mining different types
of news information by integrating multi-view news recommendation methods for better
news recommendation. It can be seen that most of the mainstream methods in the field of
news recommendation are based on neural network and deep learning related technolo-
gies. In the future, neural network and deep learning will be important directions in this
field.

3. Proposed News Recommendation Model

Firstly, Bat optimization algorithm is used to improve the effect of news clustering. Sec-
ondly, the concept of metadata is introduced into the graph neural network, and the ontol-
ogy of learning resources based on knowledge points is established to realize the corre-
lation between news resources. Finally, the model combining Convolutional Neural Net-
work (CNN) and attention network is used to learn the representation of news, and Gate
Recurrent Unit (GRU) is used to learn the short-term preferences of users from their re-
cent reading history. The proposed scheme process is shown in figure 2.

3.1. Bat Optimization-based News Clustering

In the process of data modeling, project type characteristics are set in this paper, which
can accurately feedback news preferences and provide accurate recommendation content.
For personalized recommendation system, there are many types of characteristics in each
project. This results in fewer project types than project numbers. In addition, different
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Fig. 2. Proposed news recommendation model framework

users will have different news interests and preferences for each project type. According
to the above characteristics, this paper chooses the method combining item-scoring matrix
and item-type matrix to design the ration-proportion-item-preference (RPIP) algorithm.
Based on this, the user’s preferences for various items are predicted, and the fine-grained
user-project type preference matrix is constructed.

Rating proportion (RP) represents the proportion of the total rating Ru of a user u to
the total rating of an item of type Ru,i. The calculation process of the score ratio is shown
in equation (1).

Qu,i =

∑
i∈Iu,e

Ru,i

Ru
. (1)

Where Qu,i is the score ratio. i is a self-scoring variable.
Item preference (IP) represents the proportion of the item number C(I) of type e

in the total number C(Ie), which can effectively avoid the difference in user preference
caused by popular items of type e. The matrix Mi,e is compiled by calculating the items
in equation (2). To avoid the problem that the number of items of type e is 0, this article
uses C(Ie) + 1 as the denominator.

Mi,e = ln
C(I)

C(Ie) + 1
. (2)

User’s preference for project type Pu is:

Pu = Qu,i ×Mi,e. (3)

Formula (3) is used to calculate the degree of user preference for project type, and
a fine-grained user-project type preference matrix is constructed. In this paper, the real
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evaluation data are selected in the process of analysis and calculation. For the case that
the evaluation data is empty, part of the data is represented as 0.

The processing process of bat-optimized user fuzzy clustering algorithm is as follows:
Firstly, the optimal initial clustering center is determined by bat-optimized algorithm;
Then, fuzzy C-means (FCM) clustering is implemented for users. When bat optimization
algorithm [32] is used, each bat is represented as a cluster center matrix . Bat optimization
clustering is shown in Algorithm 1.

Algorithm 1 Bat optimization clustering
1: Input: Fine-grained user-item type preference matrix, bat population size h, cluster number,

maximum number of iterations T .
2: Output: Membership matrix of user cluster containing W and c user clusters.
3: The randomly generated initial bat population C, and the initialized bat individual Ci, velocity

Vi, position xi, pulse emissivity ri, loudness Ai, and frequency fi.
4: Calculating membership.
5: The individual fitness values of all bats in the population are calculated and sorted, and the bat

individuals with the best fitness values are selected.
6: The individual position and speed parameters of bats are modified.
7: Generating a random number r0 and traversing individual bats within the population. When the

conditions are met r0 < ri to generate xnew and the fitness Ffit is calculated.
8: The random number r1 is generated and the individual bats in the population are traversed. If

condition r1 < Ai is true, receive xnew of step 5 and modify loudness and pulse emissivity.
9: When the number of iterations is less than T or the convergence condition of cluster center is

not satisfied, the iteration is carried out again in step 2. On the contrary, bat individual xbest

under the condition of optimal fitness value is output, and it is regarded as the optimal initial
cluster center and cluster division is implemented to generate user cluster membership matrix
W and c user clusters.

3.2. News Resource Ontology Construction Based on Improved Graph Neural
Network

At present, most online education platforms provide users with services that integrate
high-quality online courses and other learning resources. However, in the face of massive
learning resources, it is difficult for users to quickly find learning materials suitable for
themselves, and even problems such as ”cognitive load” and ”information trek” may oc-
cur. Therefore, it is an urgent need of online education platform to intelligently analyze
the rules of learning behavior and cognitive characteristics of users according to their
learning process, and to provide personalized learning resource recommendation.

Information management. The management module of the NEWS ontology provides
a vocabulary which allows the definition of metadata regarding the news item life-cycle
management. Aspects like authorship information, rights, etc. are covered by this module.
An application of such information is, for example, finding adequate journalists to cover
a certain event (e.g. a soccer match, a political meeting, etc.). This is simply implemented
by searching the NEWS system datawarehouse to find the authors of former news items
reporting on similar events. Another example: management metadata could be used to
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define the urgency of a certain news item. This is helpful in deciding the order in which
news items are sent to clients or are processed by certain procedures in the agency’s
production workflow (automatic annotation, for instance).

In order to realize effective recommendation of news resources, it is far from enough
to consider users’ preferences only. In the current educational environment, learning re-
sources show an obvious trend of complexity and diversification both in structure and
form, among which the forms of expression can be divided into courseware, cases, docu-
ments, indexes, online courses, test questions, test papers, assignments, texts, etc. In this
context, the ontology construction based on knowledge points is realized by improving
the graph neural network. The basic principle of this process is to fully reflect the data
sharing value of news resources at all levels and types. The disordered and non-structured
news resources are divided into text data and media data. Among them, the text materi-
als include courseware, cases, test papers, workbooks of auxiliary materials, etc. Media
materials include video, animation, audio, text, pictures, etc. For some resources whose
classification is difficult to be defined directly, the improved graph neural network is used
to restructure them, and the ontology representation construction method based on meta-
data is adopted to solve the fuzzy problem of knowledge domain definition in graph neural
network.

To this end, the news resource model is first constructed, which is as follows:

γ =
sim(x1, x2, · · · , xi)

p
. (4)

Where γ is the learning resource model. xi is composed of knowledge points. sim(x1, x2, · · · , xi)
is the degree of similarity between the knowledge points. p indicates the proportion of
metadata in the resource. This model is mainly used for the management and retrieval of
knowledge points in learning resources. When the knowledge points are used to describe
the resource ontology, the correlation between the ontology and knowledge points is es-
tablished through metadata. Using metadata attributes to define the hierarchy of different
categories, a graph neural network including parent classes (data, animation, course, etc.)
and sub-classes (text, graphics, video, image, audio, etc.) is constructed. At this time,
the hierarchical relationship of news resources can reflect the difference in the compo-
sition of knowledge points. In order to associate different resources, the relationship be-
tween knowledge points in the resource structure of improved graph neural network is
designed into four types: parent-child, reference, dependence and parallel. Among them,
the father-son relationship mainly reflects the part and integrity of resources, the depen-
dence relationship mainly reflects the overlap of resources, and the parallel relationship
mainly reflects the independence of knowledge points between resources.

3.3. Title Encoder

The title encoder vectorizes news headlines. The title encoder includes a preprocessing
layer, a word vector training layer, a CNN layer and an attention layer.

The preprocessing layer performs word segmentation of the news titles, and the Jieba
word segmentation tool is used to perform preprocessing operations such as word segmen-
tation and deactivation of the titles. The word after the news title participle is expressed
as [st1, s

t
2, · · · , stM ], and M is the number of title words.
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The CNN layer extracts the features between words by passing the word vectors of
the training layer through the CNN network. The width of the convolution kernel is con-
sistent with the word embedding dimension, and the number of window words for each
convolution operation is denoted as h, that is, the convolution kernel ϖ ∈ Rh×d. The
convolution result of sliding the i-word window of the news title is:

N t
i = ReLU(ϖwi:i+h−1) + b. (5)

Where ReLU is a nonlinear activation function. wi:i+h−1 is the number of words
taken for each convolution operation. b ∈ R is offset. The title words are expressed as:
[N t

1, N
t
2, · · · , N t

P ].
The attention layer uses the attention mechanism to assign weight to each word. αt

i

represents the attention weight of the i-th word in the news title, and its calculation for-
mula is:

ati =
qTt tanh(Vt × cti + vt)

||qTt ||L2||qTt tanh(Vt × cti + vt)||L2
. (6)

αt
i =

exp(ati)∑M
j=1 exp(a

t
i)
. (7)

Where Vt represents the weight, vt represents the offset item, cti represents the vector
of the i − th word in the news title, and qt represents the query vector. The news title
vector is represented as:

rt =

M∑
i=1

αt
ic

t
i. (8)

3.4. Text Encoder

Text encoder vectorizes the news text. The text encoder includes a preprocessing layer, a
word vector training layer, a CNN layer and an attention layer.

The preprocessing layer divides the news text into words, the Jieba word segmenta-
tion tool is used to divide the text into words, the words of the news text are represented
as [sb1, s

b
2, · · · , sbP ], P is the number of words in the text. The word vector training layer

is to obtain the word vector of the news text from the word segmentation of the prepro-
cessing layer through the BERT model, and the word vector of the text is represented as
[cb1, c

b
2, · · · , cbP ].

The CNN layer extracts the features between words by passing the word vectors of
the training layer through the CNN network. The width of the convolution kernel is con-
sistent with the word embedding dimension, and the number of window words for each
convolution operation is denoted as h, that is, the convolution kernel ϖ ∈ Rh×d. The
convolution result of sliding the i-word window of the news text is:

N t
i = ReLU(ϖwi:i+h−1) + b. (9)
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Where ReLU is a nonlinear activation function. wi:i+h−1 is the number of words
taken for each convolution operation. b ∈ R is offset. The title words are expressed as:
[N t

1, N
t
2, · · · , N t

P ].
The attention layer uses the attention mechanism to assign weight to each word. αtb

i

represents the attention weight of the i − th word in the news title, and its calculation
formula is:

abi =
qTb tanh(Vb × cbi + vb)

||qTb ||L2||qTb tanh(Vb × cbi + vb)||L2
. (10)

αb
i =

exp(abi )∑M
j=1 exp(a

b
i )
. (11)

Where Vb represents the weight, vb represents the offset item, cbi represents the vector
of the i − th word in the news title, and qb represents the query vector. The news title
vector is represented as:

rb =

P∑
i=1

αb
ic

b
i . (12)

3.5. Decoder

Since RNN has ability to learn current word from the previous words in the sequence
and it can consider the encoder’s representation and its internal state at the same time,
we use RNN as the decoder. We denote xi

d as the word embedding of the i − th word in
the scientific papers and apply gated recurrent unit (GRU) to solve gradient exploding or
vanishing problem. The attention mechanism leans a weighted interpolation ci based on
the encoder’s representation, i.e.,

ci =
∑
j

αijsj . (13)

where αij is the output value derived from the softmax function and the i − th word
must be aligned with the j − th output.

3.6. User Long-term Preference Fusion

The short-term interests of users are dynamic and changeable, and we usually learn users’
short-term preferences from their recent news reading history. To capture sequential in-
formation in a user’s reading history, we use a GRU network to learn a user’s short-term
interest representation. The news representation vector obtained by our news modeling is
d, and the representation vector of the user’s short-term reading history sequence can be
expressed as d1, d2, · · · , dN . N is the length of the short-term sequence, then the GRU
network calculates the expression of the user’s short-term interest as shown in equations
(14-18).

ri = sigmoid(Wr[ht−1, dt]). (14)
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zi = sigmoid(Wz[ht−1, dt]). (15)

h̃t = tanh(Wh̃[r1 ◦ ht−1, dt]). (16)

ht = (1− zt) ◦ ht−1 + zt ◦ h̃t. (17)

ushort = hN . (18)

Where ◦ indicates the hadamard product. Wr, Wz , and Wh̃ are parameters to be
learned in the GRU network. The hidden state of the last output is recorded as the user’s
short-term interest indicating ushort.

3.7. Model Training

For the prediction of ratings between users and news, we use a simple dot product to
efficiently calculate the matching score between users and news, i.e. score = uT d.

We use negative sampling technique to train the model. For each positive sample, that
is, the news clicked by the user, we randomly select K news that has not been clicked as
negative samples, so as to transform the original complex prediction problem into K +
1 binary classification problem, so as to simplify the training process and improve the
computational efficiency. Under this condition, the posterior probability of each positive
sample being clicked can be expressed as equation (19).

positive =
exp(uT dPi )

exp(uT dPi ) +
∑K

j=1 exp(u
T dNi,j)

. (19)

Where P represents the number of positive samples. dPi represents the i− th positive
sample. dNi,j represents the j − th negative sample of the i − th positive sample, and the
sum of the negative likelihood logarithm of the click-through rate of all positive samples
is taken as the loss function of the model, namely,

Loss =

P∑
i=1

log(
exp(uT dPi )

exp(uT dPi ) +
∑K

j=1 exp(u
T dNi,j)

). (20)

4. Experiment Results and Analysis

4.1. Datasets

This paper conducts experiments on the Chinese data set Baidu news, the English dataset
MIND (Microsoft news data set) Adressa data set and Digg data set.

Baidu news is to crawl the browsing history of some users in September 2018 on
Baidu News website, including users, news titles, news text, and browsing time stamps.
We build the test set using data from September 25 to September 30, and the training set
using data from September 1 to September 24.
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MIND [33] is a large scale news recommendation English data set collected by Mi-
crosoft News from its anonymous user logs from October 12 to November 22, 2019,
which contains users, news headlines, news text, news summaries, news categories, and
news entities. This article builds a test set using data from November 15 to November 22,
and a training set using data from October 12 to November 14.

Adressa data set [34] consists of newslogs collected from the Adresseavisen web-
site over a period of 3 months, in both full and small datasets. The full version includes
3,083,438 users, 48,486 articles and 27,223,576 clicks in 10 weeks. The minor version
has 561,733 users, 11,207 articles, and 2,286,835 clicks in one week.

The Digg dataset [35] consists of 3553 news items collected by the Information Sci-
ence Institute of the University of Southern California on the Digg website in June 2009,
including the digg votes table and the digg friends table. The digg votes table contains
139,409 users and 3,018,197 votes; The digg friends table contains 1731,658 link rela-
tionships between 71367 users.

4.2. Evaluation Index

In this paper, T is set as the test set to recommend news for user u. Fu is the recommended
result. Suppose that the news set that user u is interested in in the test data set is denoted
as Tu, and the performance indicators in this paper take Precision (P), Recall (R) and F1
index as references.

Precision refers to the proportion of content in the news list recommended by the news
recommendation system that conforms to user preferences. The higher the accuracy rate,
the more accurate the news recommendation is. The calculation formula is as follows:

P =

∑
u |Fu ∩ Tu|∑

u |Fu|
. (21)

Recall refers to the proportion of news recommended by the recommendation system
in the process of users interacting with many news, that is, the share of news recommended
by the system in the news viewed by users, and its calculation formula is as follows.

R =

∑
u |Fu ∩ Tu|∑

u |Tu|
. (22)

The measurement standard of the recommendation system is that the higher the ac-
curacy rate and recall rate, the better. However, because these two indicators are contra-
dictory to some extent, F1 is the evaluation index that combines the two. Therefore, this
paper uses F1 values to measure the performance of the recommendation system. The
higher the F1 value, the better the comprehensive performance. The calculation formula
is as follows:

F1 =
P +R

PR
. (23)

4.3. Influence of News Recommendation List N on P, R and F1 Values

The test set news count for the Chinese data set is 3654 click-throughs from 853 users,
the test set for the English data set is 6325 click-throughs from 920056 users, test set of
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Adressa is 4892 click-throughs from 10057 users and the test set of Digg is 7884 click-
throughs from 50478 users.

The different length of the recommendation list will directly affect the P, R, and F1
values of the result. In order to verify the effectiveness of Attention-BTE under different
length of recommendation list, in the test set, the range of recommendation list N is taken
as 10,20,30,40,50 in this experiment. However, the value of N cannot be infinite, because
it cannot be separated from the limit of the test set. Figures 3-6 (tables 1-4) respectively
show the comparison of P, R and F1 values of Chinese, English, Adressa, Digg data sets
under different recommendation list lengths N.

Table 1. Comparison of the number of different news recommendations in Chinese data
set

Number of news recommendations P R F1

10 0.38 0.40 0.20
15 0.40 0.40 0.21
20 0.42 0.40 0.22
25 0.51 0.56 0.28
30 0.60 0.72 0.34
35 0.56 0.60 0.29
40 0.46 0.48 0.24
45 0.43 0.44 0.22
50 0.40 0.39 0.19

Fig. 3. Comparison of the number of different news recommendations in Chinese data sets
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Table 2. Comparison of the number of different news recommendations in English data
set

Number of news recommendations P R F1

10 0.50 0.45 0.24
15 0.55 0.57 0.28
20 0.59 0.69 0.32
25 0.67 0.77 0.36
30 0.75 0.84 0.40
35 0.66 0.77 0.36
40 0.63 0.70 0.33
45 0.61 0.67 0.32
50 0.59 0.64 0.31

Fig. 4. Comparison of the number of different news recommendations in English data sets

Table 3. Comparison of the number of different news recommendations in Adressa data
set

Number of news recommendations P R F1

10 0.61 0.56 0.35
15 0.66 0.68 0.39
20 0.70 0.80 0.43
25 0.78 0.88 0.47
30 0.86 0.95 0.51
35 0.77 0.88 0.47
40 0.74 0.81 0.44
45 0.72 0.78 0.43
50 0.70 0.75 0.42
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Fig. 5. Comparison of the number of different news recommendations in Adressa data sets

Table 4. Comparison of the number of different news recommendations in Digg data set

Number of news recommendations P R F1

10 0.49 0.51 0.31
15 0.51 0.51 0.32
20 0.53 0.51 0.33
25 0.62 0.67 0.39
30 0.71 0.83 0.45
35 0.67 0.71 0.40
40 0.57 0.59 0.35
45 0.54 0.55 0.33
50 0.51 0.50 0.30

Fig. 6. Comparison of the number of different news recommendations in Digg data sets
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It can be concluded from Figures 3-6 that when 30 news articles are recommended
to users, P, R and F1 can achieve the maximum value, and the news recommendation
effect is the best. As the list of recommendations grows, P, R, and F1 gradually increase.
This is because the length of the recommendation list increases to include more items that
interact with the user. However, the values of P, R and F1 show a decreasing trend when
the number of recommendations is 40 and 50, which is due to the over-fitting phenomenon
caused by the increase in the number of recommendations. That is, too small a number
of recommendations cannot increase the number of projects that interact with users, and
in the case of a small number of test sets, too large a number of recommendations is
susceptible to the impact of quantitative over-fitting.

4.4. Comparison With Other State-of-the-art Methods

When the number of recommendation lists is the same, this new method is compared
with news recommendation algorithms including KEHB [36], Feedrec [37], MACR [38],
GACF [39]. The recommended precision, recall rate and F1 values in Chinese, English,
Adressa, Digg data sets are shown in Tables 5-8 respectively. Meanwhile, pictorial dia-
grams of them are shown in figures 7-10. This article has the following observations.

Table 5. Comparison results of different models on Chinese data sets

Method P R F1

KEHB 0.48 0.67 0.28
Feedrec 0.54 0.68 0.30
MACR 0.56 0.68 0.31
GACF 0.58 0.69 0.32
Proposed 0.61 0.72 0.33

Table 6. Comparison results of different models on English data sets

Method P R F1

KEHB 0.62 0.75 0.29
Feedrec 0.62 0.76 0.29
MACR 0.69 0.80 0.32
GACF 0.72 0.82 0.33
Proposed 0.74 0.84 0.36

First, since the number of users and the number of news in English data set is larger
than that in Chinese data set, the accuracy of Feedrec in Chinese data set is lower than
that of KEHB, while the opposite is true in English data set. This may be due to the small
number of users and news in the Chinese data set, and the serious problem of sparse user-
item scoring matrix encountered in Feedrec, so the size of the data set is also the key to
affecting the accuracy of news recommendation.
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Table 7. Comparison results of different models on Adressa data sets

Method P R F1

KEHB 0.51 0.64 0.24
Feedrec 0.51 0.65 0.23
MACR 0.58 0.79 0.31
GACF 0.69 0.81 0.32
Proposed 0.75 0.82 0.35

Table 8. Comparison results of different models on Digg data sets

Method P R F1

KEHB 0.59 0.78 0.39
Feedrec 0.65 0.79 0.41
MACR 0.67 0.79 0.42
GACF 0.69 0.80 0.43
Proposed 0.72 0.83 0.44

Fig. 7. Visualization display of table 5

Fig. 8. Visualization display of table 6
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Fig. 9. Visualization display of table 7

Fig. 10. Visualization display of table 8
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Second, the method that combines headlines, body and categories (e.g. MACR) is
superior to the method that only uses news headlines (e.g. GACF), which may be that
rich content information helps to learn more accurate news presentation and proves the
effectiveness of integrating multiple news information.

Third, the model in this paper is superior to KEHB, Feedrec, MACR and GACF,
because the model makes full use of the theme, text and event of the news, and takes the
event as a perspective of news information to form an informative news representation,
and the F1 value is increased by about 6%.

4.5. Ablation Experiment

In this section, we conduct ablation experiments to show the effectiveness of proposed
method. The results are shown in tables 9-12. From the results, we can see that the pro-
posed method has the better effect.

Table 9. Ablation comparison results on Chinese data sets

Method P R F1

CNN 0.49 0.66 0.29
CNN+GNN 0.57 0.68 0.31
CNN+GRU 0.58 0.69 0.32
Proposed 0.61 0.72 0.33

Table 10. Ablation comparison results on English data sets

Method P R F1

CNN 0.66 0.78 0.30
CNN+GNN 0.68 0.79 0.31
CNN+GRU 0.71 0.82 0.34
Proposed 0.74 0.84 0.36

Table 11. Ablation comparison results on Adressa data sets

Method P R F1

CNN 0.67 0.74 0.29
CNN+GNN 0.68 0.75 0.31
CNN+GRU 0.72 0.79 0.34
Proposed 0.75 0.82 0.35
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Table 12. Ablation comparison results on Digg data sets

Method P R F1

CNN 0.66 0.79 0.39
CNN+GNN 0.68 0.80 0.42
CNN+GRU 0.71 0.81 0.42
Proposed 0.72 0.83 0.44

5. Conclusions

Research on news recommendation has important practical significance and application
needs. The accuracy of news recommendation lies in whether the content information
of news is fully considered. This paper proposes a novel news recommendation model
based on encoder graph neural network and Bat optimization in online social networks,
news headlines, text and events are integrated through attention mechanism to get news
vectorization. First of all, because words are the most basic unit of news headlines, text
and events, and the same word has different meanings in different news, starting with
the most basic words, each word is assigned different weights, which can fully consider
news semantic information. Secondly, it can accurately vectorize users. Since each user is
interested in news from different angles, the attention mechanism can accurately describe
the user’s perspective of interest in news, so as to accurately vectorize the user. Finally,
the attention mechanism is used to assign weights to the headlines, text and events of
the news, and the ratio of each Angle to the vectorization accuracy of the news is fully
considered. The validity of this method is verified by experiments with real experimental
data.

In exploring the diversity of news recommendation, the existing research usually only
focuses on the diversity of recommended content, often ignoring the balance between
diversity and accuracy, which is likely to lead to a large difference between the recom-
mended news and the actual preferences of users. Thus, the user’s satisfaction with the
recommendation system is reduced, and even the user information is lost. Therefore, it is
of great significance to design a more comprehensive diversified news recommendation
model for improving the quality of online news service. In the follow-up research, the
vectorization of events can be calculated using the advanced neural network method to
further improve the accuracy of news recommendation.
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