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Editorial

Mirjana Ivanović1, Miloš Radovanović1, and Vladimir Kurbalija1

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia

{mira,radacha,kurba}@dmi.uns.ac.rs

This third issue of Volume 18 of Computer Science and Information Systems in 2021
contains 22 regular articles. We thank all authors and reviewers for their hard work, with-
out which the current issue, and journal publication in general, would not be possible.

The first regular paper, “FPGA Implementation of Fuzzy Medical Decision Support
System for Disc Hernia Diagnosis” by Tijana Šušteršič et al. uses sensor measurements
of foot force in combination with fuzzy logic to implement a decision support system
for disc hernia diagnostics on a Field Programmable Gate Array (FPGA). Experimental
results show that the system performs comparably to its non-FPGA counterpart in both
pre-op and post-op scenarios, at the same time representing an inexpensive, portable ex-
pert system for real-time data acquisition and processing, as well as disc hernia diagnosis
and patient condition tracking.

The second article, “A New Approximate Method for Mining Frequent Itemsets from
Big Data” authored by Timur Valiullin et al. proposes a new approach for approximately
mining of frequent itemsets in a big transaction database that can miss some true item
sets, but on the other hand can be implemented in a distributed environment. The issue of
false negatives is tackled by introducing an additional hyperparameter to the algorithm.

“Reverse Engineering Models of Software Interfaces” by Debjyoti Bera et al. presents
a passive learning technique for interface models inspired by process mining techniques.
The approach is based on representing causal relations between events in an event log and
their timing information as a timed-causal graph, which is further processed and trans-
formed into a state machine with a set of timing constraints.

In the article entitled “DrCaptcha: An Interactive Machine Learning Application,”
Rafael Glikis et al. describe an interactive machine learning system that provides third-
party applications with a CAPTCHA service and, at the same time, uses the user’s input
to train artificial neural networks that can be combined to create a powerful OCR sys-
tem. This way, two problems with constructing machine learning systems identified in
the article are tackled: overfitting the training data and human involvement in the data
preparation process.

Sabina-Adriana Floria and Florin Leon, in “A Novel Information Diffusion Model
Based on Psychosocial Factors with Automatic Parameter Learning,” propose a model
for imitating the evolution of information diffusion in a social network. Individuals are
modeled as nodes with two factors (psychological and sociological) that control their
probabilistic transmission of information, with a genetic algorithm being used to tune
the parameters of the model to fit the evolution of information diffusion observed in two
real-world datasets.

“Arabic Linked Drug Dataset Consolidating and Publishing,” authored by Guma Lak-
shen et al. examines the process of creating and publishing an Arabic linked drug dataset
based on open drug datasets from selected Arabic countries and discusses quality is-
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sues considered in the linked data lifecycle when establishing a semantic data lake in
the pharmaceutical domain. The article showcases how the pharmaceutical industry can
take leverage emerging trends for building competitive advantages, at the same time ac-
knowledging that better understanding of the specifics of the Arabic language is needed
in order to extend the usage of linked data technologies in Arabic companies.

Dragana Radojičić et al. in their article “A Multicriteria Optimization Approach for the
Stock Market Feature Selection” explore the informativeness of features extracted from
limit order book data in order to classify market data vectors into two classes (buy/idle)
using a long short-term memory (LSTM) deep neural network. New technical indica-
tors based on support/resistance zones are introduced to enrich the set of features, and
multicriteria optimization is employed to perform adequate feature selection among the
proposed approaches with respect to precision, recall, and the F-score.

The article “End-to-End Diagnosis of Cloud Systems Against Intermittent Faults,” by
Chao Wang et al. proposes a fault diagnosis method that can effectively identify and locate
intermittent faults originating from processors in the cloud computing environment. The
method is end-to-end in that it does not rely on artificial feature extraction for applied sce-
narios (making it more generalizable than conventional neural network-based methods),
it can be implemented with no additional fault detection mechanisms, and is realized by
software with almost zero hardware cost.

“Distance based Clustering of Class Association Rules to Build a Compact, Accu-
rate and Descriptive Classifier” by Jamolbek Mattiev and Branko Kavšek introduces new
methods that are able to reduce the number of class association rules produced by “classi-
cal” class association rule classifiers, while maintaining an accurate classification model
that is comparable to the ones generated by state-of-the-art classification algorithms. This
is achieved by employing distance-based agglomerative hierarchical clustering as a post-
processing step to reduce the number of rules, and different strategies based on database
coverage and cluster center in the rule-selection step.

Lamia Cheklat et al., in their article “CHEARP: Chord-based Hierarchical Energy-
Aware Routing Protocol for Wireless Sensor Networks” design an energy efficient location-
independent routing protocol for data delivery in wireless sensor networks (WSNs). Con-
trary to existing protocols that connect nodes independently of their physical proximity,
this article proposes an approximate logical structure to the physical one, where the aim
is to minimize the average paths’ length.

In “Decision-Making Support for Input Data in Business Processes according to For-
mer Instances,” José Miguel Pérez Álvarez et al. propose learning the evolution patterns
of the temporal variation of the data values in a process model extracted from previous
process instances by applying constraint programming techniques. The knowledge ob-
tained is applied in a decision support system (DSS) which helps in the maintenance of
the alignment of the process execution with the organizational strategic plans, through a
framework and a methodology.

The article “Intrusion Prevention with Attack Traceback and Software-defined Con-
trol Plane for Campus Networks” by Guangfeng Guo et al. proposes an intrusion preven-
tion system (IPS) based on coordinated control between the detection engine, the attack
traceback agent, and the software-defined control plane. The solution includes a novel al-
gorithm to infer the best switch port for defending different attacks of varied scales based
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on the inverse header space analysis (HSA) and the global view of the software-defined
controller.

“Class Balancing in Customer Segments Classification Using Support Vector Ma-
chine Rule Extraction and Ensemble Learning” by Suncica Rogic and Ljiljana Kasce-
lan proposes a class balancing approach based on support vector machine-rule extraction
(SVM-RE) and ensemble learning in order to improve predictive models of customer seg-
ments for effective marketing. The approach also allows for rule extraction, which can
help in describing and explaining different customer segments.

In “Real Time Availability and Consistency of Health-Related Information Across
Multiple Stakeholders: A Blockchain Based Approach,” Zlate Dodevski et al. examine
different approaches and application of blockchain technology and identify which imple-
mentations of components are more suitable and beneficial for a specific electronic health
record (EHR) eco-system. The article presents alternative way of dealing with information
exchange across multiple stakeholders by justifying the use of the decentralized approach,
distributed access and solution to comprehensively track and assemble health related data.

“Predicting Dropout in Online Learning Environments” by Sandro Radovanović et al.
employs the lasso and ridge logistic regression techniques to create a prediction model
for student dropout on the Open University database. Two interesting questions are inves-
tigated: how early dropout can be predicted, and why dropouts occur.

The next article, “Deep Reinforcement Learning for Resource Allocation with Net-
work Slicing in Cognitive Radio Network” by Siyu Yuan et al. establishes a cognitive
radio network model based on the underlay model and proposes a cognitive network re-
source allocation algorithm based on the double deep Q network (DDQN) reinforcement
learning technique. The algorithm jointly optimizes the spectrum efficiency of the cogni-
tive network and quality of experience of cognitive users through channel selection and
power control.

“Patient Length of Stay Analysis with Machine Learning Algorithms,” authored by
Savo Tomović, tackles the problem of measuring factor importance on patient length of
stay in a medical emergency department. Based on a historical dataset containing average
patient length of stay per day, and factors agreed with domain expert, the article solves
the task of providing factors’ impact measure on specific days that do not belong to the
historical dataset (new observations) for which the average length of stay is higher than
the specified threshold.

Haiyan Li and Dezhi Han, in “Multimodal Encoders and Decoders with Gate Atten-
tion for Visual Question Answering” present a visual question answering (VQA) model
based on multimodal encoders and decoders with gate attention (MEDGA). Each encoder
and decoder block in the MEDGA applies not only self-attention and cross-modal atten-
tion but also gate attention, so that the new model can better focus on inter-modal and
intra-modal interactions simultaneously within visual and language modality.

“Identifying Key Node in Multi-region Opportunistic Sensor Network based on Im-
proved TOPSIS” by Linlan Liu et al. proposes a novel approach based on the improved
TOPSIS method to distinguish the key node from the ferry node in a multi-region op-
portunistic sensor network. Dynamic topology information is represented by a temporal
reachable graph, based on which three attributes are constructed to identify the key node.
Game theory with a combination weighting method is employed to combine the subjective
weight and objective weight, which is then used to improve the TOPSIS method.
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The article “Dynamic Fractional Chaotic Biometric Isomorphic Elliptic Curve for Par-
tial Image Encryption” by Ahmed Kamal et al introduced a modular fractional chaotic
sine map (MFC-SM) to achieve high Lyapunov exponent values and completely chaotic
behavior of the bifurcation diagram for high level security in image encryption. MFC-SM
is combined with various other approaches in the image encryption pipeline in order to
obtain an algorithm that is robust against common signal processing attacks and provides
a high security level and high speed for image encryption applications.

In “Time-aware Collective Spatial Keyword Query,” Zijun Chen et al. define the time-
aware collective spatial keyword query (TCoSKQ), which considers the positional rele-
vance, textual relevance, and temporal relevance between objects and query at the same
time. Two evaluation functions are defined to meet different needs of users, for each of
which an algorithm is proposed, with effective pruning strategies introduced to improve
query efficiency based on the two algorithms.

Concluding the issue, “Conflict Resolution Using Relation Classification: High-Level
Data Fusion in Data Integration” by Zeinab Nakhaei et al. tackle the problem of conflict
resolution in data integration systems by bridging the gap between relation estimation and
truth discovery, demonstrating that there is a natural synergistic relationship between ma-
chine learning and data fusion. Relational machine learning methods are used to estimate
the relations between entities, and then these relations are employed to estimate the true
value using some fusion functions.

We hope that this issue brings forth interesting and diverse articles that cover a wide
range of contemporary research topics. Besides being an informative read, we believe
that the presented research could be attractive and represent a good starting point and/or
motivation for other authors to extend the presented scientific achievements and continue
with similar research efforts.
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Abstract. The aim of this study was to create a decision support system for disc 

hernia diagnostics based on real measurements of foot force values from sensors 

and fuzzy logic, as well as to implement the system on Field Programmable Gate 

Array (FPGA). The results show that the created fuzzy logic system had the 

92.8% accuracy for pre-operational diagnosis and very high match between the 

Matlab and FPGA output (94.2% match for pre-operational condition, and 100% 

match for the post-operational and after physical therapy conditions). Interestingly 

enough, our system is also able to detect improvements in patient condition after 

the surgery and physical therapy. The main benefit of using FPGAs in this study is 

to create an inexpensive, portable expert system for real time acquisition, 

processing and providing the objective recommendation for disc hernia diagnosis 

and tracking the condition improvement. 

Keywords: disc hernia diagnosis, fuzzy inference systems, FPGA, medical 

decision support system, hardware. 

1. Introduction 

In diagnosing discus hernia, magnetic resonance imaging (MRI) represents the gold 

standard. However, MR scans alone are not as accurate as initially believed and should 

not be used as the only diagnostic tool [1, 2]. While MRI and CT scanning are more or 

less invasive and not appealing to the examined subject, both of these procedures are 

time-consuming screening methods, and the queue time is substantial. Therefore, in 

addition to surgical screening, using one of the appropriate imaging modalities to 

diagnose lumbar discus hernia, the patient's medical history and physical examination 

are necessary [3]. Such tests involve a set of measures (neurological evaluation of 

motor, sensory, deep tendon reflex functions etc.) that will help assess the likely cause of 

pain and the potential existence of a spinal nerve deficit [4].  
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Neurological examination takes into account dermatomes. Dermatomes are described 

as areas of skin innervated by specific nerves that originate from the spine [5, 6]. The 

innervation of the muscles and the skin region on toes originate from the nerves between 

the discs L5 and S1 in the spine, while the innervation of the heels arises from the nerves 

that arise between the discs L4 and L5 in the spine [7, 8]. This means that when disc 

herniation is present at either L4-L5 or L5-S1 level, the nerves experience pressure at 

that level on either left or right side, causing muscle weakness on the corresponding left 

or right foot. The main medical clausula, used in this paper is that innervation of the 

muscles and the area of the skin on the forefeet originates from the pressured nerve 

located between the L5 and S1 vertebrae, while the roots of the nerves innervating the 

heels are located between the spine disks of L4 and L5 [7, 8]. As a result, if disk 

herniation is located at the L4-L5 level, the subject would suffer muscle weakness on 

heels, whilst subjects with disc hernia on level L5-S1, would suffer muscle weakness on 

forefeet. Therefore, the clinical evaluation of the level of discus hernia includes pushing 

the patient's forefeet and heels against doctors’ hand and attempting to determine 

whether there is a muscle weakness on the forefoot/heel. Despite the fact that the 

neurological examination has been identified as a reliable procedure for diagnosing disk 

herniation [9, 10], the reliability depends on standardization [10] and the tests for 

muscle weakness are subjective and could be affected by many factors, including disease 

severity, doctor’s experience, etc. It can be concluded that there is a need for an accurate 

evaluation of the motor function / weakness of the toes, which is non-invasive and can 

be used as part of the decision support system in the diagnosis of disk hernia. We 

present the novel methodology for measuring feet forces using the platform with 

sensors. Such sensors, along with the custom design chip (i.e. programed FPGA chip), 

would create an independent system for disc hernia diagnostics that can replace the 

subjective neurological test. 

1.1. Related work 

Although fuzzy logic is a long-studied topic, and there is a tremendous number of papers 

that deal with FPGA-based fuzzy logic controllers [11-15], there are not so many studies 

that deal with implementation of fuzzy systems on FPGAs that are related to medicals 

diagnostics. Several attempts have been made to resolve fuzzy inference issues using 

parallel processing and reconfigurable architecture available through Field 

Programmable Gate Array (FPGA) [16]. Chowdhury et al. have published several 

papers on the topics of FPGA-based fuzzy architectures for the purposes of medical 

diagnosis [16-18]. It could be said that their designs focus on defining a processor 

architecture that would exploit the parallelism fully used in fuzzy inferences and then 

further use the implemented design in processors like FPGAs, in order to predict 

possible critical condition of a patient at an early stage [18]. For that purposes, they 

mainly investigate the coupling between the neuro-fuzzy systems. Their papers 

theoretically investigate fuzzy neural networks for the purposes of medical diagnosis 

systems and then apply it on the problem of early detection of the upcoming critical 

renal condition [17]. In that sense, only rules that have a positive degree of validation 

are exploited. Developed system is tested with the data from real patients to compare the 

results from the implemented fuzzy neural network and the “gold standard” which was 
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the actual pathophysiological state of the patient [17, 18]. Accuracy of the predicted 

critical state was 95.2% using the implemented FPGA based medical diagnostic 

decision-making system [16]. Similar to their previous work, another research focuses 

on the development of FPGA based smart processing system that can predict the 

physiological state of a patient, given the past physiological data of the patient. 

Developed system can trigger an alarm in advance, before the critical state of a patient 

and notify the doctor remotely [16]. The main conclusion from their systems is that 

physiological measures from patients are subjected to noise and uncertainty, and single 

patient data cannot be enough to derive conclusions due to the sensors’ quality and 

accuracy issues. This is even more true for the cases when decision about the future 

physiological state of the patient has to be made. Therefore, it is necessary to collect a 

sequence of patient pathophysiological state data in different time steps [17]. Cintra et 

al. [19] investigated the method that is capable of detecting cardiopathies in 

electrocardiograms and implemented that system in FPGA. In order to reduce the 

amount of data sampling, they adopted the logic of fuzzy clustering. Through a 

correlation method on the samples, they proved that it is possible to set an initial 

diagnosis of indication of a cardiopathy and their main contribution is clustering process 

that improves the hardware implementation without the loss in accuracy (achieved 

accuracy for correct diagnosis was 91%) [19]. Other authors have also investigated the 

implementation of VLSI fuzzy classifiers in biomedical applications. For example, Jothi 

et al. investigated diabetic epilepsy risk level classification and compared it with FPGA 

output [20]. The results are reported to be a good match between the FPGA and Matlab, 

however the authors do not specify how the implementation is achieved, nor report any 

details of implementation. With similar purpose to the previous research, Balamurugan 

et al. have built a simple and robust SIRM fuzzy processor to classify the epilepsy risk 

level of diabetic patients and report similar conclusions [21].  

Fuzzy logic is often combined with neural networks in order to improve the accuracy. 

Nilosey et al. employed FPGA based fuzzy interface system cascaded with a feed-

forward neural network in order to obtain an optimum decision regarding the future 

pathology physiological state of a patient. With this methodology, they claim that the 

chance of predicting the critical diabetic condition of a patient can be achieved 

accurately, more precisely 30 days ahead of actually attaining the critical condition. The 

method itself represents an expert system of its kind [22]. Another approach to 

modelling fuzzy systems is taken by Bariga et al. who adopted a fuzzy logic modeling 

style using two strategies: behavioral modeling using VHDL and a structural VHDL 

based on a specific architecture of fuzzy processor. In order to take advantage of the 

FPGA resources of the devices, they discuss different approaches and employ 

environment Xfuzzy for the fuzzy system development. This environment is based on 

the XFL3 specification language, which is a high-level description language, outlining 

the advantage of focusing on the structure of the system and the behavioral 

specifications in such way and not on the programming itself, therefore reducing the 

time for implementing the system [23].  
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1.2. Advances in FPGA-based processing systems in medical diagnosis 

On one side, the main advantage of FPGA-based processing systems is the achieved 

shorter time span in comparison to the other current processors. High speed simulation 

of neuron models is becoming the necessity [24]. Intelligent system, which is embedded 

in one single chip and contains all necessary functionality, gives the FPGAs the 

advantage over some microcontrollers as it combines high-speed processing and 

hardware performance with the possibility of software-based changes in the description 

of the circuits [25]. It has been shown in previous work by Orsila et al. that 

multiprocessor system-on-chip architecture has the potential to improve the performance 

of the whole system and reduce the costs [26]. Other researchers like Raychev et al. 

have outlined the advantages of implementing a processor in hardware [27], such as 

improved implementation flexibility and design [18]. Chowdhury et al. obtained their 

results explained in the aforementioned text within an interval of 1.92ms, which 

guarantees the real-time behavior [18]. Chowdhury et al. also justify the necessity of 

using FPGAs by explaining that in third world countries like India, doctors are scarcely 

available in rural areas (only 2% of doctors reside in rural areas). Therefore, these 

problems necessitate the use of an inexpensive, portable, low power battery operated 

high-speed equipment that can have the intelligence to predict an imminent health 

hazard and red alert the patients in rural sectors to contact the doctors for necessary care 

[17]. 

On the other side, real time response and controlled accuracy are the biggest outlined 

issues when it comes to hardware implementation. A delay of a few milliseconds in 

delivery of results is not something that can be considered a big difference in medical 

diagnosis. It could be said that software approach could give satisfactory results, 

especially in more complex systems, as it would be very hard to implement such systems 

in hardware, without much gain in speed up [16]. The main motivation for a hardware-

based implementation in medical diagnostics is the necessity for an inexpensive and 

non-invasive portable system. Here, it could be said that the main disadvantage one 

ASIC based hardware are high development costs and low reconfigurability it offers 

[16]. Contrary, FPGA solution allows new changes in the proposed diagnostic algorithm 

to be mapped onto the hardware without costly adjustments [16].  

It should be also said that medical diagnosis, as a complex and judgmental process, is 

based not only on the literature data and data obtained from medical tests, but also on 

the experience of the doctor. However, as already mentioned, subjective decisions made 

by doctors are affected by many factors including environment and emotional state of a 

person (being tired or not, influence of private life etc.) [17, 28]. Additionally, there is 

also inter-physician variability in the decision process [17]. Because of that, the authors 

of this paper in their previous work [29] have already established the development of a 

smart system that employs fuzzy logic to predict the level of disc hernia based on 

objective force values from four sensors placed on two panels designed for feet. This 

paper aims at implementing that system on FPGA chip to satisfy real time analysis and 

development of inexpensive portable on-site platform. Main contributions of the 

proposed system are: 

• implementation of the fuzzy logic for the purposes of objective disc hernia 

diagnostics on FPGA 
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• fuzzy inference system was realized in the form of look up table (LUT), to meet 

the demand for effective resource utilization 

• the system is able to connect to the portable platform for foot force 

measurements, achieving the demand for inexpensive portable on-site platform 

for objective diagnostic, independent of any computer/laptop.  

• the fuzzy system was adapted and is using Sugeno method in comparison to the 

fuzzy system that used Mamdani method described in [29] to be more suitable 

for hardware implementation 

• the portable device is user-friendly with fast analysis in real time, thus reducing 

the time and queue for patient diagnostics  

• the system is able to detect the improvement in muscle strength after the 

surgery and physical therapy in comparison to the pre-operational condition, 

which has not been investigated in any other papers before. 

2. Materials and Methods 

Complex processes that are usually controlled by human experts should be described 

using uncertainty models [30]. Although an adequate level of precision can be achieved 

by quantification of uncertainty, for the most of the processes, a better solution is 

accepting a certain level of imprecision by using fuzzy logic. This logic describes the 

imprecision and uncertainty using expert knowledge base as the fundament in 

controlling a complex process control system [30]. Fuzzy inference system (FIS), if 

organized in the form of addition and subtraction operations, would benefit from 

implementation on FPGA, in terms of resource utilization and speed-up. To implement 

division using FPGA is a challenging task and leads to losing some benefits of using 

hardware, as division occupies a lot of FPGA resources. Therefore, Bhole et al. 

proposed a novel algorithm that uses fixed to floating point conversion and used it in 

implementing floating point division in FIS. Their main conclusion was that proposed 

dignified methodology for fixed to floating point conversion reduces time requirements 

and improves resource utilization [30]. 

2.1. FPGA Implementation of Fuzzy Logic for Disc Hernia Diagnostics 

As already mentioned, the main challenges in implementation of fuzzy logic are the 

dimensionality, real time response and accuracy. These objections can be overcome by 

using reconfigurable architecture, parallel processing and floating-point operations that 

are available through Field Programmable Gate Array (FPGA). Proposed block diagram 

for the FPGA implementation of signal processing for Disc Hernia Diagnostics, coupled 

with the foot force platform measurement system is shown in Fig 1. 
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Fig. 1. Block diagram of the proposed coupled FPGA signal processing and foot force platform 

measurement system 

In this figure, on the measurement level, the patient is subjected to the measuring 

system. The measurement hardware includes two identical platforms with designated 

surface area for patient’s feet. These areas have four sensors per foot placed on specific 

points of each foot: L1-3 sensors for the left foot placed on the forefeet, L4 sensor 

placed on the heel of the left foot, R1-3 sensors for the right foot placed on the forefeet, 

R4 sensor placed on the heel of the right foot. Position of sensors could be adjusted to 

the patient foot size; therefore, the position is patient specific. Standard Flexi Force 

A201 [31] sensors are used, with force range from 0 to 440N. The placement choice of 

four characteristic points of the foot are based on the neurological exam of the doctor. 

The exam is the standard procedure done by a neurologist and includes pressing each 

foot of admitted patient against the doctor’s hand and examining the pressure that heel 

and toes are making on the hand. In such a way, the doctor is looking into any 

differences in pressures between heels and toes of the left and right foot (called muscle 

weakness in toes/heels). The system is tested with a larger number of sensors (up to 8 

sensors per foot - 16 sensors overall), in order to cover greater surface on the platform 

with sensors. Obtained results were the same, which indicates that at least 4 sensors per 

foot were enough to capture the phenomena. As a result, the smallest number of sensors 

that would achieve the highest accuracy was adopted. If another set of sensors (from 

another producer) would be used, as long as the typical performance of the sensors is not 

changed (primarily sensor sensitivity and repeatability), the system is able to correctly 

classify the output diagnosis. Depending on the producer of the sensor, if the operating 

range is different than the used FlexiForce A201 sensors, the fuzzy system has to be 

recalibrated to cover the operating range of the sensors. A more detailed explanation of 
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the constructed platform, as well as the place of the sensors L1-L4 and R1-R4 with 

respect to the platform could be found in [29, 32].  

The measurement procedure included three segments which are performed one after 

another in one continuous recording: 

1. patient is standing on both feet normally 

2. patient is standing on both feet, but only on the forefeet/toes (term forefoot/toes 

is used here for standing on the metatarsal heads) 

3. patient is standing only on heels 

Based on these measurements, average values are calculated directly on the 

microprocessor: 

1. average measurement value from the L1-L3 sensors during the left forefoot 

standing (further denoted as toes_left, also in Fig 1) 

2. average measurement value from the R1-R3 sensors during the right forefoot 

standing (further denoted as toes_right, also in Fig 1) 

3. average measurement value from the L4 sensor during the left heel standing 

(further denoted as heel_left, also in Fig 1) 

4. average measurement value from the R4 sensor during the right heel standing 

(further denoted as heel_right, also in Fig 1) 

These values are further sent to FPGA for the fuzzification. The process consists of 

the usual steps in Fuzzy Logic System (FLS) – fuzzification, inference mechanism that 

includes knowledge base and defuzzification. Defuzified value is returned to the doctor 

in the form of indicator whether disc herniation is diagnosed at all, and if it is, at which 

level it is detected:  

1. disc hernia on the left side at the L4/L5 disc level 

2. disc hernia on the right side at the L4/L5 disc level 

3. disc hernia on the left side at the L5/S1 disc level 

4. disc hernia on the right side at the L5/S1 disc level. 

2.2. Fuzzy Theory - Fuzzy Inference System Design Steps 

Generally, FLS represents a nonlinear mapping of input features into the scalar output 

based on several steps. The attractiveness of fuzzy logic is the number of possibilities 

that can be achieved with different mappings [30]. We will further only briefly present 

the FIS system and describe how it is used to suit the purposes of automatic disc 

herniation diagnostics. Every FIS should have the following steps: 

1. Definition of objectives: Our FIS system should be able to determine the level 

of disc hernia, based on foot force measurements obtained using the hardware 

described previously by the same authors [29].  

2. Determination of the antecedents, consequents, and fuzzy rules: Fuzzy logic 

means reasoning using fuzzy sets, and description of linguistic variables, 

whereas triangular or trapezoidal membership functions are most commonly 

used. Disc Hernia is a nonlinear process, which can be mapped using 

trapezoidal membership functions as it was shown in [29]. Normally, since the 

accuracy of definition is directly dependent on fuzzy patches, it is logical that if 

the number of fuzzy patches increases, resolution and accuracy increase. 

However, the complexity of FIS also increases. In order to obtain the balance 
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between complexity and accuracy, three linguistic variables are selected for 

each input – very low, low and normal (Fig 2). 

 

 

Fig. 2. Linguistic variables used in fuzzification process for disc hernia diagnostics 

3. Formulation of the knowledge base: Decision is made based on the expert 

knowledge, which in our case is defined by the medical doctor. We have 

defined 42 fuzzy rules implemented as LUT that describe the process of 

diagnosing the level of disc hernia. Examples of some rules are: 

a. If toes_left is VERY_LOW and toes_right is NORMAL and heel_left 

is NORMAL and heel_right is NORMAL, then diagnosis will be 

L5/S1 ON THE LEFT SIDE 

b. If toes_left is NORMAL and toes_right is VERY_LOW and heel_left 

is NORMAL and heel_right is NORMAL, then diagnosis will be 

L5/S1 ON THE RIGHT SIDE 

c. If toes_left is NORMAL and toes_right is NORMAL and heel_left is 

LOW and heel_right is NORMAL, then diagnosis will be L4/L5 ON 

THE LEFT SIDE 

d. If toes_left is NORMAL and toes_right is NORMAL and heel_left is 

NORMAL and heel_right is LOW, then diagnosis will be L4/L5 ON 

THE RIGHT SIDE 

4. Determination of conjunction and disjunction operators: conjunction and 

disjunction operators are defined in consultation with the medical doctor-

expert. For the operators, MAX(x1,x2,x3,x4) was used. 

5. Defuzzification: In order to determine the crisp output and final decision from 

the FIS, several methods can be applied. In Mamdany FIS, crisp conversion is 

most commonly centre of gravity method where the centroid represents the 

crisp consequence. However, Mamdani style is not suitable for this project. The 

reason for this is that Mamdani method requires finding the centroid of a two-

dimensional shape by integrating across a continuously varying function [33]. 

This method is not computationally efficient nor the output in the form of 

triangle or trapezoidal membership functions is easy to implement. Moreover, 

defuzzification calculation is very complicated to be achieved in VHDL. 

Sagaria (2008) proved that with the Mamdani method results are not 
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necessarily effective or better, and that Sugeno style is much more suitable for 

hardware implementation [13]. This is due to the fact that the output of this 

method uses spikes called singletons, meaning there is a unity at single 

particular point and it is zero elsewhere. This leads to the output of each fuzzy 

rule being constant [13]. Because of this, Sugeno method has the advantage of 

being simple as a method, which leads to fast calculations and is relatively easy 

to implement on hardware. According to [34], fuzzy processor based on the 

Sugeno method is a good trade-off between the hardware simplicity and 

efficiency, without the loss in accuracy. Therefore, we have also used Sugeno 

method to suit the hardware purposes, which is different from the Maamdani 

method used in [29].  

6. Testing and validation: Testing the system and tuning the rules has been 

achieved through several iterations, until satisfactory results are obtained. The 

proposed fuzzy inference system has already been proved to be adequate for 

disc hernia diagnostics in [29]. 

2.3. FPGA signal analysis 

The real time logic (RTL) design of the overall created system is presented in Fig 3. The 

input to the fuzzy inference system are four values of the foot force measurements as 

previously mentioned: average measurement value from the L1-L3 sensors during the 

left forefoot standing (further denoted as toes_left), average measurement value from the 

R1-R3 sensors during the right forefoot standing (further denoted as toes_right), average 

measurement value from the L4 sensor during the left heel standing (further denoted as 

heel_left), and average measurement value from the R4 sensor during the right heel 

standing (further denoted as heel_right). They are all represented as 8 bit 

std_logic_vector(7:0). Of course, inputs to the top_module are also clear (clr) and 

master clock (mclk) of 50MHz. The reason for using 50MHz is that the master clock on 

the Nexys 2 board (only available board in our case used for real time implementation) 

is of that frequency, but the frequency of the mclk can be easily changed depending on 

the available board. Output of the system is the diagnosis in the form of the 4 bit vector 

(led(3:0)), where four 0000 represent the healthy person and each 1 in the four bit vector 

represents one diagnosis (1000 – L4/L5 on the left side, 0100 – L4/L5 on the right side, 

0010 – L5/S1 on the left side; 0001 – L5/S1 on the right side). Another output of the 

system is the maximum(7:0), which represents the certainty value of the calculated 

diagnosis.  
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Fig. 3. RTL schematic of the top_module for the fuzzy disc hernia diagnosis system 

Inside the top_module, the first subsystem is U1 that represents the fuzzification 

subsystem (Fig 4). The system takes four input values and fuzzifies them according to 

the defined three linguistic variables - very low, low and normal, indicating muscle 

weakness. After this, based on the LUT table, for each input, an array of three values is 

created indicating the membership degree to each linguistic variable. This is done in 

such a way to avoid floating point format, so membership degree is scaled to be in range 

of 0-100 (instead of 0 - 1). Membership degree is calculated in advance based on the 

equation for linear function through two points and implemented as LUT table. In the 

LUT table, the y value with membership degree was calculated for the points on the x 

axis with the discretization of 0.2. The values are multiplied then with 10, same as for 

the y axis value, to avoid floating point format and work with integer values. The same 

logic was applied in [16] and [25]. This means that y value was calculated in advance 

for 0 (0), 0.2 (20), 0.4 (40) etc. and forwarded to LUT. The input values have to be 

rounded to the even number, and they are all in the range of 0 – 21 (210), which is 

covered by 8-bit vector. The system has been tested with both finer and coarser 

discretization and the adopted described discretization has been shown to have the best 

tradeoff between the complexity and accuracy. For example, for input toes_left(7:0), an 

array fuzzy_t_l is created, where fuzzy_t_l(0)(7:0) indicates the degree of membership to 

the linguistic variable very low, fuzzy_t_l(1)(7:0) indicates the degree of membership to 

the linguistic variable low and fuzzy_t_l(2)(7:0) indicates the degree of membership to 

the linguistic variable normal. The same output values are further transferred both to U2 

and U3.  
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Fig. 4. RTL schematic of U1 subsystem for fuzzification of input data 

These variables fuzzy_t_l, fuzzy_t_r, fuzzy_h_l, fuzzy_h_r are forwarded to the U2 

system (Fig 5) to combine the maximal values for the mentioned variables and 

determine one overall maximum membership degree and one maximum across three 

linguistic variables per input. The output of the system is the red colored maximum 

value (maximal membership value).  

 

Fig. 5. RTL schematic of U2 subsystem for combination of input fuzzified data 

These same variables fuzzy_t_l, fuzzy_t_r, fuzzy_h_l, fuzzy_h_r are forwarded to the 

U3 system (Fig 6), along with the calculated maximum max_1(7:0) to max_4(7:0) to 

determine which linguistic variables are active. This is organized in such a way that 

max_1(7:0) to max_4(7:0) is compared with the fuzzy_t_l(7:0), fuzzy_t_r(7:0), 
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fuzzy_h_l(7:0), fuzzy_h_r(7:0), and 001 is shifted to the left a number of times that 

corresponds to the index of the  fuzzy_x_x that matches the value of max_x. This means 

that only one linguistic variable will be active per fuzzified input bit equals 1 in the 

place corresponding to the activated linguistic variable. As follows, four outputs 

r_toes_left(2:0), r_toes_right(2:0), r_heel_left(2:0), r_heel_right(2:0) are created, 

where only one bit will be 1, and the remaining two bits will be 0.  

 

Fig. 6. RTL schematic of U3 subsystem for coding of input data 

Calculated variables r_toes_left(2:0), r_toes_right(2:0), r_heel_left(2:0), 

r_heel_right(2:0) serve as the input to the final block U4 shown in Fig 7. This block is 

responsible for rule activation. Overall, 42 rules were written based on expert 

knowledge. Final output is a four bit vector output(3:0), where position of the bit with 

the value 1 indicates the diagnosis (1000 – L4/L5 on the left side, 0100 – L4/L5 on the 

right side, 0010 – L5/S1 on the left side; 0001 – L5/S1 on the right side). The output 

diagnosis can be shown as led light on FPGA hardware board, where the position of the 

led indicates the diagnosis, so no knowledge of the hardware is necessary to understand 

the final output on the board.  
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Fig. 7. RTL schematic of U4 subsystem for final decision (defuzzification) 

2.4. Dataset 

The dataset used in this study included force measurements of 56 adult subjects pre-

operationally diagnosed with L4/L5 or L5/S1 discus hernia and 33 adult subjects after 

surgery and physical therapy. Their medical condition was assessed before operation, 

after the surgery and after physical therapy using both the designed system and doctor 

expert. Dataset was collected during the period from 2015 to 2020, in Clinical Centre 

Kragujevac, Serbia. Demographic details of subjects - gender, age, height and weight 

were assessed and noted. Information about demographic data is given in Table I in the 

form of mean ± standard deviation. Inclusion criteria for the study was that patients had 

only disc herniation at the level of L4/L5 and L5/S1 and were without any other spinal 

problems. This means that patients with spinal stenosis, spondylolisthesis, cauda equina 

syndrome, neurogenic claudication or previous spinal surgery, or diseases affecting 

multiple discs were excluded from the dataset. Patients with pathologies of the lumbar 

spine, including tumors, infections, inflammatory spondyloarthropathies, fractures, 

Paget disease, severe osteoporosis, diabetes and pregnancy were excluded from the 

dataset as well. 

Table 1. Demographic details of the tested patients – preoperational, post operational and after 

physical therapy 

Pre-operational Number Age (years) Weight (kg) Height (cm) 

Male with disc hernia 28 43.78±13.41 96.33±14.9 181.33±5.55 

Female with disc hernia 28 41.80±9.96 75.5±9.42 172.83±4.96 

Post operational and 

after physical therapy 
Number Age (years) Weight (kg) Height (cm) 

Male with disc hernia 17 42±13.37 90±13.30 182±5.66 

Female with disc hernia 16 42±13 66±9 169±7 
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Distribution of the patients with disc herniation pre-operationally, belonging to four 

different categories was as follows: 

1. disc hernia on left side at the L4/L5 disc level (12 patients) 

2. disc hernia on right side at the L4/L5 disc level (12 patients) 

3. disc hernia on left side at the L5/S1 disc level (13 patients) 

4. disc hernia on right side at the L5/S1 disc level (19 patients) 

Distribution of the patients with disc herniation post-operationally and after physical 

therapy, belonging to four different categories was as follows: 

1. disc hernia on left side at the L4/L5 disc level (9 patients) 

2. disc hernia on right side at the L4/L5 disc level (5 patients) 

3. disc hernia on left side at the L5/S1 disc level (7 patients) 

4. disc hernia on right side at the L5/S1 disc level (12 patients) 

Patients with disc hernia L3/L4 were not included in this study as there is no proven 

relationship between the muscle weakness and this diagnosis. Additionally, it is not so 

common diagnosis, and only one patient was admitted during dataset collection with this 

diagnosis. This distribution is logical as previous investigation on distribution of disc 

hernia diagnosis showed that 75% of herniated discs occur at the lumbosacral junction 

(L5/S1), 20 % at L4/L5 level and the remaining 5% of the upper lumbar levels (L3/L4 

etc.) [35]. 

3. Results and Discussion  

The results showed that the designed system is accurate enough to be used as a 

transportable system with the measurement platforms. Also, the system is able to detect 

the improvement in muscle strength after the surgery and physical therapy. As it was 

previously reported, the results show that smaller forefoot force is recorded on the 

corresponding foot in the case of the patient diagnosed with L5/S1 disc hernia, whilst 

weaker heel force was recorded on the corresponding foot in the case of the patient 

diagnosed with L4/L5 disc hernia. For example, in the case of the patient diagnosed with 

L4/L5 disc hernia on the left side, weaker heel force was detected on the left foot; if the 

patient is diagnosed with L5/S1 disc hernia on the right side, weaker forefoot force was 

detected on the right foot etc. The results are in accordance with previously published 

results by authors and with diagnostic logic used by the doctor. The medical background 

that supports this logic lies in the fact that innervation of the muscles and skin area that 

are present on the toes originate from the nerves between L5 and S1 discs in the spine, 

while innervation of the heels is done via nerves that originate between L4 and L5 discs 

in the spine [36, 37]. 

An example of the diagnosed L5/S1 disc hernia on the right side is given in Fig 8. 

The most important signals were already explained in the section Materials and 

Methods. Inputs to the system are four recorded values toes_left(7:0), toes_right(7:0), 

heel_left(7:0), heel_right(7:0). Additional variables r_toes_left(2:0), r_toes_right(2:0), 

r_heel_left(2:0), r_heel_right(2:0) show membership functions activated by each input 

variable after fuzzification. Variables max_1(7:0), max_2(7:0), max_3(7:0), max_4(7:0) 

show the membership degrees of the previously explained activated membership 

functions. The output is led(3:0) where the position of 1 indicates the diagnosis, in this 



 FPGA Implementation of Fuzzy Medical Decision Support System…           633 

 

case, number one in the last position indicates the detected diagnosis L5/S1 on the right 

side.  

 

Fig. 8. Simulation results in the case of L5/S1 disc hernia on the right side 

The results for the pre-operational state show that out of 56 patients preoperationally, 

52 patients were diagnosed with the correct diagnosis by Matlab that matches the gold 

standard (Table 2). Out of the three wrongly classified diagnosis, two were L4/L5 on the 

left side and two were L5/S1 on the right side. This means that the overall accuracy was 

92.85%. 

Table 2. Comparison of the gold standard, Matlab and FPGA results for pre-operational 

diagnosis 

Diagnosis 

Gold Standard 

(medical 

doctor) 

Number of patients correctly 

diagnosed 

Matlab FPGA 

L4/L5 left 12 10 9 

L4/L5 right 12 12 12 

L5/S1 left 13 13 13 

L5/S1 right 19 17 15 

For the mentioned four patients with wrong diagnosis in comparison to the gold 

standard, three patients were classified as healthy, meaning the system was not able to 

detect disc herniation on any level, due to small differences in recorded forces, that were 

not big enough to diagnose herniated disc. One patient was diagnosed with L4/L5 on the 

right side (instead of L5/S1 on the right side), because the recorded value of the force on 

the right heel was close to zero. It is understandable that the system gave such output, 

both using the Matlab and FPGA, however, the recorded value may not represent the 

real case, as it could have happened that the sensors were not adjusted well to match the 

patient’s foot size adequately, and the force was not well recorded.  

Additionally, we compared the results of the fuzzy system implemented in Matlab, 

which uses floating point format in order to compare it with the results obtained with the 

implemented logic in FPGA (Table 2 second and third column). Three patients showed 

mismatch between the Matlab and FPGA output. The reason for this was the 
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discretization logic that was not detailed enough for these three cases to capture the 

phenomena. However, if a more detailed discretization is adopted, these cases could 

have been included. As a result, the patients were misclassified by FPGA, in comparison 

to the Matlab output (one diagnosis was L4/L5 on the left side and two were diagnoses 

L5/S1 on the right side). This means that sensitivity, specificity and accuracy 

respectively, using FPGA in comparison to the Matlab, were: 

 L4/L5 on the left side – 0.818, 0.977, 0.945 

 L4/L5 on the right side – 1, 0.977, 0.982 

 L5/S1 on the left side – 1, 0.976, 0.982 

 L5/S1 on the right side – 0.882, 0.975, 0.947 

The promising results when comparing the pre-operational diagnosis between the 

FPGA and Matlab were confirmed also for the post-operational and after physical 

therapy results. For the case of post-operational state, Matlab and FPGA results matched 

100%, where the improvement was detected in 18 cases (54.5% of patients) (Table 3).  

Table 3. Comparison of the gold standard, Matlab and FPGA results for improved post-

operational condition 

Pre-operational 

diagnosis 

 

Number of patients with improved condition 

Gold Standard 

(medical doctor) 
Matlab FPGA 

L4/L5 left 4 4 4 

L4/L5 right 3 3 3 

L5/S1 left 4 4 4 

L5/S1 right 7 7 7 

Out of these, 4 of the 9 patients with L4/L5 on the left side showed improvement, 3 of 

the 5 patients with L4/L5 on the right side showed improvement, 4 of the 7 patients with 

L5/S1 on the left side showed improvement and 7 of 12 patients with L5/S1 on the right 

side showed improvement. The doctor’s diagnosis confirmed these improvements, 

meaning that gold standard matched the results obtained by either Matlab/FPGA. One 

patient was wrongly diagnosed with L5/S1 disc hernia on the left side after operation, 

while before operation the diagnosis was L5/S1 disc hernia on the right side. There was 

a problem with decision regarding two patients, which had very low values on some 

sensors – one patient was the same patient as described above, with the force on the 

right heel that was close to zero. Since the same situation was noticed again after 

physical therapy, we can conclude that this patient (female) could have had very small 

feet size that were not placed well on the platform and the sensors were not adjusted 

well to fit the feet of this patient. Because we had only 33 patients, we did not want to 

exclude this patient from the dataset, but instead we give this very plausible explanation 

for the result, which will serve as a reminder for a doctor/physician that will use this 

decision support system to pay attention when adjusting the placement of sensors. A 

recommendation for the future upgrades of the system would be to create several fixed 

positions according to the size of the feet of the tested subjects, which could be changed 

similarly to the moving rack, so only some positions are available, and not the infinite 

number of positions.  

For the after physical therapy condition, even more patients showed muscle strength 

improvements (23 patients) - 7 of the 9 patients with L4/L5 on the left side, 5 of 5 
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patients with L4/L5 on the right side, 5 of the 7 patients with L5/S1 on the left side and 

6 of the 12 patients with L5/S1 on the right side (Table 4).  

Table 4. Comparison of the gold standard, Matlab and FPGA results for improved after physical 

therapy condition 

Pre-operational 

diagnosis 

 

Number of patients with improved condition  

Gold Standard 

(medical doctor) 
Matlab FPGA 

L4/L5 left 7 7 7 

L4/L5 right 5 5 5 

L5/S1 left 5 5 5 

L5/S1 right 6 6 6 

 

As already mentioned, one female patient had a recording of values close to zero for 

more than one sensor for pre-operational, post-operational and after physical therapy, 

leading to false alarms as a result of a systematic error in measurement. Other 5 wrongly 

diagnosed L5/S1 on the right side, 2 wrongly diagnosed L5/S1 on the left side and 2 

wrongly diagnosed L4/L5 on the left side matched the logic described by the doctor 

when diagnosing the level of herniated discs - it was the measurements that mislead to 

such conclusions. When it comes to the comparison of the Matlab and FPGA results, the 

match was 100%, meaning that the same outputs were given by Matlab and FPGA in all 

cases, as well as the same match was achieved when compared with the gold standard.  

The simulation time to obtain results was of ns order of magnitudes, while the device 

utilization summary is given in Table 5. The available used hardware was Nexys 2 

circuit board, which is a complete development platform based on a Xilinx Spartan 3E 

FPGA [38]. Beside the 500K-gate Spartan 3E-500 FG320 chip, the platform has 50MHz 

oscillator plus socket for second oscillator, 16MB of Micron PSDRAM &16MB of Intel 

Strata Flash ROM external memory, and several I/O devices and ports that allow user to 

perform complex implementation of different algorithms.  

Table 5. Device utilization summary 

 Used Available Utilization 

Number of Slices 522 4656 11% 

Number of Flip Flops 12 9312 0% 

Number of 4 input LUTs 933 9312 10% 

Number of IOBs 44 232 18% 

Some authors used the idea of processing only the active rules (meaning the rules that 

give a non-null contribution to the final result), instead of all of them [34]. This is done 

in order to reduce the utilization of the resources on the board. We have achieved this by 

using the LUT, and as it can be seen from the Table, even with a simple development 

board, the results are satisfying.  

We wanted to prove that discretization logic proposed in this paper, as well as 

implementation of the fuzzy logic as LUT table does not lead to the loss in the accuracy 

and in return gives the benefits of using FPGAs in signal processing like parallel 

processing, speed up etc. Additionally, the main benefit here is that the board platform 

could be used to be connected to the measurement platform, achieving the real time 
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processing, without the use of different applications, laptops/computers etc. User-

friendly interface is achieved in this study via output result that will be in the form of led 

light, where the position of the led light indicates the diagnosis. However, it could be 

also easily achieved that the diagnosis is written on the led display or similar, whatever 

option the doctor (user) finds more appealing. Standard microcontroller provides 

flexibility in the definition of the knowledge base and choosing the inference algorithms. 

Nonetheless, the same microcontrollers become inadequate when solving the problems 

that demand high inference speeds, small size, and low power consumption. For this 

reason, more specific hardware solutions must be chosen, such as FPGAs, which are 

more than adequate when the needs for applications related to portable embedded 

systems or strong real-time requirements have to be met [22,23]. 

There are couple of papers such as [6], [37] and [38] that examine the neurological 

relationship between the nerve roots and the dermatomes. However, these studies are 

conducted mainly from a medical point of view in the form of case studies and describe 

the justifications for the use of muscle weakness in the treatment of disk herniation and 

related spine problems. Except some papers from our research group [29, 32, 39], there 

are no studies that develop the platform for the purposes of disc hernia diagnostics, nor 

there are papers concerned with the application of any artificial intelligence algorithms 

on foot force signals to diagnose disk hernia at the levels of L4/L5 and/or L5/S1 levels. 

Our research group has developed a novel platform with sensor presented in [29], that 

would be used to record and detect muscle weakness on toes. Another paper by the same 

research group investigated the statistical significance of the sensor values in 

comparison to the clinical manual muscle test [39], while an early disk herniation 

identification system as a supportive tool for physicians is presented in [32], which will 

serve as a supportive tool to send the tested patients for further examination. No other 

work has developed such a framework for accurately calculating muscle weakness and 

implemented any machine learning algorithms to objectively determine disc hernia level 

(L4/L5 or L5/S1) and side (left or right). 

Fuzzy logic may not be the best approach in solving this kind of a problem in 

comparison to the more advanced artificial intelligence algorithms. This represents the 

main limitation of this study. However, fuzzy logic is easily implemented in FPGAs in 

comparison to the neural networks, SVM etc. and the presented results show the 

accuracy is high enough to be used even without the application of complex algorithms. 

The logic behind the disc hernia detection is based on IF-THEN-ELSE rules, and 

therefore the fuzzy logic stands as a logical choice in solving such problems. The main 

advantage of the system implemented on FPGA is that real time signal acquisition, 

processing and decision support system in disc hernia diagnosis and post-surgical 

recovery can be implemented. In that sense, FPGA have the precedence over GPU when 

it comes to the real time signal acquisition and analysis. 

4. Conclusion 

Fuzzy Logic provides a different approach to solving a classification problem, which in 

this study is the level of disc hernia diagnosis. This method is based on the expert 

knowledge for the formulation of the rule base, which is a powerful tool in solving the 
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problem. It is very convenient to use when there is no mathematical model to describe 

the phenomena, which was adequate in this study, as the process of disc hernia diagnosis 

is described with if-then-else rules. We have already used the explained fuzzy logic on 

the problem of disc hernia diagnostics as presented in [29]. However, system presented 

in [29] had to be connected to the laptop or desktop computer, with adequate application 

that the doctor should get familiar with etc. These main drawbacks were addressed in 

this paper, which lead to the application of the FPGA in processing the obtained signals. 

The results show that the adapted fuzzy logic system achieves satisfying results both for 

pre-operational diagnosis, but also detects the improvements after the surgery and 

physical therapy. Generally, the system showed 92.8% accuracy and very high match 

between the Matlab and FPGA output (94.2% match for pre-operational condition, and 

100% match for the post-operational and after physical therapy conditions). Some mis-

classification results were the problem of measurement, possibly due to the bad 

adjustments of the sensors to the feet of the patient.  

Future research would be focused on employing the described system in real 

conditions as a portable expert system for acquisition, processing and giving the 

objective recommendation for a final decision of disc hernia diagnosis. 
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Abstract. Mining frequent itemsets in transaction databases is an important task in
many applications. It becomes more challenging when dealing with a large transac-
tion database because traditional algorithms are not scalable due to the limited main
memory. In this paper, we propose a new approach for the approximately mining of
frequent itemsets in a big transaction database. Our approach is suitable for mining
big transaction databases since it uses the frequent itemsets from a subset of the en-
tire database to approximate the result of the whole data, and can be implemented in
a distributed environment. Our algorithm is able to efficiently produce high-accurate
results, however it misses some true frequent itemsets. To address this problem and
reduce the number of false negative frequent itemsets we introduce an additional
parameter to the algorithm to discover most of the frequent itemsets contained in
the entire data set. In this article, we show an empirical evaluation of the results of
the proposed approach.

Keywords: Approximation Method, Frequent Itemsets Mining, Random Sample
Partition, Big Transactional Database.

1. Introduction

Frequent itemsets mining is the first and most critical step of finding association rules
from a transaction database. Association rules mining is one of the main data mining tasks
in many applications, such as basket analysis [3], product recommendation [20], cross-
selling [10], etc. Huge research efforts have been devoted to solving frequent itemsets
mining problem. Many of these studies had considerable impact and led to a plenty of
sophisticated and efficient algorithms for association rules mining, such as Apriori [1,2],
FP-Growth (Frequent Pattern Growth) [8,6,13,7], and Eclat [22,21,18]. However, decade
of a fast development of e-commerce, online and offline shopping has resulted in the
fast growth of transaction data, which presents a tremendous challenge to these existing
algorithms, because these algorithms require large memory to run efficiently on large
transaction databases.

Parallel and distributed association rules mining algorithms were developed to handle
large transaction databases. Parallel association rules mining algorithms use in-memory

? This is an extended version of the DAMDID 2019 conference paper ”A New Approach for Approximately
Mining Frequent Itemsets.”
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computing to efficiently mine association rules from a large transaction database. How-
ever, their scalability is limited by the size of the memory of the parallel systems. Dis-
tributed association rules mining algorithms were developed using MapReduce [5], and
run on a Hadoop cluster platform. These algorithms have better scalability, but they are
not efficient for mining of a large transaction data sets because of frequent I/O operations
and communication overhead between nodes.

In this paper, we propose a new approach to solve the problem of mining frequent
itemsets from a big transaction data set. Similar to the distributed algorithms in MapRe-
duce, we partition the data set into same size disjoint subsets. However, we make the
distribution of frequent itemsets in each subset similar to the distribution of frequent item-
sets in the entire data set by random assignment of the transactions from the entire data
set to the subsets without replacement. As such, we can randomly select a few subsets and
run a frequent itemsets mining algorithm on each subset independently to discover the
local frequent itemsets from it. After all frequent itemsets are discovered from the sub-
sets, each frequent itemset is voted by all subsets and the one appearing in the majority of
subsets is determined as the frequent itemset, called a popular frequent itemset.

In this approach, we define the frequency (relative support) threshold for finding all
frequent itemsets in the entire transaction database as the global frequency threshold, and
the frequency threshold for mining all frequent itemsets in a subset of the transaction
database as the local frequency threshold. Based on these two thresholds, we introduce
an algorithm for finding the set of approximate frequent itemsets that estimates the set of
frequent itemsets in the entire data set. Initially, the algorithm makes the local frequency
threshold equal to the global frequency threshold for subsets to mine local frequent item-
sets. This setting results in a high-accurate approximate set of frequent itemsets, but the
result also contains insignificant amount of both false positive and false negative frequent
itemsets. To address this problem, we introduce an additional parameter to make the local
frequency threshold smaller than the global frequency threshold for subsets to produce the
set of local frequent itemsets. Using a reduced local frequency threshold helps to drasti-
cally reduce the number of false negative frequent itemsets and produce high-accurate
approximate frequent itemsets that cover most of the frequent itemsets contained in the
entire data set with respect to the global frequency threshold.

We conducted experiments to evaluate the approximate solutions on two real world
data sets. To evaluate the performance of our method, all popular frequent itemsets dis-
covered from the selected subsets using the local frequency threshold are compared with
the frequent itemsets found directly from the entire database using the global frequency
threshold. The recalls and precisions of the popular frequent itemsets obtained from the
selected subsets are used as evaluation measures. The empirical results have shown that
the proposed method is capable of producing high-accurate approximate frequent itemsets
and discovering most of the frequent itemsets contained in the entire database that can be
found with the global frequency threshold. The comprehensive analysis also shows that
reducing the local frequency threshold in the selected subsets enables obtaining all true
frequent itemsets.

The remaining part of this paper is organized as follows. Related works are discussed
in Section 2. Section 3 describes the proposed approach. In Section 4, the details of the
algorithm are presented. Experiment results are shown in Section 5. Finally, conclusions
and future work are drawn in Section 6.
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2. Related Work

Frequent itemsets mining is a well-studied problem in computer science. However, the
enormous data growth made traditional methods inadequate. Therefore, parallel and dis-
tributed algorithms came in use.

Authors of [17] implemented a new algorithm called Partition to mine approximate
frequent itemsets which achieved both CPU and I/O improvements over Apriori by parti-
tioning the database into a number of non-overlapping partitions so that the partitions are
small enough to be handled in the main memory to generate local candidates. On the next
step, the local results are merged and the global frequency of the local frequent itemsets
is checked in the entire data set. In [19], H. Toivonen introduced new sampling based al-
gorithms to make association rules mining more efficient in terms of computational cost.
The proposed approach uses a sample of a data set with a lowered frequency threshold
to generate a bigger collection of frequent itemset candidates, and then verifies the candi-
dates with the entire database. Researchers in [9] introduced the parallel implementation
of the FP-growth algorithm on GPU. In [11] and [12], the authors introduced two dif-
ferent approaches for mining frequent itemsets in a large database based on MapReduce.
In [11], researchers presented two methods for frequent itemsets mining based on Eclat
algorithm. The first one is a distributed version of Eclat that partitions the search space
more evenly among different processing units, and the second one is a hybrid approach,
where the k-length frequent itemsets are mined by an Apriori variant, and then the found
frequent itemsets are distributed to the mappers in which frequent itemsets are mined us-
ing Eclat. Authors of [12] presented a novel zone-wise approach for frequent itemsets
mining based on sending computations to a multi-node cluster. All mentioned approaches
have obtained a speed increase over the traditional algorithms and allowed to increase the
size of the data set used for mining. However, all introduced approaches require using the
entire data set to get the result, which faces the memory bottleneck when dealing with big
data and working in a distributed environment.

Researchers in [4], [15] introduced sampling techniques which theoretically proved
the existence of the tight bounds of the sample size that guarantees the approximation
with respect to the parameters specified by the user. The sample size for mining is not
dependent on the size of the database and the number of items. However, in case of a real
big data the proposed method might not be applicable since the big sample data, used
to achieve the approximation with respect to the parameters specified by the user, may
not fit in the memory of a single machine. The proposed approaches are not suitable for
the distributed environment. In [14], M. Riondato introduced PARMA algorithm (Parallel
Randomized Algorithm for Approximate association rule mining). The algorithm sends
random subsets of the database to various machines in the cluster as an input. Then, each
machine mines the received subset, and reducers combine the result. Our work follows
the idea described in [16]. The random sample partition (RSP) data model was presented,
which showed that the block-level samples from an RSP data model can be efficiently
used for data analysis.

3. A New Approach

In our approach, we split a big data set into disjoint subsets such that the distribution of
frequent itemsets in each subset is similar to the distribution of frequent itemsets in the
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entire data set. Mining smaller subsets allows using traditional frequent itemset mining
algorithms without experiencing memory limit problems. In this research, we have em-
pirically shown that by combining the results of randomly selected subsets, we are able
to produce a highly accurate approximate set of frequent itemsets.

3.1. Definitions

A transactional data set D = {t1, t2, ..., tn} is represented by a collection of n trans-
actions, where each transaction t is a subset of the set of items I = {I1, I2, ..., Im}. An
itemsetA with k distinct items is referred to k-itemset. In this paper, we do not distinguish
itemsets with different numbers of unique items. Given an itemsetA, define TD(A) as the
set of transactions in D which contain A. The number of transactions in TD(A) is defined
as the support of A by D and denoted as support(A) = |TD(A)|. The frequency of A,
i.e. the proportion of transactions containing A in D, is denoted as freqD(A) = |TD(A)|

n ,
called a relative support or frequency of A.

Under the above definitions, the task of finding frequent itemsets from D with respect
to a minimal global frequency threshold θ is defined as follows:

Definition 1. Given a minimum global frequency threshold θ for 0 < θ ≤ 1, the
frequent itemsets mining with respect to θ is finding all itemsets {Ai} for 1 ≤ i ≤M with
freq(Ai) ≥ θ, where M is the total number of frequent itemsets found in D. Formally,
we define the whole set of frequent itemsets in D as

FI(D, I, θ) = {(Ai, freqD(Ai)) : Ai ⊂ I, freqD(Ai) ≥ θ} (1)

Definition 2. Let FI(D, I, θ) be the set of frequent itemsets inD with respect to θ and
M =| FI(D, I, θ) | the number of frequent itemsets in FI . The accumulative distribution
of frequent itemsets in FI is defined as

P (f) =
1

M

∑
∀Ai∈FI

I(freqD(Ai) ≤ f) (2)

where I() is an indicator function and f is a frequency value for θ ≤ f ≤ 1. An example
of P (f) is shown in Figure 1.
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Fig. 1. Example of the accumulative frequent itemsets distribution, where θ = 0.005

Let D be a big transactional data set and P = {D1, D2, ..., Dk} a partition of D,
where

⋃k
i=1Di = D and Di

⋂
Dj = ∅ for i 6= j. Di for 1 ≤ i ≤ k is named as a block
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of transactions of data set D.

Definition 3. LetPD(f) be the accumulative distribution of frequent itemsetsFI(D, I, θ)
andPDi(f) the accumulative distribution of frequent itemsetsFI(Di, I, θ) for 1 ≤ i ≤ k.
P is a random sample partition of D if

PDi
(f)→ PD(f) as Di → D (3)

where Di → D implies that Di approaches D as the size of Di increases. Di for 1 ≤ i ≤
k is called an RSP data block.

Definition 3 is a redefined definition of random sample partition in [16] with respect
to frequent itemsets by replacing the condition of E[F̃k(t)] = F (t) with condition (3)
where F̃k(t) denotes the sample distribution function of t in Dk and E[F̃k(t)] denotes its
expectation.

3.2. Approximate Frequent Itemsets Mining

When the transaction data set D is big and cannot be held in memory, we cannot run
a frequent itemsets mining algorithm on D to find all frequent itemsets FID(D, I, θ).
In this situation, we randomly select a set of l RSP data blocks {D1, D2, ..., Dl} from
the partition P and use the frequent itemsets found from the selected RSP data blocks to
estimate the set of global frequent itemsets FID(D, I, θ). This approach is called approx-
imate frequent itemsets mining.

Definition 4. Let itemset A be a frequent itemset in FIDi(Di, I, θ) for 1 ≤ i ≤ l. A
is called a popular frequent itemset if

l∑
i=1

I(A ∈ FIDi
(Di, I, θ − ε)) > a (4)

where I() is an indicator function, ε for 0 ≤ ε < θ is a parameter to reduce the local
frequency threshold from the global frequency threshold value θ, and a is a given integer
greater or equal to l/2, so Equation 4 is a simple majority voting.

The set of all popular frequent itemsets PFI from FIDi(Di, I, θ) for 1 ≤ i ≤ l is the
estimation of the set of global frequent itemsets FID(D, I, θ). Given PFI and assuming
FID(D, I, θ) is known, an itemset A has one of the following statuses:

– true positive if A ∈ PFI and A ∈ FID(D, I, θ).
– false positive if A ∈ PFI but A /∈ FID(D, I, θ).
– false negative if A /∈ PFI but A ∈ FID(D, I, θ).

We intentionally omit the true negative frequent itemsets from the above definition
because we are not interested in mining infrequent itemsets (itemsets with frequency< θ).
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4. An Approximate Frequent Itemsets Finding Algorithm

In this section, we propose a new algorithm for finding the set of approximate frequent
itemsets from a set of l RSP data blocks {D1, D2, ..., Dl} randomly selected from the
partition of a big transaction data set D, and using the local frequent itemsets to estimate
the set of frequent itemsets in D with respect to a global frequency threshold θ. The
algorithm contains four steps: RSP data blocks generation; RSP data blocks selection;
local frequent itemsets mining; finding the approximate set of frequent itemsets from the
sets of local frequent itemsets by voting.

The pseudo code is presented in Algorithm 1. The inputs are: a transaction database
D, the number of transactions in each RSP data block m, the number of RSP data blocks
selected for finding frequent itemsets l, two parameters θ and ε, and the parameter of the
popular frequent itemset voting condition α. The output of this algorithm is the set of the
popular frequent itemsets PFI .

The first step in lines 1-6 is to convert D to a partition of k RSP transaction blocks.
Each record in D represents one purchase transaction and the transactions with one pur-
chased item are removed. Given the size of the RSP data blockm, the number of RSP data
blocks in the partition k is the number of transactions in D divided by m. To generate k
RSP data blocks, m transactions are randomly selected from D without replacement and
assigned to each RSP data block. In the second step in lines 7-9, l RSP data blocks are
randomly selected from the k RSP data blocks of the partition without replacement. In the
third step in lines 10-15, Apriori algorithm is called with parameter value of (θ− ε) as the
local frequency threshold to find the local frequent itemsets in each of l RSP transaction
blocks {D1, D2, ..., Dl}. In the fourth step in lines 16-23, all local frequent itemsets are
voted by all sets of local frequent itemsets. The result of a frequent itemsets mining algo-
rithm is a set of string objects, therefore in this article, when comparing the local results
and counting the number of appearances of a frequent itemset in all RSP data blocks, we
mean an exact match of string objects. Thus, if a local frequent itemset occurs in RSP
data blocks more than the given number as shown in Equation 4, the frequent itemset is
added to the set of popular frequent itemset; otherwise, it is discarded.

In this article, we provide a comprehensive empirical analysis of the influence of pa-
rameter ε on the approximate result. We separately consider two cases. The first one is
when we set ε = 0 which indicates that the local frequency threshold is equal to the
global frequency threshold θ. The second one is 0 < ε < θ which indicates that the local
frequency threshold is smaller than the global frequency threshold θ. In Section 5, we
will show that even the small size of the data block with sufficient number of selected
RSP data blocks enables obtaining high quality estimation of the set of global frequent
itemsets, however the set of popular frequent itemsets will contain insignificant amount
of false positive frequent itemsets, moreover setting ε = 0 does not allow discovering all
true frequent itemsets from the selected RSP data blocks. To address this problem, we
reduce the local frequency threshold for mining local frequent itemsets. Decreasing of
the local frequency threshold by increasing the value of ε will result in increasing of the
number of the local frequent itemsets for each RSP data block. Thus, more true positive
frequent itemsets can be discovered from the selected RSP data blocks, i.e. the number
of false negative frequent itemsets will be reduced, however it will also increase the con-
tent of false positive frequent itemsets in the approxiamte solution. Empirical analysis for
choosing ε and experiment results for both cases are shown in Section 5.
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Algorithm 1 Algorithm for approximate discovery of frequent itemsets from a big trans-
action database using random sample partition
Input:
-D: transaction database;
-m: number of transactions in each RSP data block;
-l: number of RSP data blocks selected for finding frequent itemsets;
-θ: the global minimum frequency threshold;
-ε: local minimum frequency threshold deduction parameter;
-α: popular frequent itemset voting condition parameter.

1: procedure RSP GENERATION(D,m)
2: k = |D|

m
. |D| is the number of transactions in D and k is the number of RSP blocks to be

generated.
3: for each Di, 1 <= i <= k do
4: randomly assignm transactions fromD to the i-th RSP data block without replacement
5: end for
6: end procedure
7: procedure RSP BLOCK SELECTION({Dk}, l)
8: {Dl} = random.sample({Dk}, l) . randomly select l RSP data blocks from the set {Dk}

and put them in set {Dl}.
9: end procedure

10: procedure LOCAL FIS({Dl}, l, θ, ε)
11: for each Dj , 1 <= j <= l do
12: FIj = Apriori(Dj , θ − ε)
13: {FIl}.append(FIj) . {FIl} is the set of l sets of local frequent itemsets.
14: end for
15: end procedure
16: procedure POPULAR FIS({FIl})
17: {FI} = dictionary(∪l

i=1FIi) . for all frequent itemsets found, create <key, value>
pair, where itemset is a key and the number of repeats in all RSP data blocks is a value.

18: for each frequent itemset ∈ {FI} do
19: if value >α then
20: PFI .append(frequent itemset) . append a popular frequent itemset to the set

of popular frequent itemsets.
21: end if
22: end for
23: end procedure
24: Output: set of the popular frequent itemsets PFI

5. Experiments

We conducted 30 experiments on two real world transaction data sets. To evaluate the
quality of the approximate results, we compared popular frequent itemsets with the fre-
quent itemsets found directly from the entire database with respect to the global frequency
threshold θ. The comparison has shown that our approach produced good approximate
results and is efficient in mining approximate frequent itemsets from a big transaction
database. In this section, we present the real world data sets, experiment settings, evalua-
tion methods and the experiment results.
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5.1. Data Sets and Experiment Settings

The two data sets used in these experiments were downloaded from Kaggle.com and
Open-Source Data Mining Library, respectively. The characteristics of the data sets are
listed in Table 1.

Table 1. The two data sets used in experiments
Kaggle data set Online Retail data set

Number of transactions 729148 541908
Number of items 791 2603

Average transaction length 8 4

Thirty experiments were conducted on each data set with different settings on the
number of RSP data blocks and the block sizes. The setting values of these experiments
are given in Table 2. The global frequency threshold was set as θ = 0.005 so a big set of
frequent itemsets was discovered from the entire data set.

Table 2. Settings on number of RSP data blocks and block sizes
Number of RSP data blocks Block sizes

50 10000, 5000, 3500, 2000, 1000
30 10000, 5000, 3500, 2000, 1000
15 10000, 5000, 3500, 2000, 1000
10 10000, 5000, 3500, 2000, 1000
5 10000, 5000, 3500, 2000, 1000

5.2. Evaluation Measures

In these experiments, we used the following three measures to evaluate the approximate
results of the proposed approach. In these evaluations, the set of popular frequent itemsets
PFI was compared with the set of global frequent itemsets. The popular frequent item-
sets in PFI were divided into two classes: true positive frequent itemsets TP and false
positive frequent itemsets FP . There is another class of false negative frequent itemsets
FN , which can only be found in the global frequent itemsets. Based on the three sets of
frequent itemsets, we define the evaluation measures as follows:

Recall =
|TP |

|TP ∪ FN |
(5)

where |TP | is the number of frequent itemsets in TP and |TP ∪ FN | is the number of
the global frequent itemsets because TP ∪ FN = FID(D, I, θ). This measure shows
how good the algorithm is in discovering true frequent itemsets. Since this measure is
very important in frequent itemsets mining, we use the parameter ε to reduce the local
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frequency threshold while mining local frequent itemsets for increasing the recall value.
As ε approaches to θ, the recall value will get close to 1.

However increasing ε to θ will affect precision value defined as:

Precision =
|TP |

|TP ∪ FP |
(6)

where TP ∪ FP = PFI . Precision measures the fraction of the true frequent itemsets
in the set of popular frequent itemsets. This measure shows how good the algorithm is
in avoiding discovering of the false positive frequent itemsets. Using (θ − ε), ε > 0 as
the local frequency threshold to mine local frequent itemsets tends to discover more local
frequent itemsets, therefore potentially increasing the number of false positive frequent
itemsets in the approximate result, which negatively affects the precision measure.

To consider the global frequent itemsets, the accuracy measure is defined as:

Accuracy =
|TP |

|TP ∪ FN ∪ FP |
(7)

This measure evaluates the approximate result in terms of both precision and recall. Since
TP ∪ FN ∪ FP = PFI ∪ FID(D, I, θ), this measure evaluates the quality of the
approximate solution in terms of its ability to discover true frequent itemsets, avoiding
discovering infrequent itemsets (itemsets with the global frequency < θ).

5.3. Experiment Results With ε = 0

In this series of experiments, we set θ = 0.005 and ε = 0, i.e. the local frequency thresh-
old is equal to the global frequency threshold. With these settings, we ran Algorithm 1 on
the entire data set on different numbers of data blocks and block sizes as specified in Ta-
ble 2. Figure 2(a) shows the accumulative distributions of frequent itemsets in the whole
Kaggle data set and RSP data blocks of different sizes. Subplot on the left shows the dis-
tribution in the entire data set. The plots in the middle are the distributions of the frequent
itemsets in the RSP data blocks with 10000 transactions. We can see that the distributions
of the frequent itemsets in the RSP data blocks are similar to each other and also similar
to the distribution in the entire data set. The plots on the right show the distributions of the
frequent itemsets in the RSP data blocks with 2000 transactions. Because the block size
is much smaller than the blocks for distributions in the middle, a big difference displays
among the blocks although the shapes of the distributions are similar to the distribution of
the entire data set. We can say that the RSP data blocks in the middle are better samples
of the entire data set than the RSP data blocks on the right.

Figure 2(b) shows the accumulative distributions of frequent itemsets in the entire
data set and the accumulative distributions of popular frequent itemsets in a number of
RSP data blocks of different sizes. Figure 2(b) shows that the three distributions are very
similar to each other. The distribution in the middle subplot is very close to the distribution
of frequent itemsets in the entire data set. The distribution on the right is also close to the
one in the middle. This indicates that the popular frequent itemsets improve the results of
frequent itemsets from individual data blocks even with a small block size, and are better
estimates of the frequent itemsets in the entire data set with respect to the same frequency



650 Timur Valiullin et al.

0.00 0.02 0.04 0.06 0.08 0.10
freq(A)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

P(
f)

0.00 0.02 0.04 0.06 0.08 0.10
freq(A)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

P(
f)

0.00 0.02 0.04 0.06 0.08 0.10 0.12
freq(A)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

P(
f)

(a) Accumulative distributions of the global frequent itemsets (left), and the local FIs (middle and right)
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(b) Accumulative distribution of the global frequent itemsets (left), and accumulative distributions of the popular
frequent itemsets (middle and right)

Fig. 2. Accumulative frequent itemsets distributions. Number of RSP data blocks = 30,
block size (middle) = 10000, block size (right) = 2000. (Kaggle data set)

threshold θ. Generally speaking, these figures show that the RSP data blocks are good
random samples for estimating the frequent itemsets contained the entire data set.

The quality of the approximate results from randomly selected RSP data blocks is
evaluated with the measures of Accuracy, Precision and Recall defined in the previous
section. Figure 3 shows the changes of accuracy against the data block size in different
numbers of selected RSP data blocks. The left figure shows the results of Kaggle data set
and the right figure is the results of Online Retail data set. We can see that the accuracy
increases as the block size increases. Also, the more the RSP data blocks are selected for
voting the popular frequent itemsets, the higher the accuracy of the approximate result is.
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Fig. 3. Accuracy changes with different numbers of RSP data blocks and block size



A New Approximate Method For Mining Frequent Itemsets From Big Data 651

Figure 4 shows the change of precision against the data block size in different numbers
of RSP data blocks. The trends are same as the trends of accuracy because the two mea-
sures are essentially same in evaluating the findings of the true positive frequent itemsets
in the entire data set from a set of selected RSP data blocks. In all cases, we can approach
above 90% of precision with a small portion of the entire data. Based on these figures, we
can assume that the bigger number of RSP data blocks is more important than the block
size because of the popular frequent itemsets voting. More investigations are needed to
find the reasons behind this phenomenon.
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Fig. 4. Precision changes with different numbers of RSP data blocks and block size

In frequent itemsets mining with this approximate approach, Recall is an important
measure. Figure 5 shows the change of recalls against the block sizes and different num-
bers of RSP data blocks. We can see that the trends of recall are different from the trends of
accuracy and precision. The general trend is still that the recall increases as the block size
and the number of RSP data blocks increase. However, the number of RSP data blocks
has a bigger impact on recall. Generally speaking, recall is over 90% even with a few RSP
data blocks of a small size, but it rarely arrived 100% in case when the local frequency
threshold is equal to the global frequency threshold.
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5.4. Experiment Results With 0 < ε < θ

To increase recall of popular frequent itemsets from the selected RSP data blocks, we set
the local frequency threshold to (θ − ε) and make ε > 0. In this series of experiments,
we investigate the change of recalls as ε increases from 0 to θ. Since the local frequency
threshold is reduced, more frequent itemsets will be discovered for the same RSP data
blocks. The number of the local frequent itemsets increases as ε increases, so the recall
of the popular frequent itemsets will increase as well. However, as the number of the
local frequent itemsets increases, the number of the false positive frequent itemsets also
increases which decreases the accuracy and precision. Therefore, ε should be adjusted
so that the popular frequent itemsets should not contain too many false positive frequent
itemsets. In these experiments, we empirically investigated the value of ε which can make
a better trade-off between recall, accuracy and precision.

In these experiments, we used the same parameter settings from Table 2. For each
setting, we ran Algorithm 1 with a reduced local frequency threshold (θ−ε), ε > 0 to find
the popular frequent itemsets from the selected RSP data blocks. Then, we compared the
popular frequent itemsets with the frequent itemsets found from the entire data set with the
global frequency threshold θ to compute the recall. For each set of parameters from Table
2 we tested several ε values. We computed the recall distributions of the popular frequent
itemsets discovered with different values of ε for corresponding numbers of RSP data
blocks and block sizes. Figure 6 shows the recall distributions for all parameter settings
from Table 2 for Online Retail Data Set. The rows index is the numbers of RSP data
blocks in the descending order as (50, 30, 15, 10, 5), and the columns indicate the sizes
of RSP data blocks in transactions as (10000, 5000, 3500, 2000, 1000). Different ε values
were used in each setting as shown in each display block. From the first row in Figure 6,
we can see that for the settings of larger block sizes and more RSP data blocks, a small
increase of ε, e.g., from 0.0005 to 0.001, results in a big increase of recall which can reach
to 1. As the number of RSP data blocks is reduced, the larger ε is required to make the
recall approach to 1, as shown in the left column of Figure 6. Therefore, as the block size
and the number of RSP data blocks are reduced, a big increase of ε is required to increase
the recall to 1. For example, in the right and bottom display block of Figure 6, ε value
is 0.002 to make the recall approach 1. Since the global frequency threshold θ = 0.005,
the local frequency threshold is reduced with 40% from the global frequency threshold in
order to obtain a 100% recall.

We calculated precision with empirically found ε value that guarantees the absence of
the false negative frequent itemsets in the approximate solution, i.e. recall = 1 for most
settings for both data sets. The precisions of the approximate results with different settings
are shown in Figure 7. We can see the trends that precision increases sharply as the block
size and the number of RSP data blocks increase. In the case of few small RSP data blocks,
although the recall is high, the precision is low because a large number of false positive
frequent itemsets exist due to a significant reduction of the local frequency threshold. As
the block size and the number of RSP data blocks increase, ε decreases. Small ε allows
to maintain low number of false positive frequent itemsets in the approximate solution,
which makes the precision stay high. We can see that the precisions in both data sets are
over 80% in the settings of large block size and number of RSP data blocks.
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6. Conclusions and future work

In this paper, we have presented a new approach for mining approximate frequent itemsets
based on a random sample partition of a big transaction database. We have shown that
using the RSP data model for mining frequent itemsets can be very beneficial when the
amount of data is very large and traditional single machine or distributed and parallel
approaches are no longer able to process it. In this work, we introduced an algorithm
for approximate frequent itemsets mining and experimentally showed that the algorithm
is able to produce high-accurate frequent itemsets with random sample data blocks, and
capable of discovering of all frequent itemsets from the entire data set which is achieved
by parameter ε. The proposed approach is highly suitable for a distributed architecture
and can be effectively run on a computing cluster.

For the further work, we will carry out theoretically statistical analysis on the quality
of the outputs of the proposed algorithm and investigate an automatic way of estimating
the parameter ε. Besides, we are going to implement a parallel version of the algorithm
on a cluster and conduct experiments on big data sets in terabyte scale.
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Abstract. Cyber-physical systems consist of many hardware and software compo-
nents. Over the lifetime of these systems their components are often replaced or
updated. To avoid integration problems, formal specifications of component inter-
face behavior are crucial. Such a formal specification captures not only the set of
provided operations but also the order of using them and the constraints on their
timing behavior. Usually the order of operations are expressed in terms of a state
machine. For new components such a formal specification can be derived from re-
quirements. However, for legacy components such interface descriptions are usually
not available. So they have to be reverse engineered from existing event logs and
source code. This costs a lot of time and does not scale very well. To improve the
efficiency of this process, we present a passive learning technique for interface mod-
els inspired by process mining techniques. The approach is based on representing
causal relations between events present in an event log and their timing information
as a timed-causal graph. The graph is further processed and eventually transformed
into a state machine and a set of timing constraints. Compared to other approaches
in literature which focus on the general problem of inferring state-based behavior,
we exploit patterns of client-server interactions in event logs.

Keywords: passive learning, process mining, interfaces, model-driven engineering.

1. Introduction

The high-tech industry creates complex cyber-physical systems. These systems consist
of many hardware and software components. These components are either developed in-
house or made by third party suppliers. Components interact with each other over software
interfaces. Good interface descriptions are crucial for component-based development of
cyber-physical systems. Usually software interfaces are only described in terms of their
signature, i.e., the set of operations. Sometimes also the allowed sequence of operations is
specified, for instance in terms of a state machine or a few example scenarios. The timing
behavior of an interface are rarely described. For instance, the expected frequency of
notifications and the allowed time between the call of an operation and the corresponding

? This is a revised and extended version of the conference paper [39].



658 Debjyoti Bera, Mathijs Schuts, Jozef Hooman, and Ivan Kurtev

response. Violations of assumptions about timing behavior, however, are an important
source of errors over the complete life cycle of these systems.

To overcome the drawbacks of current interface modeling tools, we have developed
an Eclipse-based DSL (Domain Specific Language) called ComMA (Component Model-
ing and Analysis). ComMA [26] is currently used at business unit Image Guided Therapy
(IGT) of Philips for specifying interfaces of software components. A ComMA interface
specification describes the signature and behavior of a server component. The signature
of a server captures the operations it offers to clients and the notifications that it can send
to clients. The behavior of a server is specified as a state machine describing the allowed
sequence of interactions available to a client. Next to such a state machine, timing con-
straints on interactions, and data constraints on parameters exchanged during interactions
can also be specified. Based on a ComMA specification, a large number of artifacts are
generated automatically, for example visualization of the modeled state machine, interface
design documentation, simulator, stubs and run-time monitors. The monitor is very useful
to check interface compliance after software updates or hardware upgrades. For instance,
this is useful when an updated hardware component is obtained from a supplier, or during
integration of software developed by different teams. Often during software development,
teams are working on different sub-systems with shared interfaces. To facilitate teams to
work independently and reduce the chances of costly integration issues later, stubs are
particularly useful.

Given the benefits of the ComMA approach, all new system interfaces of Philips IGT
are modeled and checked using ComMA. However, there are many existing interfaces
and they could benefit from a ComMA specification. A manual transformation based
on inspecting event logs and software artifacts (source code, documentation etc.) would
require a large reverse engineering effort, is hard to scale up and extremely error prone.
On the other hand, the idea of automatically inferring state-based behavior from event
logs (also known as passive learning) is not new. This topic has been extensively studied
by the two communities of finite state machine inference [11] and process mining [1, 29].

Within both these communities there are popular tools that provide a large variety of
techniques to infer automata or Petri net models from event logs. However it is difficult
for a non-expert to use these tools directly on event logs to infer interface protocols. For
instance, the relation between inferred models and the choice of techniques (and their
many configuration parameters and heuristics) is not always clear and may require a deep
understanding of these techniques. There is also the additional effort required to translate
the output models into a more meaningful domain specific representation. Furthermore,
most passive learning approaches focus on ordering of events (actions) but neglect data
and time aspects. Moreover, the special case of inferring interfaces of component-based
systems can benefit from exploiting patterns of client-server interactions present in event
logs. To address these challenges, we present a method to infer component interface mod-
els (state machines) and their timing constraints from event logs.

Our approach is based on process mining techniques that exploit the ordering relation
between events of an event log (such as α-algorithm [2] and inductive miner [30]). Such
techniques usually start by computing causal dependencies between events and represent
them as a causal graph (vertices correspond to events). We extend a causal graph to cap-
ture both data and time information present in an event log. From a causal graph, we
derive a state machine graph and timing constraints over events. Finally, we reduce the
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state machine graph by merging equivalent states and transform it into a ComMA state
machine. At various stages, we exploit patterns of client-server interactions in event logs
such as recurring events and compound events to achieve better generalizations in the
resulting model.

In contrast, the approach in our previous paper [39], first transforms an event log into a
type of Moore automata [24] and then into a ComMA state machine and a set of time con-
straints. The idea in that paper is to identify event groups that start with a client-initiated
event (command or signal) followed by zero or more server-initiated events (notifica-
tions). Each event group is mapped to a ComMA triggered transition. Such grouping of
events often leads to a large number of states since variations in the number and type of
notifications will result in different event groups. The approach is also not able to deal
with event logs starting with a notification, nor is it correctly able to discover compound
events.

Concerning other model learning techniques, we have experimented earlier with active
learning which stimulates the system under learning actively and infers an hypothesis
based on the responses of the system [41]. Active learning [6] requires the implementation
of an adapter to connect the System Under Learning (SUL) with the learner. This adapter
has to deal with behavior of the SUL that does not match the assumptions of the learning
techniques, such as a SUL which is not input enabled or a SUL which sends no output or
multiple outputs after a stimulus. This technique also requires frequent resets of the SUL
which may be time consuming. Furthermore, non-determinism of the SUL is a problem
for active learning.

A disadvantage of passive learning is that only the behavior that is represented in the
used traces will be in the resulting state machine. Hence, compared to the active learning
approach, the model might be less complete. An interesting approach presented in [49]
exploits the complementary nature of the results produced by passive learning and active
learning to improve the final outcome. In our case, however, a passive learning approach
is acceptable since the learned model is intended as a starting point for subsequent manual
modeling and analysis.

Structure of this paper

The paper is organized as follows. Section 2 provides a brief overview of interface spec-
ifications using ComMA. In Section 3 we present our automated workflow to reverse en-
gineer interface models from event logs. Section 4 presents our learning method to infer
state and timing behavior. Section 5 describes a few extensions to the learning algorithm.
In Section 6, we apply our learning method to two real-life cases at Philips and evalu-
ate the generated models by comparing them to the original models. In Section 7 related
work is discussed and we compare our approach to a popular state merging approach for
inferring finite state machines. Section 8 concludes the paper.

2. Model-Based Definition of Interfaces in ComMA

In this section, we introduce ComMA [26] as far as needed to understand the remain-
der of this paper. The ComMA framework consists of the following three main languages:
signature, interface and traces. We illustrate the languages using a rather simple example
of a vending machine interface called IVendingMachine.
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Fig. 1. UML Sequence Diagram of possible event types between a client and server

signature IVendingMachine {
types
enum Result { OK, NOK }

commands
void loadProduct
Result switchOn
Result insertCoin
Result orderCola

signals
switchOff

notifications
inventoryInfo(int items)

}

Listing 1.1. Example of a signature

ComMA Signature. A ComMA signature specification lists a set of events offered by a
server to its clients. The events of a signature are distinguished into three types:

– Commands are synchronous events from client to server. The client is blocked until it
receives a reply from the server.

– Signals are asynchronous events from client to server.
– Notifications are asynchronous events from server to client.

All event types may have data associated with them. Their type definitions are also speci-
fied in a signature. To describe data aspects, ComMA provides a set of primitive data types
(such as integer, string, boolean, real etc.) and allows the definition of more complex types
such as enumerated types, vectors and records.

We refer to data associated with a command or a signal as input parameters and data
associated with a reply or a notification as output arguments.

In the Fig. 1, we give one example of each type of event in the execution context of a
client and server. Observe command c and its corresponding reply c reply. The command
c has n input parameters associated with it denoted by param 1, . . . , param n. The reply
of command c denoted by c reply has one output argument arg associated with it.
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interface IVendingMachine{
variables

int items, coins

init
items := 0
coins := 0

in all states {
transition do: inventoryInfo(items)

}

initial state Off {
transition trigger: loadProduct
do: items := items + 1
reply
next state: Off

transition trigger: switchOn
guard: items > 0
do: reply(OK)
next state: On

transition trigger: switchOn
guard: items <= 0
do: reply(NOK)
next state: Off

}

state On {
transition trigger: insertCoin
do: coins := coins + 1
reply(OK)
next state: On
OR
do: reply(NOK)
next state: On

transition trigger: orderCola
guard: coins > 0 AND items > 0
do: coins := coins - 1
items := items - 1
reply(OK)
next state: On

transition trigger: orderCola
guard: coins <= 0 OR items <= 0
do: reply(NOK)
next state: On

transition trigger: switchOff
next state: Off

}
}

Listing 1.2. Example of a ComMA state machine

Note that signals and notifications do not have a corresponding reply. In listing 1.1 we
present the signature of IVendingMachine.

ComMA Interface. The behavior of an interface in terms of allowed sequence of events
is expressed in terms of state machines. A state machine has one or more states (with ex-
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Fig. 2. Server side state machine corresponding Listing 1.2

actly one initial state) and a set of declared and initialized variables. Each state must have
one or more transitions. We distinguish between triggered and non-triggered transitions.
Both kinds may have an associated guard over the set of defined variables. Triggered
transitions (denoted by transition trigger) represent an invocation by a client, i.e. either a
command or a signal. Non-triggered transitions (denoted by transition) represent an event
emitted by the server, i.e. notification or reply to a command. The body of a transition
consists of one or more clauses separated by an OR construct. A clause is a sequences of
actions corresponding variables assignments (using standard mathematical expressions)
or events (notifications or replies to commands). Non-determinism between choice of pos-
sible transitions in a state is supported by simply defining multiple transitions. Within a
transition body we express non-determinism using the OR construct.

We present the interface state machine of our IVendingMachine example in List-
ing 1.2. A brief explanation is provided below:

– Two variables items and coins are defined and initialized.
– The initial state is Off.
– Notification inventoryInfo with parameter items is possible in all states.
– In state Off there is a choice between accepting commands loadProduct and switchOn.

Observe that there are two instances of transition switchOn with different guards.
– In state On there is a non-deterministic choice between accepting commands insert-

Coin and orderCola and a signal switchOff. Observe that insertCoin has two possible
replies, expressed by the OR construct and different reply values.

In the Fig. 2, we present the communicating state machine (server side) corresponding
Listing 1.2 by borrowing the syntax of the popular modeling tool UPPAAL [28] for com-
municating automata. We extend the notation on arcs between states to represent sequence
of communicating events with expressions on variables.
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timing constraints

TimingRule1
command orderProduct and reply(OK) -> [ 2.4 ms .. 3.8 ms ] between events

TimingRule2
notification inventoryInfo and notification inventoryInfo

-> [ 400.0 ms .. 550.0 ms ] between events

Listing 1.3. Example of a few timing constraints

Timestamp: 0.000081 Notification: inventoryInfo Parameter: integer : 0
Timestamp: 2.002300 Notification: inventoryInfo Parameter: integer : 0

Timestamp: 3.030400 Command: switchOn
Timestamp: 3.567788 Reply Parameter: Result::NOK

Timestamp: 4.005600 Command: loadProduct
Timestamp: 4.206180 Reply

Timestamp: 5.640320 Notification: inventoryInfo Parameter: integer : 1
Timestamp: 6.940301 Notification: inventoryInfo Parameter: integer : 1

Timestamp: 7.046780 Command: switchOn
Timestamp: 7.666180 Reply Parameter: Result::OK

Timestamp: 13.100550 Command: orderCola
Timestamp: 13.215671 Reply Parameter: Result::NOK

Timestamp: 17.705500 Notification: inventoryInfo Parameter: integer : 1
Timestamp: 18.905500 Notification: inventoryInfo Parameter: integer : 1

Timestamp: 19.055012 Command: insertCoin
Timestamp: 20.000020 Reply Parameter: Result::NOK

Timestamp: 23.100550 Command: orderCola
Timestamp: 23.215671 Reply Parameter: Result::NOK

Timestamp: 23.908800 Notification: inventoryInfo Parameter: integer : 1
Timestamp: 24.608703 Notification: inventoryInfo Parameter: integer : 1
Timestamp: 25.888101 Notification: inventoryInfo Parameter: integer : 1

Timestamp: 26.000300 Command: insertCoin
Timestamp: 26.006180 Reply Parameter: Result::OK

Timestamp: 27.100550 Command: orderCola
Timestamp: 27.215671 Reply Parameter: Result::OK

Timestamp: 28.030440 Notification: inventoryInfo Parameter: integer : 0
Timestamp: 29.960241 Notification: inventoryInfo Parameter: integer : 0

Timestamp: 30.000300 Signal: switchOff

Timestamp: 36.000330 Command: switchOn
Timestamp: 36.006180 Reply Parameter: Result::NOK

Listing 1.4. Fragment of a ComMA trace

Timing Constraints Next to a state machine specification, a ComMA interface also
allows the specification of timing behavior as a set of timing constraints. In ComMA
there are four types of timing constraints [25], but we will only consider three of them.
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Interval rules specify the time interval between events. Conditional interval rules are a
further restriction on them. Rules for periodic events specify repetitive occurrence of an
event within a specified time period and jitter.

Listing 1.3 shows two examples of timing constraints: TimingRule1 describes the al-
lowed time between an occurrence of command orderProduct and its reply. The lower
bound (LB) is 2.4 ms and the upper bound (UB) is 3.8 ms. TimingRule2 gives another
example of how time intervals between periodic notifications are similarly specified.

ComMA Trace. The trace language in ComMA is used to represent observed interactions
between a client and a server in a language independent manner. The idea is to be able
to write custom converters from domain specific traces (e.g. sniffing network traffic or
from a generated log file) to the ComMA trace language. An example ComMA trace
conforming to the IVendingMachine interface is shown in Listing 1.4.

3. Reverse Engineering Interfaces of Legacy Systems

Fig. 3. Typical Usage of our Learning Framework
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Often the behavior of legacy components is poorly documented and understood. This
makes it hard to create an interface model having the right level of abstraction. In the
previous section, we have discussed the two ingredients of a ComMA interface model,
namely signature and interface. In Fig. 3, we present the different steps to derive a ComMA
interface model.

Generating a signature model from available source code is rather easy (step 1). On
the other hand, inferring interface behavior in terms of a state machine requires run-time
information such as event logs. Often event logs are abundantly available but the informa-
tion in them may not be very useful due to unclear semantics and incompleteness. In such
cases sniffing network channels during system execution and extracting information from
them turns out to be a very useful technique to obtain consistent and complete execution
data. In all cases, we must create custom transformations to the ComMA trace format
(step 2). A prerequisite for performing step 2 is the ability to map the custom messages
and their data to the available ComMA event types (as used in signatures) and ComMA
data types. ComMA provides the commonly used primitive types such as integer, real,
string, enumerations, records, vectors and map types. Our experience shows that these
data types are generally sufficient to support non-trivial cases. A limitation of ComMA
is the inability to use references to interface instances or services as data types (a feature
that can be found in some protocols for distributed computing). The actual conversion
from the captured communication or logs to ComMA traces usually requires developing
a custom translator. Depending on the complexity of the protocol and the data format, this
task may lead to significant efforts. In our practice we have created custom translators
that deal with proprietary company specific protocols, and also faced mixed formats that
integrate textual, binary and sometimes encrypted data. Clearly, availability of documen-
tation about the protocol is a key enabling factor. Usage of standard protocols and existing
tools can greatly reduce the effort in step 2.

The Interface Learner is an implementation of the reverse engineering method pre-
sented in Sec. 4. Once we have the set of ComMA traces and the signature model, the
interface learner generates a timed-causal graph and a ComMA state machine containing
time constraints (step 3).

Causal graphs are widely used by many commercial process mining tools [31] 5 as a
simple and intuitive means to visualize which activities in a trace can follow one another
directly 6. Most of these tools nicely capture time and frequency based information such
as execution times and activity counts.

4. Inferring State Behavior: Interface Learner

We present a step-wise method to transform an event log into a ComMA state machine.
First we represent the information in an event log as a causal graph (dependency graph)
of events extended with time. A causal graph is then transformed into a state machine
graph where edges are events and states are outputs of events (data), i.e. similar to Moore
automata [24]. Next all equivalent states (i.e. states having same set of possible events)
of a state machine graph are discovered and merged. Finally the resulting state machine
graph is transformed into ComMA state machine syntax using a simple algorithm.

5 https://www.celonis.com/, https://processgold.com/en/, https://www. my-invenio.com/
6 See https://www.gartner.com/doc/3870291/market-guide-process-mining
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First we introduce a few notations in Sec. 4.1. In Sec. 4.2 we describe our learning
method in steps: logs to causal graphs, causal graphs to state machines, merging equiv-
alent states and finally generating a ComMA interface model and a set of timing con-
straints.

4.1. Notations
General definitions A finite sequence σ over some set S of length n ∈ N is a function
σ : {1, . . . , n} → S. The set of all finite sequences over S is denoted by S∗. We denote
a sequence of length n by σ = 〈s1, . . . , sn〉, where s1, . . . , sn ∈ S and σ(i) = si for
1 ≤ i ≤ n. A sequence of length 0 is called an empty sequence denoted by ε.

A graph is a pair G = (V,E), where V is the set of vertices and relation E ⊆ V × V
denotes edges. In a directed graph, edges have directions represented by a head and tail.
In a directed graph, a sequence σ ∈ V ∗ of length n > 0 is called a directed path, if
(σ(i), σ(i+ 1)) ∈ E for all 1 ≤ i < n.

We assume a set of interface actions IA, consisting of commands, replies, signals and
notification, with a function typewhich yields the type of each action, that is, COMMAND,
SIGNAL, REPLY, or NOTIFICATION. For a command c we denote its reply by c reply.
Henceforth we use a, a1, a2, . . . to denote interface actions, c, c1, c2, . . . to denote com-
mands, s, s1, s2, . . . to denote signals, and n, n1, n2, . . . to denote notifications.

An event is a tuple (a, str), where a is an interface action and str is an output string
which is a string representation of the value of one or more output arguments associated
with a reply or notification. For commands and signals the output string is empty (see
Sec. 2). For now we abstract away from input arguments of commands and signals but
revisit it later in this section.

Given an event e, we denote its interface action by action(e) and its output string by
output(e). The occurrence of an event e at time t ∈ R+ is called a timed event, denoted as
the pair (e, t). We define the projection functions event(e, t) = e and time(e, t) = t. Let
Σ be the set of all timed events. A trace σ is a possibly empty sequence over Σ, σ ∈ Σ∗.
We denote the empty trace by ε.
As an example,

σ = 〈((c, -), 0.0); ((c reply,OK), 0.215); ((s,−), 3.51); ((n, 5), 4.11)〉

is a trace containing first command c at time 0.0 followed by its reply with value OK at
0.215, third signal s at 3.51 and fourth notification n with output 5 at 4.11.

A log L is a finite non-empty set of traces L ⊆ Σ∗. For a given log L, we define
events(L) as the set of all events occurring in traces of L and actions(L) as the set of all
interface actions occurring in events(L).

Restriction [R1] In this section we require for every trace that every occurrence of
a command is immediately followed by a reply of this command, that is, there are no
intermediate notifications. In Section 5, we will discuss how this restriction can be relaxed.

4.2. The Learning Algorithm
The learning algorithm takes a log and a signature as input and produces an interface
model as output. First we convert a log to a causal graph which is later transformed to a
state machine.
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Logs to Causal Graphs Each trace of a given log L captures a possible order of the
occurrences of events in time. A causal graph is a directed graph which describes when
two events follow each other in a trace. For a log L we define its causal graph G(L) as
the graph (V,E) where

– V = events(L)
– (e, e′) ∈ E if and only if there exists a trace 〈te1, te2, . . . ten〉 ∈ L and an i ∈
{1, . . . , n− 1} such that e = event(tei) and e′ = event(tei+1).

We denote the set of initial vertices as initial(V ) = {{event(σ(0))} | σ ∈ L}.
We associate a set of time durations to each pair of causally related events by the

function δ : E → P(R+) which is defined as follows:
δ(e, e′) = {t | there exists a trace 〈te1, te2, . . . ten〉 ∈ L and an i ∈ {1, . . . , n− 1}

such that e = event(tei), e′ = event(tei+1) and
t = time(tei+1)− time(tei)}

We refer to the pair (G(L), δ) as a timed causal graph. An example of a log containing
three traces and its corresponding timed causal graph is shown in Fig. 4. The edges are
annotated with the set of time durations, as defined by function δ.

Fig. 4. Three Traces and their Timed Causal Graph

Causal Graphs to State Machines Next we transform a causal graph into a state ma-
chine graph, where each state (vertex) represents a set of events and each transition (edge)
represents an event. An event of an incoming transition to a state belongs to the set of
events associated with that state.

A state machine is a tuple (S,A, T, s0), where S is the set of states, A is the set of
actions, T ⊆ S ×A× S is the set of transitions, and s0 is the initial state.
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Fig. 5. Causal Graph to State Machine

We do not include time durations in a state machine because a timed causal graph is
sufficient to derive timing constraints. This is discussed later in the section.

Given a log L and its causal graph G(L) = (V,E), we define a state machine
(S,A, T, init) where

– init /∈ V
– S = {{e}|e ∈ events(L)} ∪ {init}, i.e. states different from init are singleton sets,

each corresponding a distinct event from log L
– A = events(L);
– T = {(s1, e, s2) | e ∈ s2 and ((s1, s2) ∈ E or s2 ∈ initial(V ) ∧ s1 = {init})}

Note that transitions with source init are added to all initial vertices of V . The event
of a transition is obtained from the target state of the relation in E.

An example of a causal graph and its corresponding state machine is shown in the Fig. 5.
Note that we denote the state init by the node containing the symbol ∗.
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Algorithm 1: Generate ComMA StateMachine
input : state machine SM = (S,A, T, s0), name
output: ComMA state machine

print machine name {
for s ∈ S do

if s = s0 then
print initial state StateName(s) {

else
print state StateName(s) {

end
for (s, e, s1) ∈ T do

if e has-type NOTIFICATION then
print transition do: EventName(e)
print next state: StateName(s2)

end
if e has-type SIGNAL then

print transition trigger: EventName(e)
print next state: StateName(s2)

end
if e has-typeCOMMAND then

print transition trigger: EventName(e)
print do:
for path ∈ getAllPathsToReply(SM, s) do

for (s1, e, s2) ∈ path do
if e has-type REPLY then

print EventName(e)
print next state: StateName(s2)
if not last for-iteration over paths then

print OR
end

else
print EventName(e)

end
end

end
end

end
print}

end
print }

Merging Equivalent States Once we have a state machine, the goal is to reduce it by
iteratively discovering all pairs of equivalent states and merging them.

Given a state machine (S,A, T, s0), two states s1, s2 ∈ S are said to be equivalent if
and only if {a | ∃s : (s1, a, s) ∈ T} = {a | ∃s : (s2, a, s) ∈ T}, i.e., the same set of
events are possible.

In the Fig. 5, consider the two pairs of states {(n1, 5)} and {(n1, 2)}, {(n3,−)} and
{(c2 reply,OK)}. It is easy to check that both pairs are equivalent. Each state of the first
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interface ISample{

initial state init {
transition trigger: c1
do: reply(OK)
next state: executed_c1_OK
OR
do: reply(NOK)
next state: executed_c1_NOK

}

state executed_c1_OK {
transition do: n1(5)
next state: executed_n1_5_n1_2

transition do: n3
next state: executed_n3_c2_OK

}

state executed_c1_NOK {
transition do: n1(2)
next state: executed_n1_5_n_2

}

state executed_n1_5_n1_2 {
transition trigger: c2
do: reply(OK)
next state: executed_n3_c2_OK

}

state executed_n3_c2_OK {
transition do: n2
next state: executed_n2

transition trigger: s1
next state: executed_s1

}

state executed_s1 {
transition do: n2
next state: executed_n2

}

state executed_n2 {
transition trigger: c2
do: reply(OK)
next state: executed_n3_c2_OK

transition do: n3
next state: executed_n3_c2_OK

}
}

Listing 1.5. Generated ComMA State Machine

pair allows a single event (c2,−) (with destination state: {(c2,−)}), while each state of
the second pair allows two events (s1,−) (with destination state: {(s1,−)}) and (n2,−)
(with destination state: {(n2,−)}).

Given a state machine (S,A, T, s0) and two equivalent states s1, s2 ∈ S, where s2 6=
init, we define a merge operation Merge((S,A, T, s0), s1, s2) = (S′, A, T ′, s′0) where
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– S′ = S \ {s1, s2} ∪ {s} where s is the union of s1 and s2
– T ′ is obtained from T by replacing all occurrences of s1 and s2 by s
– s′0 = s, if s1 = init, s′0 = s0, otherwise.

It is easy to check that the merge operation does not disturb the set of possible paths in
the state machine (i.e. action sequences). Also note that the order of applying the merge
operation does not have an effect on the resulting state machine.

Generating ComMA Interface Model A state machine SM = (S,A, T, s0) can be
transformed into a ComMA interface model, where we assume the following methods:

– getAllPathsToReply(SM, s) returns the set of all paths of SM starting at state s and
ending with an event of type REPLY and no other event in this path is of type REPLY.
Due to restriction R1, a command event is immediately followed by a reply event.

– StateName(s) which yields a meaningful string representation (label) of state s, for
instance, as a disjunction of event output strings over all incoming edges (see state
labels in Fig. 5).

– EventName(e) which yields a string representation of event e.

Given a state machine, we present an algorithm (see Alg. 1) to generate its correspond-
ing ComMA interface model. For the last state machine (i.e. after merging) in Fig. 5, the
algorithm produces the output shown in Listing.1.5.

Remarks. Often data sets associated with a notification or reply belong to large domains
such as integers, real etc. They may also have a complex type such as records and vectors.
In such cases the number of resulting states may become very large since the output strings
are not equal (for e.g. see notification n1 with output 5 and 2 in the Fig. 5). To remedy
this we may abstract away from such data sets. This should ideally be indicated by the
user as part of configuration parameters of the learner. If we abstract away from all data
in notifications and reply (i.e. all output strings are empty), then the size of the resulting
state machine is bounded by the number of unique events in an event log. This is easy to
check since the number of vertices in a causal graph and its corresponding state machine
(excluding init) are bounded by that number.

Recall that we did not consider input arguments of commands and signals. It is straight-
forward to capture them in a similar manner as we did for output data of replies and
notifications. To achieve this we only need to extend the tuple representing an event to
be the tuple (a, ostr, istr), where a is an interface action (as before), ostr is an output
string (as before) and istr is an input string which is a string representation of one or
more argument values associated with a command or signal. Similar to the previous case,
abstraction techniques are needed to avoid an explosion of states.

It is easy to check that the resulting state machine conforms to the input event log
since (a) the causal graphs represent all possible ordering of events present in an event
log, and (b) the corresponding merged state machine is not disturbing the order of events
present in the causal graph. To validate the implementation of our learning algorithm, the
monitoring feature in ComMA is used to check for conformance between the generated
interface model and the set of input event logs [26].
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Generating timing constraints. Consider a log L and its timed causal graph ((V,E), δ).
From a timed causal graph we could generate all possible timing constraints between
pairs of events but not all of them will be useful from a functional requirements point of
view, for e.g. between two status reporting notifications or between an error and a status
notification etc. Rather timing constraints over response time of an operation to execute
a movement on a mechanical device (observable as a specific command and its eventual
reply) or between notifications reporting positions of the device are more interesting to
check for compliance with safety regulations.

Recall from Sec. 3 that one of the inputs to the interface learner is the signature file
containing the syntactic definitions of each unique event occurring in event logs. So as
part of the configuration parameters of the interface learner, the user has the possibility
to indicate which set of events in the signature are relevant and what types of timing
constraints over them would be useful to generate.

As pre-requisite for generating timing constraints from a timed causal graph, we as-
sume a few generic methods are present to compute minimum and maximum time dura-
tions between events (user indicates which events are useful) present in a log. The nota-
tions for these methods are described below.

– Given a command event c ∈ V , we denote the minimum time duration to observe any
of its reply events as cmin = min({min(δ(c, r)) | (c, r) ∈ E}) and maximum time
duration to observe any of its reply events as cmax = max({max(δ(c, r)) | (c, r) ∈
E}).

– Given two events e1, e2 ∈ V such that e2 is reachable from every path starting at
e1 and there are no cycles in between, let Γ be the set of all paths starting at e1 and
ending at e2. We denote the cumulative minimum and maximum time durations along
all paths of Γ by the interval [e1e2min, e1e2max]. For the special case of cyclic paths
where e = e1 = e2 , we denote its period by eperiod = (emax − emin)/2 and jitter
by ejitter = max(emax − eperiod, eperiod − emin).

In Listing. 1.6, we provide templates to generate three types of timing constraints. A
brief description of these is given below (for detailed semantics, see [25]):

– TimeForReply states that if command c is observed then its reply is observed within
the specified interval.

– TimeBetweenEvents states that if two events e1 and e2 are observed without observing
e1 in between then the interval between them is [e1e2min ms ... e1e2max ms].

– TimeBetweenPeriodicEvents states that if e1 is observed then e2 will occur periodi-
cally with period e2period and jitter e2jitter until e3 observed.

As mentioned earlier, the user indicates the events c, e1, e2, e3 as part of configuration
parameters of the learner. The Listing 1.7 shows four examples of timing constraints gen-
erated from the timed causal graph presented in Fig. 4.

5. Extensions

The learning algorithm presented in the previous section is very general in that it does not
exploit patterns of interaction between a client and its server. We present two extensions
to the learning algorithm to deal with some commonly occurring patterns.
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timing constraints

TimeForReply
command action(c)

-[ cmin ms ... cmax ms ] -> reply

TimeBetweenEvents
type(action(e1)) action(e1) and type(action(e2)) action(e2)

-> [ e1e2min ms ... e1e2max ms ] between events

TimeBetweenPeriodicEvents
action(e1) then action(e2) with period eperiod ms jitter ejitter ms until action(e3)

Listing 1.6. Templates to generate timing constraints

timing constraints

TimingConstraint1
command c -[ 0.1 ms ... 1.5 ms ] -> reply

TimingConstraint2
signal s1 and command c -> [ 1.5 ms ... 3.7 ms ] between events

%TimingConstraint3
%notification n1 and signal s2 -> [ 3.2 ms ... 5.7 ms ] between events

Listing 1.7. Few timing constraints of the timed causal graph in Fig. 4

The first extension detects recurring events in event logs. In practice these events are
usually periodic notifications containing status reporting information but they could also
be signals or commands. The second extension detects a generalization of a command-
reply pattern by allowing notifications in between. Such patterns are atomic from the point
of view of a client because it is blocked until the reply is received. We end the section with
a discussion about exploiting domain knowledge to detect hidden dependencies between
events present in a log. For e.g. an event in the initialization phase may have an impact on
the possible events available in the operational phase.

Using Client-Server Context to Distinguish Recurring Events. Control systems often
generate periodic events, for e.g. notifications about status information generated by a
server. If we simply transform a log containing recurring events into a causal graph, we
may end up with a model where almost every event is possible after a recurring event.

For instance, consider the example in Fig. 6. Here we have a trace containing a pe-
riodic notification n1. If we ignore n1, then we observe that there is a causal relation
between client-initiated events, i.e. command c is followed by signal s1 and then signal
s2. When we transform such a trace into a causal graph, the causal relations are lost since
n1 can be followed by either c, s1, s2. As a result, we end up allowing too much behavior.

One way to address this problem is by exploiting the fact that client-initiated events
(commands and signals) and server-initiated events (notifications) occur in context of each
other, i.e. a sequence of client-initiated events occur in the context of the last server-
initiated event and vice versa. The additional context information is easily captured by
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Fig. 6. Handling Periodic Events

extending the vertices of a causal graph with a context attribute. If a client or server
initiated event is the first event of a trace then its context attribute is empty.

In the Fig. 6, we show how vertices representing periodic notification n1 are extended
with context of client-initiated events. The occurrences of n1 are now distinguished based
on the last occurring event from a client. As a result, causal relations between events
c, s1, s2 are preserved.

Applying contexts to non-periodic events can have a negative effect on the final result.
In practice, the user should be able to decide which events can benefit from a context
attribute. This choice can be provided to the learner as part of its configuration parameters.

Inferring Compound Commands Many client-server based control systems support
the possibility for a server to raise notifications during the execution of a command, i.e.
a sequence of notifications before sending the corresponding reply. We refer to such a
pattern as a compound command. Note that the client is blocked until it receives a reply
from the server. In ComMA, we model such a pattern by adding one or more notifications
to the body of a transition trigger referencing a command.

In the Listing 1.8, we give an example where a server can receive a command switchOn
and as a response, it produces two notification inventoryInfo and powerLevel before re-
turning a reply with value OK.

The trace induced by a compound command is a sequence of events starting with a
command, ending with a reply and containing zero or more notifications in between, i.e.
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transition trigger: switchOn
do: inventoryInfo(1)

powerLevel(85)
reply(OK)

next state: On

Listing 1.8. Compound Command

a sequence of the form 〈c;n1;n2; . . . nm; c reply〉, where m ∈ N. In the Listing 1.9, we
give an example.

Timestamp: 3.030400 Command: switchOn
Timestamp: 13.908800 Notification: inventoryInfo Parameter: integer : 1
Timestamp: 13.908800 Notification: powerLevel Parameter: integer : 85
Timestamp: 3.567788 Reply Parameter: Result::OK

Listing 1.9. Trace induced by Compound Command in Listing 1.8

Recall that due to restriction R1 in the previous section, we did not consider traces
induced by a compound command. To relax this restriction, we make the following mod-
ifications to the concepts presented in the previous section.

– Drop interface action type REPLY and relax the restriction on empty output strings
for command events. So instead of using an explicit reply event, we use output string
str of a command event (c, str) to capture its corresponding reply value.

– Lift the definition of an event to be the tuple (e, σ), where e is an event (as defined be-
fore) and σ is a sequence of notification events. We require that signal and notification
events satisfy σ = ε.

These modifications imply that event logs must be pre-processed to detect and aggre-
gate subsequences induced by compound commands before constructing the causal graph
with the newly extended notion of events. For instance the trace in Listing 1.9 is trans-
formed into event e = ((switchOn,OK), 〈inventoryInfo(5); powerLevel(85)〉). We give
an example of pre-processing a log in step 1 of Fig. 7.

The transformation to a causal graph and then to a state machine stays the same (see
step 2 and step 3 in Fig. 7). However, the algorithm to generate a ComMA state machine
syntax must be modified to handle compound commands. This transformation is rather
straightforward. For instance, event e must be transformed into the ComMA syntax pre-
sented in Listing 1.8.

Note that we still require each input trace to satisfy that for every command event
there is a matching reply event.

Discussion It is often the case that we have some knowledge about the behavior of a
component which would otherwise have required a large number of traces. There are two
ways to capture such information.
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Fig. 7. Inferring Compound Command in Traces

One way is to define a set of negative traces (i.e. forbidden order of events) and adapt
the learning algorithm to take these orderings into account while constructing the causal
graph. In practice such traces are not readily available and are time-consuming to create.

Another way is to specify domain knowledge in terms of temporal constraints [38] and
use them in conjunction with a model checker to check for violations [45, 12]. The model
checking process can be further augmented by formulating and asking questions to a user
in terms of scenarios [16, 19] on the quality of the generalization. The user may accept
or reject the generalization, or can provide a new temporal property that handles a larger
class of scenarios. Constraints are usually specified as safety (must never be violated) and
liveness (must eventually happen) properties [40].
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As our algorithm takes into account only causal relations between pairs of directly fol-
lows events, a pattern such as event X is eventually followed by event Y is not exploited
(long-term dependencies). For instance consider the interface model of IVendingMachine
in List. 1.2. The interface state machine does not allow a vending machine with zero items
to switchOn successfully (i.e. with a reply OK). It is hard to infer this behavior from traces
only because other events can occur in between, e.g. loadProduct and switchOn (e.g. see
List.1.4). Such a dependency can be expressed as a Linear Temporal Logic (LTL) formula.

6. Case Studies

In order to evaluate the learning algorithm we used two example cases for which we
already constructed an interface manually earlier. For both interfaces there is a software
implementation and a number of traces collected during testing the implementation. The
first case is an interface of the power control unit; the second case is an interface of a
third-party operating table.

The goal of the presented case studies is to evaluate the interface state machines gen-
erated by the learning algorithm in terms of size and understandability. We also compare
the generated output to the original manually constructed state machines that were already
present. Furthermore, we do not evaluate the generation of timing constraints because it
is a work in progress.

Clearly the model inferred by the interface learner depends on the quality of the event
log. Most of the times, event logs only contain only a subset of the possible events, usually
determined by the execution context. Furthermore, only a part of the interface behavior
may be represented by an event log. In order to characterize the input event log we mea-
sure the percentage of the used events and the coverage of the logs measured against the
original interface models.

For both cases we first automatically checked for conformance of traces against the in-
terface model and then applied the ComMA interface learner. The results from the power
control unit case are shown in Table 1. The unit has 5 sub-interfaces: for inspecting the
event log (logging); for inspecting the unit self-test results and software version (ser-
vice); for updating the unit application software and configuration (utility); for monitor-
ing startup and shutdown state (startup/shutdown); and for performing tests by injecting
events (test interface).

Table 1. Results of learning experiment with power control unit
Interface Nr.traces Coverage % used events Size original interface Size learned interface
Logging 1 83% transitions, 100% states 100% 1 machine, 2 states 4 states
Service 2 100% transitions and states 100% 1 machine, 1 state 5 states
Utility 2 7% transitions, 17% states 25% 1 machine, 6 states 4 states

Startup/shutdown 14 29% transitions, 71% states 54% 2 machines, 7 states 8 states
Test 1 16% transitions, 36% states 50% 1 machine, 11 states 3 states

For every interface the table columns indicate the number of traces used for mon-
itoring and learning, the coverage of the trace set as a percentage of visited states and
transitions in the original interface, the percentage of the used interface signature events,
the total number of state machines and states in the original interface, and finally the
number of states in the learned state machine.
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The original Service interface is stateless (hence its specification has a single state).
In the traces, the events were observed always in the same order (4 events in total), which
explains why the learned state machine contains 5 states. It is anticipated that if the traces
contain more permutations of the 4 events then some of the states can be merged by the
learning algorithm.

For traces that cover only a small part of the behavior (demonstrated by low coverage
and low percentage of used events) the number of states in the learned machine is lower
than the original. This observation confirms the intuition that the learned behavior is a
subset of the complete one.

All learned state machines are easy to understand partly due to the rules for forming
the state names. Their size in terms of number of states is small reflecting the fact that the
behavior of the interfaces in this case study is generally not complex.

The interface in the second case study (that of the operating table) is considerably
more complex than the one for the power unit. The table can move along 5 axes indicated
here as Axis 1 to 5. Moves on several axes can be executed in parallel. All moves have
similar behavior captured in a simple state machine with 3 states. Thus the original inter-
face specification consists of 5 orthogonal machines (one for each axis) plus one machine
for the startup sequence and the generic parameter notifications. In addition, the table and
its clients exchange keep-alive messages with high frequency which results in long traces.
The keep-alive messages and parameter value notifications can happen in any state. The
experimental set contains 6 traces: one with a move for each axis in isolation and one that
combines moves along all axes. For simplicity, the traces do not include startup sequence.

Table 2. Results of learning experiment with the operating table
Trace Coverage Size learned behavior
Axis 1 15% transitions, 41% states 13 states
Axis 2 17% transitions, 47% states 13 states
Axis 3 18% transitions, 47% states 13 states
Axis 4 17% transitions, 41% states 13 states
Axis 5 30% transitions, 59% states 18 states

All axes 67% transitions, 94% states 31 states
All traces 71% transitions, 100% states 31 states

The results from this case study are summarized in Table 2. As in the previous case,
for each trace set we indicate the coverage over the original interface. First, we applied
the learner to one trace per axis to learn the behavior of each move in isolation (rows
Axis 1-5). As can be seen, the trace coverage and the size of the results are comparable
except for the trace for Axis 5 which appeared to contain moves along 2 axes. The row
”All axes” shows results for a trace containing moves along all axes. As a final step in the
experiment we fed the learner will all the 6 traces together (last row). The total coverage
of the input increases but the result is not very different in size and topology from the one
obtained from the trace with all axes.

A machine with 31 states (obtained when all traces were used) is not easy to compre-
hend but we have to say that the original behavior specification is not simple either. It was
difficult to identify the state behavior for a single move because the move-related events
were interleaved with the keep-alive messages. We see a potential to reduce the size of
this model by using domain knowledge to filter out keep-alive messages and some status
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update notifications that can happen at any time. The assumption is that these events do
not have an effect on the other events and can therefore be isolated.

As a final observation we would like to note that the generated output with this new al-
gorithm is generally smaller and more manageable than the one reported in the conference
version of the paper.

The learned interfaces were inspected by the engineers who created the original spec-
ifications thus they had domain knowledge and were experienced in modeling the in-
spected behavior. As future work we plan to investigate interfaces without pre-existing
specifications.

7. Related Work

Inferring state-based behavior from event logs is a well studied topic within Process Min-
ing and Finite State Machine (FSM) Inference communities.

FSM Inference Approaches for FSM-based inference (grammar induction) are based on
the learning framework described in [21] which shows that the class of regular languages
cannot be identified in the limit from positive strings only, since this almost always leads
to over generalization. For instance a self-loop model is always the simplest explanation
for any given positive string but such a model is not very useful for analysis. So in practice,
heuristics are used to control the amount of generalization present in the final model.

Most popular techniques for FSM inference are based on the state merging approach.
They start by representing the set of available traces as a prefix tree acceptor and then
in steps make generalizations by merging pairs of nodes based on an equivalence notion
derived from the well-known Myhill-Nerode relation [36]. So the problem of inferring a
state machine from a set of traces is reduced to identifying and scoring equivalent points
in the traces that may be suitable merge candidates. Each merge produces a state machine
with more allowed behavior (i.e. the set of all possible event orderings). Most popular
strategies for generalizing prefix trees can be characterized by Bierman’s K-tails algo-
rithm [11] which works on the idea that two points in an execution trace (nodes represent-
ing states) are equivalent and can be merged if their future behaviors (up to k-steps) are
identical. The work in [15] relaxes the equivalence notion to include subsets of possible
behaviors, carried out in the context of discovering software engineering processes. The
GK-tails method [33, 46] extends K-tails by considering the influence of data. The method
relies on Daikon invariant detection to produce an extended FSM (EFSM), i.e. FSM with
data guards on transitions.

When applying simple state merging algorithms to limited traces it is difficult to de-
termine if a compatible merge is truly valid. A bad merge earlier on can have negative
consequences on the end result. To some extent this issue is addressed by Evidence Driven
State Merging (EDSM) approaches based on the Red-Blue Fringe framework [27]. In an
EDSM based approach, each possible merge is given a score based on the amount of evi-
dence of a good merge. The merge with the highest evidence is merged. An extension to
the red-blue fringe state merging algorithm that takes into account timing information in
traces and infers a timed automata from it, is presented in [43].

Some approaches rely on the user to determine if a merge is good or bad. The work
in [16] presents strategies to formulate questions to the user. The user is also able to
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provide negative traces and temporal constraints to further improve the merge criteria. A
similar approach based on model checking is presented in [45] which is extended in [12]
using SAT solving techniques. The resulting Mealy machine is transformed into a non-
deterministic Moore machine. The trivial solution for the case of positive traces only is
the basis for the work in [39]. Note that this is different from the state merging approach.

A popular passive automata learning tool is Flexfringe [44] 7. The tool provides an
efficient implementation of the well-known evidence-driven blue-fringe state-merging al-
gorithm and its probabilistic variants. There are many options to modify search strategies
and the user can choose to extend functionality with custom algorithms or rely on standard
algorithms such as RPNI [37], ALERGIA [14], EDSM [27], Overlap [23] etc. Another
interesting tool is LearnLib 8. The tool has a focus on active learning but there are also a
few RPNI based passive learning algorithms. However most of these tools are difficult to
use by a non-expert and solve only the general problem of inferring state machines. It is
also not trivial to map the resulting models from these tools to domain specific concepts.

Comparison to the State Merging Approach To compare our approach to state merging
approaches based on K-tails, we borrow a nice example of a text editor application from
the work in [45]. The idea is simple: once a file is loaded, it can be edited. Only if a file
has been edited then it may be saved. Finally a new document can only be loaded when
the current document has been closed.

Recall that K-tails like other state merging approaches start by representing the set
of available traces as a prefix tree acceptor. In each step, pairs of nodes of this tree are
merged if their future behaviors (up to k-steps) are identical, and the resulting model is
made deterministic. In addition to the k-value, the choice of pairs and evaluation of a
merge rely on heuristics provided by the user.

In the Fig. 8, we present three traces from a log file of such an application and their
corresponding FSM generated using the k-tails algorithm with values of k = 1 and k = 2
(note that the example log and generated state machines are borrowed from [45]).

In general for a user it is difficult to determine the right value of k for which the
resulting model is useful, since the user also has not much knowledge about the model
being inferred.

Observe that for higher values of k, we get a FSM with less behavior (i.e. set of all
possible event orders). So for k = 2 the FSM is almost the prefix tree, whereas for k = 1
we get a FSM with more behavior but

– it is possible to save without having edited the file
– it is possible to edit and save the first loaded file but not to the second loaded file.
– it is not possible to load a third file

In the same figure, we also show the state machine generated by our learning method.
Since the model preserves the causal relations between events of a given trace, we do not
suffer from the problems mentioned above. Furthermore, it is easy for the user to reason
about the output state machine, since ordering relations can be checked very easily by
either inspecting the set of input traces or its corresponding causal graph.

7 https://automatonlearning.net/flexfringe/
8 https://learnlib.de/
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Fig. 8. Comparing with the K-tails Approach

Process Mining The field of Process Mining aims to discover, monitor and improve pro-
cesses by extracting knowledge from event logs [1]. Most commercially successful ap-
plications of process mining can be seen in the area of organizational business processes
(Fluxicon, Celonis, UiPath, Process Gold, ProM, PM4PY)9 10. Petri nets are a widely
used formalism to model and analyse business processes [42]. So it is not surprising that
most process mining techniques produce their output in terms of a Petri net [1]. In con-
trast to FSM based inference techniques, process mining techniques take into account the
presence of concurrent behavior in event logs.

Early work on process mining can be traced back to three independent papers [5, 17,
15]. The work in [15] developed process discovery techniques in the context of software
engineering processes. Among the three methods presented in this paper, the purely algo-

9 https://www.celonis.com/, https://processgold.com/en/, https://www.fluxicon.com/
10 https://www. my-invenio.com/, http://www.promtools.org/, https://pm4py.fit.fraunhofer.de/
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rithmic approach (based on K-tails [11]) and Markovian approach to deal with noise were
considered promising. Around the same time, the work in [5, 17] presented the first appli-
cations of process discovery in the context of business processes. The work in [17] adapts
the K-tails algorithm with probabilistic elements. However none of the three approaches
are able to discover concurrency.

The α-algorithm [2] was one of the first algorithms to mine concurrent behavior along
side choices and causal dependencies. It is a simple technique that scans the event log
for patterns and distinguishes them in log-based ordering relations, i.e. causal, choice
and concurrency. These ordering relations are used by the algorithm to create places to
connect transitions of the resulting Petri net.

The learning method presented in this paper uses ordering relations (like in the α-
algorithm) between events of a log as its starting point. However for our case of inferring
interface models, the presence of concurrent behavior in event logs is not yet a relevant
aspect but gives us the nice possibility to extend our method to detect them in the future.

Another interesting approach concerns the theory of regions where the focus is on
synthesizing a Petri net from a behavioral specification (for e.g. a transition system), such
that the behavior is preserved. There are two main approaches, state-based region [20,
4, 18] and language-based region [10, 48]. Other approaches in process mining include
frequency-based techniques such as the heuristics miner [47, 34], abstraction-based tech-
niques such as the fuzzy miner [22] and genetic algorithms [3, 35] which take into account
noise and incompleteness of event logs.

The quality of the discovered model with respect to the given log is measured using
the four quality dimensions: fitness, simplicity, precision, and generalization [1]. Most
approaches guarantee varying levels of fitness and re-discoverability. Among them region-
based approaches achieve a good fitness. The problem of guaranteeing sound models with
a good fitness is addresed in [30].

Most process mining approaches are not able to handle duplicate tasks since their
occurrences are indistinguishable in an event log. As a result, models may become overly
connected, negatively affecting the precision and simplicity of the model. Many solutions
to detect duplicate tasks have been proposed [35, 32, 13] but the rules to identify them are
not sufficiently general for all event logs. Note that we try to address this problem in our
learning method by using context information(see Sec. 5).

Freely available tools 11 such as ProM and more recently a Python library (PM4PY)
provide access to many mining algorithms. Similar to tools for FSM inference, these
tools are also difficult to use by a non-expert and apply them to domain specific concepts.
However, the many available professional process mining tools address these problems
by providing tailored solutions for the domain of business process management.

8. Conclusions

We have presented a method to infer an interface state machine and a set of timing con-
straints from an event log. The inferred model is intended to serve as a starting point for
subsequent modeling steps. In comparison to other approaches for passive learning, we

11 http://www.promtools.org/, https://pm4py.fit.fraunhofer.de/
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exploit client-server interaction patterns and also take into consideration data and tim-
ing information in event logs. Our method can also be configured to deal with recurring
events, the choice of generated timing constraints and large data domains of parameters.

Like many process mining techniques [31], we also generate an intermediate causal
graph using the directly-follows relation. For a user, such a graph serves as an intuitive
way to visualize the information present in an event log and to reason about the resulting
interface model. In contrast, the state machines produced by state merging approaches
(see Sec. 7 and 4) are difficult for a user to reason about solely based on merge heuristics.
Moreover having meaningful state names in interface models greatly improves readability
which is also an important aspect for adoption.

Most parts of the method presented in this paper are available in ComMA12, except
support for compound commands and the generation of timing constraints. In future re-
leases, we intend to add these missing features. As future work we see two interesting
extensions of our method (1) Extensions to the concept of compound commands to cap-
ture more frequently occurring domain specific patterns such as cancelations, etc. [7, 9, 8],
and (2) Extensions to infer behavior of components. In typical component-based systems,
a component has a set of provided interfaces (to provide services) and a set of required
interfaces (to consume services). So the goal is to infer a set of constraints between events
of these interfaces based on evidence in event logs. Such an inference must be able to
detect concurrent behavior in event logs. In this case exploiting the ordering relation for
parallel tasks as presented in the α algorithm [2] could be a nice extension to our method.
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Abstract. The creation of a Machine Learning system is a typical process that is 

mostly automated. However, we may address some problems in the during 

development, such as the over-training on the training set. A technique for 

eliminating this phenomenon is the assembling of ensembles of models that 

cooperate to make predictions. Another problem that almost always occurs is the 

necessity of the human factor in the data preparation process. In this paper, we 

present DrCaptcha [15], an interactive machine learning system that provides 

third-party applications with a CAPTCHA service and, at the same time, uses the 

user's input to train artificial neural networks that can be combined to create a 

powerful OCR system. A different way to tackle this problem is to use transfer 

learning, as we did in one of our experiments [33], to retrain models trained on 

massive datasets and retrain them in a smaller dataset. 

Keywords: machine learning, neural networks, transfer learning, interactive 

machine learning, ensemble techniques. 

1. Introduction 

A typical process for building a machine learning system starts with the preparation of 

the data by an expert. This process could be very long and expensive since it must be 

done manually. Then follows the construction of a model using a learning algorithm on 

these data. After training, the model is evaluated and if its performance is satisfiable it 

can be used for predictions in unseen data? But if not this long training process starts 

again after tweaking the parameters of the learning algorithm.  This procedure, many 

times involves a little trial and error and is repeated until the model performance is 

sufficient. Depending on the learning algorithm, the size of the training set and the 

hardware used this process could take from some hours to months! Another problem that 

occurs very often during the training phase is the over-fitting of the trained model to the 

training data. That makes the model lose its ability to generalize on unseen data. In this 

paper, we will try to tackle those problems by using transfer learning [20], ensemble 

[11] and interactive machine learning [18] techniques as proof of concept. 

First, let's take the problems one by one. In order to start training a model, we need to 

have a sufficient amount of labeled data, and very often the labeling of this dataset must 

be done by a human. Our approach to this issue is to outsource the labeling to a service 
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we created, that will be used by third-party applications, and use the user's data to 

prepare our dataset. The next problem we face is the long training time that does not 

allow the fast formation of a model along with the overtraining of the model in the 

training set. Our approach to this problem is not overcomplicating things and create 

simple and neat machine learning models that can be trained in a very short time and 

give us feedback very fast. But this comes with a price, since the simple models may not 

be as accurate as the complex models. To overcome this issue we can construct 

ensembles of models and use those instead. Most of the time we will find out that the 

ensemble generalizes better than any of the models that make it up. This technique is 

also useful when the training set is very small and/or the learning algorithm becomes 

prone to over-fitting. 

Having that in mind, we developed “DrCaptcha” a machine learning application that 

will serve as a Proof of Concept for the solutions we are proposing. “DrCaptcha” is an 

interactive machine learning (iML) application. The purpose of this application is to 

take advantage of the feedback provided by users and use it to optimize a machine 

learning model. The purpose of this model is to perform Optical Character Recognition 

(OCR) on handwritten characters. The latter has attracted the interest of many 

researchers [5, 6, 7, 8, 9, 13] with very good results. Our solution to the problem focuses 

primarily on the minimization of the data preparation phase. We then focus on the speed 

of the training phase along with the avoidance of overfitting. Our goal was to achieve 

state-of-the-art results with the above limitations.   

“DrCaptcha“ initially provides users with an automated CAPTCHA system with the 

ability to distinguish whether the user is a human or a machine. The system then 

compares the values given by the user with the values stored in the database for the 

CAPTCHA, and if these values match then the system recognizes that the user is human 

and otherwise not. 

The difference of this system from the classic CAPTCHA systems is that the system 

itself, for some of the images, does not know all the characters. If the system verifies 

that the user input matches the data in the database, it will take the user values for the 

non-classified digits, and classify them according to the values given by the user (see 

Fig. 1.). In case the user login is incorrect, the system will not classify the characters. In 

this way, the user provides implicit feedback to the system by classifying characters, 

which will be used later to train machine learning models. This functionality is available 

through a GUI and an API. 

Based on the classified characters the application trains some artificial neural 

networks. After training and evaluating them, stores their training parameters, structure, 

and the confusion matrix. The latter will be used to synthesize ensembles of models that 

operate in the manner described later in this paper. 

After the training of the neural networks, an administrator can create an ensemble of 

neural networks and assign weights to each of them. This ensemble acts as a meta-model 

that takes the prediction from the base classifiers and then decides which prediction to 

output. When a user creates or makes a change to this ensemble, the application 

evaluates it using a test set and saves its parameters again. 
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Fig. 1. How our CAPTCHA service works  

Finally, the application provides a more interactive evaluation method where the user 

can "paint" a character and ask the system which character it is. The system will then 

retrieve the ensemble with the highest accuracy from the database, and give the user its 

prediction. 

Also, if the base classifiers disagree and there are more than one dominant 

predictions, the system may come up with alternative results for an input. This can be 

extremely useful for an optical character recognition system. For example with the 

addition of some extra rules, even word corrections can be made. One possible solution 

that takes advantage of this feature is, for the system to be expanded to use a dictionary, 

and look at the different predictions given by the neural network ensemble, and 

comparing them with the dictionary, making the necessary corrections until the word 

matches with a word in the dictionary. 

2. Related Work 

2.1. Interactive Machine Learning 

Interactive Machine Learning (iML) is a very promising tool for enhancing both human 

and computer capabilities. In the past, attempts have been made to create classifiers 

from humans manually using interactive machine learning systems. Those systems 

usually follow the same pattern - the training of a machine learning model using training 

data, and the evaluation of this model by a human. The feedback from this evaluation is 

considered for the creation of another model. This process repeats until the model 

performance is sufficient. 

One interesting iML application is CueFlik [1]. CueFlik is an image web search 

application that allows users to quickly create their own rules for re-ranking images 

based on their visual characteristics. Users can then re-rank any future Web image 

search results according to their rule. This approach can extend the capabilities of 

existing computer vision methods to make a web search application more efficient. 
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ReGroup [2] (Rapid and Explicit Grouping) is a system that applies end-user 

interactive machine learning to help people create custom, on-demand groups in online 

social networks. It works by observing a person’s normal interaction of adding members 

to a group while learning a probabilistic model of group membership which it uses to 

suggest both additional members and group characteristics for filtering a friend list. 

Also, some attempts have been made to enable users to explicitly create classifiers. 

These methods are particularly helpful because an expert should not expect the 

automatic algorithm to discover something obvious. When such systems used by a 

domain expert, background knowledge is automatically exploited because the user is 

involved in almost every decision that leads to the induced models. 

In [3], an interactive machine learning system was put in place which enabled its 

users to create a decision tree with a graphical environment by drawing a line between 

the points (corresponding to samples) that were graphically represented for a feature 

using in a two-dimensional visual interface. In [4] transparent boosting tree was 

proposed which visualizes both the model structure and prediction statistics of each step 

in the learning process of gradient boosting tree to user, and involves user’s feedback 

operations to trees into the learning process such as add/remove a tree, select feature 

group for building a new tree, remove a node on the current tree and expand a leaf node. 

The system also allows the users to go back to any previous model in the learning loop. 

2.2. Optical Character Recognition with Neural Networks 

One of the most prevalent methods of machine learning is artificial neural networks. 

EMNIST [8] is the widely used benchmark for the hand-written recognition task. 

Multiple works [5, 6, 7, 8, 9, 13] have used machine learning models on the EMNIST 

dataset and have achieved very good results.  

In [8], EMNIST’s balanced dataset used as input for both a linear classifier and 

OPIUM-Based classifiers [10] with a different number of hidden neurons each. [6] 

proposed a deep neural network that is composed of two auto-encoder layers, with 300 

and 50 neurons respectively and one softmax layer. [7] proposed a neuro-evolutionary 

algorithm that evolves simple and successful architectures built from embedding, 1D 

and 2D convolutional, max pooling and fully connected layers along with their hyper-

parameters. 

2.3. Ensemble Techniques 

Such methods improve the predictive performance of a single model by training multiple 

models and combining their predictions. In the past, several attempts have been made in 

creating ensembles, with impressive results [11]. 

One way to increase the performance of a machine learning model is to learn multiple 

weak classifiers and boost their performance using a boosting algorithm. One 

disadvantage of those is that they require re-training based on the misclassified samples, 

and this may slow down the learning process. [12] proposed an aggregation technique 

that combines the output of multiple weak classifiers that do not require any re-training. 
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As a result, the training process is very fast while the model achieves state-of-the-art 

results. Another advantage of this framework is that it can combine classifiers that were 

created using different algorithms. 

In recent years there have been a few attempts to combine the ensemble techniques 

and deep neural networks approaches [11]. While most of them center around 

developing an ensemble of deep individual neural networks, techniques like dropout 

split the initial neural network into several pieces at training time, to avoid over-fitting. 

Such techniques aim to reduce complex co-adaptations of neurons since a neuron cannot 

rely on the presence of particular other neurons in an individual neural network. Thus 

the neural network is forced to learn more robust features [16]. 

2.4. Transfer Learning 

As stated earlier in this paper, the collection of data is complicated and expensive, 

making it extremely difficult to build a large-scale, high-quality annotated dataset due to 

the expense of data acquisition and labeling. Transfer learning [20] is the methodology 

of transferring knowledge from a source domain to a target domain. Usually, the size of 

the source domain is much larger. This process enables us to tackle problems with 

insufficient training data, which has a tremendously positive effect on many areas that 

are difficult to improve because of inadequate training data [21]. The main idea is that a 

deep neural network learning process is similar to the processing mechanism of the 

human brain, and it is an iterative and continuous abstraction process. The network's 

front-layers can be treated as a feature extractor and identify low-level features of 

training data. At the same time, subsequent layers can extract more high-level features 

that provide the network with the information needed to make the final decision.  

By assuming that the neural network can learn low-level features from another 

dataset, we can take a neural network train it on a huge dataset, acquire a lot of low-level 

features, and retrain a part or all of it with a smaller dataset. This process will enable our 

model to take advantage of the low-level features learned from the first dataset and 

combine them with the high-level features learned from the second smaller one to make 

better predictions. For example in [22] the Inception-v3 [28] was used with weights 

trained on ImageNet [26] dataset and achieved 70.1% accuracy on CIFAR-10 dataset 

[23] and 96.5% on Caltech Faces dataset [24]. While transferring knowledge from a 

model trained on a labeled dataset is ideal, we can also transfer knowledge from models 

trained on unlabeled datasets. In [25], a new machine learning framework was develop 

called “self-taught learning” that uses models trained using unlabeled data for 

classification tasks. Another benefit that emerges is that the first half of the process - the 

training on the huge dataset - can be done once and use the low-level features learned on 

various more specialized datasets making the training cycle for these much smaller.  

3. Ensemble Methodology 

The method described in this section is an ensemble technique that uses artificial neural 

networks as base classifiers. Any type of neural network could be used. The only 
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limitation is for the classifier to give the normalized probabilities for each category as a 

result. Although we are using neural networks, any type of classifier could be used as 

long as the above limitation applies. 

This method combines a series of models of artificial neural networks (base 

classifiers), M1, M2, . . . , Mk, aiming at creating an improved model, M*. To understand 

this concept, let's say we have a patient and we want to make a diagnosis based on his 

symptoms. Rather than asking for a doctor's opinion, we can ask for an opinion from 

many. So if we see that the majority of doctors agree on a diagnosis, then we can choose 

it as the final diagnosis. The final diagnosis can be made by a majority, where the vote 

of each doctor has the same weight. The majority of voters of a large group of doctors 

may be more reliable than majority voting by a small group or only one. This is the case 

in most cases for an ensemble of classifiers. 

The structure of artificial neural networks is not particularly relevant, as long as the 

last layer has a softmax activation so that the output layer gives us what normalized 

probability that the input sample can belong to. Let us call this probability pi,j where i 

denote the class, and with j the model from which it emerged. That is, the probability pi,j 

is the probability for class i by the artificial neural network j. We also can have k 

training sets, D1, D2,. . . , Dk, where Di (1 ≤ i ≤ k) is used to create the Mi classifier. 

Each of the models of artificial neural networks M1, M2,. . . , Mk has a weight  

w1, w2,. . . , wk which is normalized so that the total weights for all artificial neural 

networks are 1. Continuing with the previous example, we assume that we place weights 

on the value of diagnosis for each doctor, based on the accuracy of previous diagnoses 

they have made or based on their specialty. The final diagnosis is then a combination of 

weighted diagnoses. In the case of artificial neural networks, we can compare education 

with the training parameters and the structure of the neural network. An examination of 

previous diagnoses can be likened to the examination of the confusion matrix. 

Let us now pass a sample X as an input to all artificial neural networks. At the final 

layer of each model Mi, we will have the probability of each class for the input. Then we 

multiply all outputs of the artificial neural network Mi with the weight of the artificial 

neural network. The same action will be done for all neural networks of the ensemble, 

and at the end of the process, the probabilities of each model will be added by category, 

with the corresponding categories of all the models of the ensemble. The category with 

the largest sum of probabilities will be the output class. 

Fig. 2. shows schematically how this method works. On the left side are the base 

classifiers. On each base classifier, each output neuron is associated with the 

corresponding neuron that handles the class. The above structure looks intuitive to an 

artificial neural network in which the output layer is not connected with all the neurons 

of the previous layer. 

This process is mathematically described by Eq. 1. and Eq. 2. In those, with P i we 

denote the sum of the probabilities for class i by all neural networks. With pi,j we denote 

the probability given by the network j the class, for the class i. With wj we denote the 

weight of the neural network j, while the number of classes is c. 

Pi= ∑
j= 1

k

pi , j w j

 

(1) 
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class= argmax(P1, P2,...,Pc)  
(2) 

The advantage of this method is that it does not only take into account the only 

prediction made by neural networks. The result is deduced from the probabilities given 

by artificial neural networks for each class as output. Thus, the result is not only 

deducted as a weighted vote but also the confidence of the base classifiers in their 

prediction. Continuing our diagnosis example, now we take into account the confidence 

of each doctor along with the previous ones. 

As for the choice of weights for each artificial neural network, this can be done 

automatically by considering the accuracy of the model in a validation set with Eq. 3 

where wi is the weight for neural network i, ai is the accuracy of the neural network i, 

and k is the total number of neural networks in the ensemble.  

wi=
a

i

∑
j= 1

k

a
j

 

 

(3) 

  

This setting can also be done manually by an administrator who can adjust weights by 

looking at the accuracy of each neural network and other statistics. Those statistics could 

be different metrics such as precision, sensitivity, specificity, and f-mesure or additional 

insights we can extract from the confusion matrix of the ensemble and each base 

classifier. The administrator could also consider the data gathered during each base 

classifier's training phase, such as the number of epochs, batch size, the increase or 

decrease of loss, and accuracy on each epoch indicating the level of over-training of 

each classifier. 

Last but not least, the administrator should manually test the ensemble with their data 

(excluding train and test set), see how the ensemble and each base classifier behave and 

adjust the weights accordingly. Repeating this process multiple times ensures the 

classifier's quality and, with each iteration, enhances the ensemble more and more with 

human expertise.  

The whole process can be summarized by the following Аlgorithm 1. 

Algorithm 1. The proposed algorithm 

1. Training: 

 1. Train all base classifiers (neural networks) with the training 

set(s). 

 2. Test all base classifiers with a test set. 

 3. Manually add weights to the base classifiers. (Add more base 

classifiers to the ensemble and adjust weights) 

 

2. Prediction: 

 1. Make predictions with all the base classifiers and extract the 

probabilities for each one. 

 2. Compute the overall probability for each class. 

 3. The ensemble prediction is the class with the highest 

probability. 
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Fig. 2. Schematic representation for the proposed model 
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4. Context of Experimental Study 

To test this methodology, we created two ensembles on two different datasets. The first 

one was capable of performing optical character recognition tasks, while the second one 

was a system that can detect pneumonia from chest x-rays. The base classifiers used in 

the first set of experiments were custom made neural networks (shallow, deep, and 

convolutional). However, on the second set of our experiments, we used existing state-

of-the-art neural network architectures with some modifications to prepare them for the 

task. This way, we can confirm that our methodology works regardless of the 

architecture used. 

4.1. Optical Character Recognition System   

The OCR system predicts handwritten digits, uppercase, and lowercase characters. The 

dataset used for training was the EMNIST’s balanced dataset which consists of 47 

classes. For the creation of this system, we designed four neural networks which are 

described later in this section. Then we used these networks to assemble an ensemble.  

The first artificial neural network to be implemented is a simple neural network with 

10000 hidden neurons. The network takes an image (matrix) of 28x28 as input and 

converts it to a vector of size 784. Then it passes this image from a dense layer with 

10000 neurons using ReLU [14] function as an activation function and then a 50% 

dropout layer so that the network is not over-trained. Finally, there is a dense layer with 

47 neurons (as many as the categories of EMNIST’s balanced). The activation function 

of the last layer is a softmax function. The categorical cross-entropy was used as a cost 

function with an adadelta [17] optimizer was used as a cost function. This neural 

network had about 85.05% accuracy. 

The second artificial neural network is a deep neural network consisting of 8 layers. 

The network takes an image of 28x28 as an input and converts it to a vector of size 784. 

It then passes the image to a dense hidden layer of 4096 neurons with the ReLU 

activation function. It then goes through a 10% dropout layer. Then we still have a dense 

layer with 1024 neurons that also uses ReLU as an activation function. Then we have 

another 10% dropout layer. Finally, we have a dense layer with 512 neurons and a ReLU 

activation function followed by a 10% dropout layer. The last dense layer has 47 

neurons. The activation function of the last layer is the softmax function. The categorical 

cross-entropy was used as a cost function with an adadelta optimizer. This neural 

network achieves an approximate accuracy of 85.07%. 

The third artificial neural network is a deep convolutional neural network consisting 

of 8 layers. The first layer is a convolutional layer with 32 filters, a kernel size of 3x3 

and the ReLU activation function. This layer takes as an input a 28x28 image and 

produces as output 32 images of 32x26, one for each filter. The next layer is also a 

convolutional layer the same as the previous one but this time with 64 filters that take 

the previous layer’s images as input and produces 64 output images matrices  of size 

24x24. These “images” go to a max-pooling layer with a 2x2 window size that reduces 

the size of them to 12x12. The convolutional component of the network ends with a 

50% dropout layer. Then we have a layer that undertakes to take the images of the 



696           Rafael Glikis, Christos Makris, and Nikos Tsirakis 

 

convolutional neural network and converts them to a vector of size 9216. This vector 

enters a dense layer with 1024 neurons and a ReLU activation function followed by a 

dropout layer with a percentage of 25%. Finally, we have a dense layer with 47 neurons 

and a softmax activation function. The categorical cross-entropy was used as a cost 

function, with an adagrad [18] optimizer. This neural network achieved an average 

accuracy of 88.24%. 

The fourth artificial neural network is a deep convolutional neural network consisting 

of 8 layers. The first layer is a convolutional layer with 32 filters, kernel size of 3x3 and 

ReLU activation function. This layer takes as an input a 28x28 image and produces as 

output 32 images of size 32x26, one for each filter. The next layer is also a 

convolutional layer identical to the previous one, which takes the previous layer’s output 

as input and produces 32 24x24 “images”. These images go to a max-pooling layer with 

a 2x2 window size that reduces the size of the images to 12x12. The convolutional part 

of the network ends with a 25% dropout layer. Then we have a layer that takes the 

output matrices of the convolutional network and converts them to a vector of size 4608. 

This vector enters as an input to a dense layer with 512 neurons and a ReLU activation 

function, followed by a dropout layer of 50%. Finally, we have a dense layer with 47 

neurons and softmax as the activation function. The categorical cross-entropy was used 

as the cost function with an adagrad optimizer. This neural network achieved an 

approximate accuracy of 88.5%. 

We choose these four neural networks to ensure the robustness of our ensemble 

technique by using different styles of neural network architectures. The first one was a 

primitive type of neural network with only one hidden layer, favoring simplicity over 

complexity.  The second one was a deep neural network that had multiple hidden layers, 

generally capable to learn more difficult tasks than the first one. The other two were 

convolutional neural networks that generally train faster and perform better at image 

classification tasks such as optical character recognition. 

Subsequently, we joined the networks designed above to create an ensemble. The 

weights assigned to those can be seen in table 1. These numbers were assigned after an 

intensive study of neural network performance on the test set. The overall accuracy of 

the ensemble in the EMNIST’s balanced test set was about 88.89% which was almost 

0,4 % more accurate than the most accurate neural network in the ensemble. 

Table 1. Accuracy and weights of each neural network in the OCR ensemble. 

Neural Network Accuracy Weights 

1st 85.06 % 10.09 % 
2nd 85.07% 10.09 % 
3rd 88.24 % 34.78 % 
4th 88.5% 43.48% 

4.2. Pneumonia Detection System 

To ensure our methodology's robustness, we performed another set of experiments on 

the ChestXRay2017 [27] dataset. Specifically, we created an ensemble of classifiers that 

is capable of detecting pneumonia from chest x-rays. To assemble that ensemble, we 
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used four state-of-the-art neural networks, InceptionV3 [28], ResNet50 [29], Xception 

[30], and VGG16[31]  with some modifications to prepare these neural networks for the 

task.  

We removed the output layer of each. In its place, we added a global polling layer 

followed by a dense layer of 256 neurons, followed by a 50% dropout layer and an 

output layer with two neurons and a softmax activation function. These networks were 

pre-trained on ImageNet [26] dataset, and we retrained them on ChestXRay2017 using 

categorical cross-entropy as loss function and Nadam [32] as the optimizer. In table 2, 

you can see the accuracy and the weights assigned to these networks. 

Table 2. Accuracy and weights for each base classifier in the pneumonia detection ensemble. 

Neural Network Accuracy Weights 

Inception-v3 94.39 % 40 % 
ResNet50 92.63 % 20 % 
Xception 93.43 % 20 % 
VGG16 93.59 % 20 % 

5. Experiments and Results 

The dataset used for our first set of experiments was the balanced version of EMNIST’s 

balanced dataset which consists of 47 classes of digits lowercase and uppercase letters. 

The official EMNIST’s balanced dataset consist of 112,800 training samples, and 

18,800 test samples. The samples for the two sets were taken by different groups of 

people. We trained our models on the official training set and tested it with the official 

test set. 

For the second set of experiments, we used the ChestXRay2017 dataset, which 

contains 5856 X-Ray images 5232 for the training set and 624 for the test set divided 

into two classes, pneumonia and normal. 37.5% of the cases were chest x-rays of healthy 

people, while 62.5% were of patients with pneumonia. The dataset has an equal 

distribution of the two classes in training and test sets.  

5.1. Training on EMNIST 

We trained our models for twenty epochs and a batch size of 256 on a Quad-core Intel 

Core i5-4460. Table 3 shows the difference in training time between us and our main 

competitors, TextCaps [13]. In our environment, TextCaps training took 1 day, 20 hours 

and 12 minutes to run for the whole training set while the training time for our 

methodology was only about two hours and 50 minutes. That’s about 15 times faster 

than our main competitors! 
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Table 3. Training performance comparisons between TextCaps [13] and DrCaptcha using the 

whole EMNIST’s balanced training set 

Method Training time (minutes) 

TextCaps [13] 2652 minutes 

DrCaptcha 172 minutes 
 

From our experiments, it can be seen that training time was significantly better for 

our methodology. That’s very important for every machine learning methodology since 

training time is directly related to more expensive equipment and more expenses in 

general. Subsequently, methodologies with low training time and low hardware 

requirements are more likely to be used by non-tech users and small businesses on old 

hardware and mobile devices. Another advantage of our methodology and other 

ensemble methods is that we can add more models to our ensemble later to make our 

model even stronger. The latter can be done with only a few clicks in our application. 

5.2. EMNIST Test Set Performance 

Table 4 illustrates the accuracy achieved by different methods on the EMNIST’s 

balanced dataset. It can be seen that we were able to surpass most of the existing 

methods including EDEN [7].  

Table 4. Performance comparisons between methods for the EMNIST’s balanced dataset 

Method Accuracy 

  OPIUM-Based classifiers [8] 78.02% 

CSIM [5] 85.77% 

Maximally Compact and Separated Features with Regular Polytope Networks 

[9] 

88.39% 

A mixture model for aggregation of multiple pre-trained weak classifiers [12] 88.39% 

EDEN [7] 88.3 % 

TextCaps [13] 90.46 % 

DrCaptcha 88.89 % 
 

Even though we were not able to outperform TextCaps in the  accuracy performance, 

we are very close, and this performance gap will not make much difference in a real-life 

application. In addition we highlight that with our methodology if the prediction a model 

in the ensemble and another or more predictions are likely to be true then our model 

returns all of them. This smart heuristic will make a lot of difference in a real-life 

application, and in some situations could be even better than mathematically defined 

accuracy. 

5.3. Training on ChestXRay17 

We trained the four neural networks on an NVIDIA GeForce GTX 1050 (640 Cuda 

cores, compute capability 6.1). The training took place for a maximum of 40 epochs for 

all of them, but we stopped training if the loss function stopped getting better for at least 
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five epochs. We also divided each epoch into 50 steps. Because the training set was 

small for the task, we also performed some random data augmentation for each image 

during training. Specifically, we performed rotations from 1° to 15°, zooms from 1% to 

20%, and shifts within the range of 1-10% both vertically and horizontally. The average 

training time for each base classifier was 44 minutes. 

5.4. ChestXRay17 Test Set Performance 

The results of our ensemble were way better than each base classifier individually.  

Specifically, the ensemble achieved 95.51% accuracy, 97.43% precision, 95.47% 

sensitivity, 95.57 % specificity, and the f1 score was 96.44%.  A summary of each base 

classifier's performance metrics can be found in table 5. 

Table 5. Performance comparison between the ensemble and base classifiers on ChestXRay17. 

Classifier Accuracy Precision Sensitivity Specificity f-1 

  Inception V3 94.39 % 95.89 % 95.16 % 93.07 % 95.53 % 

ResNet50 92.62 % 93.33 % 94.79 % 89.16 % 94.05 % 

Xception 93.58 % 97.94 % 92.27 % 96.19 % 95.02 % 

VGG16 93.42 % 93.33 % 96.04 % 89.38 % 94.66 % 

Ensemble 95.51 % 97.43 % 95.47 % 95.57 % 96.44 % 
 

Given the fact that the distribution of training (and test) data was highly imbalanced 

(62.5% - 37.5%), the best metric for measuring the ensemble's overall performance is 

the f-1 score which, as we can see, is better than each base classifier individually. 

6. Conclusion 

In this paper, we dealt with the problem of optical character recognition and its solution 

by implementing an interactive machine learning system. The accuracy of the system 

results is quite encouraging, as we managed to achieve up to 88.89% of the EMNIST’s 

balanced with a total of 47 classes representing lowercase, uppercase and numeric 

characters in only about two hours and 50 minutes. In addition, our methodology 

enables us to make proper use of the secondary predictions of our model. The latter 

could make a significant difference in a real-life application since it enables a user to 

extend this methodology to fill his needs in order to build a more complete system. 

By using user-interactivity, we have solved the problem of labeling additional data as 

we can insert new images, and let application users label images. This is a great help as 

labeling many images would require many hours of extra work. With this approach we 

can provide more data during the training phase of our models, hoping to achieve even 

better results in the future.  

The abundance of data is crucial in the implementation of a machine learning system. 

Interactivity satisfactorily solves the problem of labeling, but finding data, especially in 

the case of images, is not a particularly easy process. One way to find more data is to 

artificially expand the training set with data augmentation techniques, as we did in our 
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second set of experiments. Data augmentation makes the dataset expansion a painless 

process that can further enhance our models, which we can train with more data to tackle 

the problem of over-training more effectively. We can also train our models with a large 

dataset from an entirely different domain and use transfer learning techniques to retrain 

our models with a smaller dataset and transfer the knowledge acquired from the first 

dataset to the field that we are interested in. 

In addition to expanding the training set, interactivity also serves to synthesize all 

artificial neural networks. A user can look at the statistics (such as the confusion matrix) 

of various neural networks, and use them to synthesize a set based on them and assign 

them the appropriate weights to achieve the desired performance. 

Although these ensembles achieve high performance, they add extra complexity to 

the system. Also, the system gets slower as new models are added to the set. Many 

researchers today are looking for ways to simplify such systems by exporting the 

functionality and performance of a set of machine learning models to a simpler model 

that ideally should have the same behavior and performance as the ensemble. 
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Abstract. Online social networks are the main choice of people to maintain their 

social relationships and share information or opinions. Estimating the actions of a 

user is not trivial because an individual can act spontaneously or be influenced by 

external factors. In this paper we propose a novel model for imitating the 

evolution of the information diffusion in a network as well as possible. Each 

individual is modeled as a node with two factors (psychological and sociological) 

that control its probabilistic transmission of information. The psychological factor 

refers to the node’s preference for the topic discussed, i.e. the information 

diffused. The sociological factor takes into account the influence of the neighbors’ 

activity on the node, i.e. the gregarious behavior. Agenetic algorithm is used to 

automatically tune the parameters of the model in order to fit the evolution of 

information diffusion observed in two real-world datasets with three topics. The 

reproduced diffusions show that the proposed model imitates the real diffusions 

very well. 

Keywords: social networks, information diffusion, psychological factors, 

sociological factors, genetic algorithm. 

1. Introduction 

The use of social networking websites is currently the most widely used form of 

communication. Social networks help us to keep in touch with our friends, create new 

relationships, develop our social life, but these can also influence our decisions 

especially when a lot of information is false or we may even become dependent through 

their excessive use. Socialization on social networks has taken on a great extent and the 

number of users has increased considerably. When analyzing social networks, we focus 

on discovering patterns of human interactions. Thus, we can observe the social 

structures, and the actions and friends of an individual are no longer random, but can be 

modeled according to well-defined rules. If we were to analyze how people interact, we 

might find that they do not make random connections with one another (e.g. some talk 

constantly, others often, and some never do). The use of social networks allows users to 

send and receive messages (both public and private), share photos, videos and gives 

them the opportunity to join certain groups. We can say that online communication 

means have become employed in all aspects of everyday life, from business to social 
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life. Thus, online social networks not only connect many users, but also collect data on 

their daily interactions. Given these collections, we can analyze how information is 

transmitted through social networks, which is a topic of great interest. 

In this paper we propose a model that imitates the information diffusion as well as 

possible, referring to the behavior of users from a real point of view, both at the 

psychological and social level. In modeling the individual from a psychological point of 

view, his/her decision in the transmission of information is a restricted one. This 

restriction consists in the fact that the individual has a certain interest in the information, 

but this information may also be useful or not for him/her. In modeling the individual 

from a sociological point of view, we consider the gregarious behavior of the individual 

regarding the transmission of information, namely that he/she is influenced by the 

activity of his/her neighbors. For both models, we take into account both the information 

credibility, and the fact that users are bored with certain information, either according to 

the passage of time or depending on the amount of information received. We also use a 

genetic algorithm to automatically learn the model parameters based on the real 

information diffusion. This model is applied on two real datasets [1, 2], and the results 

are promising. 

In the literature there are many factors considered to influence the information 

diffusion, but it is important how these factors are modeled and combined. In our model 

we introduce the following influencing factors: the boredom of an individual, the 

activation degree of an individual that is correlated with his/her interest in information 

and the usefulness of the information, the login rate depending on a certain time of day 

(daytime/nighttime) etc. The main contribution of this paper is the combination of these 

influencing factors in a model in order to reproduce the decision of an individual in an 

agent-based simulation as well as possible. Another contribution is the automatic 

learning of certain parameters of the diffusion model. This is a great advantage because 

the evolutions of the diffusions may be different depending on a certain topic being 

discussed. Moreover, by combining psychosocial modeling with automatic learning of 

parameters, our model is able to extract the relevant characteristics from various 

evolutions of diffusion. To the best of our knowledge, no other models have been 

proposed so far in the literature that combine these influencing factors and automatically 

adapt their parameters for different diffusion evolutions. 

The paper is organized as follows. In Section 2 we present some contributions related 

to information transmission models. In Section 3 we describe our model, and the 

experimental results are shown in Section 4. Finally, in Section 5 the conclusions and 

some development directions are included. 

2. Related Work  

An analysis of how information is spread through online social networks (OSNs) and 

simulation of user behavior based on their posts is presented in [3]. The method 

proposed in this paper uses a stochastic multi-agent approach, in which each agent is in 

fact a user of the social network. The analysis is made on Barack Obama’s Twitter 

network in the 2012 US presidential race. The authors show what happens if the central 

source of the network is inactive, more precisely the node that represents Barack Obama 
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and also highlights the impact of eliminating the most active users in the process of 

information diffusion. By impact it is understood that the number of messages sent by 

users is constantly affected over time. Experimental results show that eliminating the 

first 100 most active users has a greater impact on the number of messages than 

removing the central source node. 

In [4], the authors model the information diffusion using agents with well-defined 

states, similar to the epidemic SIR (Susceptible, Infected, Recovered) model and use 

two datasets from the Twitter social network to compare the efficiency of the proposed 

model regarding the realistic simulation of the diffusion. The model introduced in this 

paper is based on the fact that those users who may know that a rumor is false, will not 

spread messages that deny these rumors. Therefore, recovered users will not influence 

their neighbors, allowing them to recover as well. They use a synthetic scale-free 

network of 1000 nodes and the Euclidean distance to evaluate the difference between the 

actual and the simulated diffusion results. The authors compare the Euclidean distance 

of their model with a basic model and obtain a smaller distance for both datasets, so a 

more realistic information diffusion. 

A basic model for rumor propagation is proposed in [5] and consists of node-level 

modeling. Nodes can have well-defined states, each state allowing specific actions such 

as spreading the information, ignoring it etc. As in our work, node activity is modeled in 

discrete time events, which is why the authors can model various time constraints, such 

as: some actions of the nodes are completed after a certain period of time, a node checks 

its information from friends at least once 24 hours and at most once an hour. The 

proposed model contains a large number of parameters, this being a general impediment 

in the complex models, hence our motivation to use a genetic algorithm for automatic 

parameter learning. The authors also use synthetic networks and conclude that those 

networks with scale-free topology are more suitable for analyzing the simulation of 

information diffusion. 

In [6], a multi-agent model is proposed to reproduce the real transmission of 

information in scale-free networks. In addition, the authors also propose a mechanism to 

combat the spread of false information. Each agent has the opportunity to choose 

whether or not to transmit the information depending on his preparation level on a 

particular topic, which is a random threshold assigned to him. The authors propose three 

different ways in which an agent can spread information: spontaneous visualization, 

collective influence and communication persuasion. An analysis of the real information 

diffusion is made on a Twitter dataset with the announcement of the discovery of the 

Higgs Boson [1] in which the authors track the activity of the active users in the network 

to highlight the evolution of information diffusion. We also follow this aspect in our 

paper on the same dataset. Running the model on networks of different sizes, the authors 

observe the same form of diffusion and assume that their model does not depend on the 

size of the network, but only on the simulation parameters. Also, to study the spread of 

false information, the authors use the real dataset where fake news was spread during the 

Occupy Wall Street protest. In order to model the spread of fake news, the authors 

introduce in their model a new type of agent that is able to recognize fake news and alert 

its neighbors. In this experiment, based on the number of posts of users over time, they 

obtain a good dynamic of the event on networks of different sizes. 

A spatio-temporal characterization of the information diffusion process and a model 

that describes the dynamics of information spreading on the Higgs dataset [1] are 
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presented in [7]. Regarding the spatial and temporal characteristics of the observed data, 

the authors studied the behavior of the user both at the global (macroscopic) and 

individual (microscopic) levels. The users’ activities are: posting message (tweet), 

sharing post (re-tweet) or replying to existing tweets. Starting from the observed 

characteristics, the proposed diffusion model takes into account the fact that a user no 

longer posts a certain period of time after having a recent post. Also, the authors 

introduce two different rates of activation or deactivation of nodes that are time-varying 

and can be independently modified. The probability that a node will post a message is 

also influenced by the number of its neighbors who repeatedly post over time. Their 

model has a good accuracy in reproducing the information diffusion and could be 

applied in other processes of diffusion of social networks. 

A protocol in which the network becomes more immune to the spread of false 

information based on the evidence theory (Dempster-Shafer theory and Yager’s rule) is 

presented in [8]. Their model is based on the choice of two source nodes, one that 

transmits true information and one that transmits false information. The effects of the 

collision of the two pieces of information through the network are shown, but also the 

effect of using the evidence after establishing the ground truth. This approach based on 

the evidence theory plays an important role in the individual’s decision to transmit or not 

the received information. The authors also consider the confidence degree of the 

neighbors regarding the character of the information spread by a certain source. Once 

the ground truth is established, the authors show how the spread of false information is 

blocked. Also, the work [9] is an extended version of the work [8] in which the 

following case studies are considered: different positioning of the source nodes, a source 

node might not always transmit the same information during a simulation, use of a larger 

network, adding new connections to the original networks and analyzing the number of 

messages during information diffusion. 

There are many other approaches that analyze the process of information diffusion 

through the network. For example, a dynamic model is proposed in [10] to investigate 

the influence of node activity on the information spread process. Through an active 

node, the authors refer to the fact that it can contact all its neighbors, while an inactive 

node can only communicate with its active neighbors. The behavior of the model is 

studied on both homogeneous and heterogeneous networks. In [11], the authors study 

the dynamics of the information diffusion on homogeneous social networks in which 

they consider a mechanism to combat false information. A stochastic model for 

information diffusion is proposed in [12] and the authors mention the limited attention 

property of the users, in which they may lose some of the received messages if they have 

many connections. In [13], an extension of the Susceptible-Infected diffusion model is 

proposed, in which the authors include elements of human dynamics, such as bursty and 

limited attention, with a significant impact on the diffusion process. In [14] a 

competitive model of information diffusion is presented, which consists in the 

simultaneous spread of two different pieces of information. A diffusion model called GT 

is presented in [15], in which the nodes are considered intelligent and rational agents 

and have two types of payoff: a social and an individual one. Also, the proposed model 

can be used to predict what behavior the users will have in a certain time frame. 

Other models of information diffusion are also presented in surveys on this topic: 

[16-18]. 
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3. Model Description 

In this paper we propose a protocol of information diffusion in social networks in which 

we take into account as many realistic factors as possible in order to model the 

individual’s decision to transmit information or not. We consider both the personality of 

the individual from a psychological point of view, as well as his degree of sociability. 

We model user behavior using two categories of influences: internal and external. These 

categories are presented by [19] in a detailed analysis of consumer behavior. Some 

examples of internal influences of a consumer’s behavior presented by the authors are 

perception, motivation, learning, memory, attitude, and the main external influences are 

those of groups or different factors of a society (e.g. demographic or cultural factors). 

We refer to these internal factors as psychological factors of an individual, while 

external factors are correlated with sociological factors. These terms can be jointly 

referred to as “psychosocial” factors. In psychological modeling we chose the 

perception and motivation of an individual as internal factors: perception is modeled as 

the usefulness of information, while motivation is modeled as a combination of the 

individual’s interest and the usefulness of information. In sociological modeling, we 

chose the external factors related to the influence of the neighbors on an individual. 

In addition, we propose that an individual may be influenced by the information 

credibility when making a decision in its transmission. The credibility of the information 

or the credibility of the source of information is difficult to assess. In an online social 

environment, a user usually assesses credibility based on certain indicators provided by 

the social platform. For example, in [20] the authors analyze the relevance of certain 

indicators on Twitter based on which users try to assess the credibility of posts. The 

most important indicators are those that refer to an official source, or posts that contain 

links, facts, informative or professional messages. To analyze these indicators, the 

authors chose different evaluators to judge the credibility of the posts and used the 

majority vote for the final evaluations. The aforementioned credibility indicators cannot 

be used in our model because we do not make an analysis based on the content of the 

messages. However, in [20] the authors show that the number of posts is also an 

indicator of credibility. Therefore, in our model we propose to use the number of the 

neighbors’ messages as an indicator of information credibility. We propose that the 

information held by a node has an initial credibility, which is a value in the range (0, 1]. 

In our model there are two ways in which a node can have information: it is assigned to 

it by simulation (source node or informant node) or it can receive it from neighbors 

(special node). The mechanism for determining credibility applies only to special nodes. 

Majority voting is an intuitive strategy to model an individual’s decision when multiple 

options are available. For example, [20] and [21] use majority voting to assess the final 

credibility of posts, and [22] uses majority voting as a mechanism for modeling the 

gregarious behavior of a node. The majority vote cannot be applied in our model 

because the credibility of the information is not a categorical variable, but a real one. 

Therefore, as an alternative, we propose that a node weigh the credibility of information 

received from neighbors. Moreover, in this model we assume that the credibility of the 

information increases as it is discussed more. To achieve this growth, we increase the 

weight of that credibility received from the neighbor with the highest number of 

messages. 
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Users cannot always send information, but only during certain periods. We start from 

the premise that they log on to a social platform with a certain average login rate. 

Most of the parameters of the proposed model are learned using a genetic algorithm. 

Therefore, having a diffusion model and the automatic learning of the parameters, our 

objective is to obtain an accurate evolution of the information diffusion, comparing it 

with the real diffusion. 

The first dataset we use contains both the structure of a social network on Twitter and 

the activity of users during the announcement for the discovery of the Higgs Boson. The 

second dataset does not contain the structure of the network, but only the activity of 

users in the Twitter social network on certain topics, of which we have chosen two, 

namely: “lipstick on a pig” and “fundamentals of our economy are strong”. We chose 

datasets that contain the timestamps of communication between users. Based on these 

timestamps, we managed to extract the evolution of information diffusion. Regarding the 

second dataset, the subjects were chosen at random. 

3.1. User Login Rate and User Handling 

When a person initiates an activity on a social network, we say that by this action he or 

she logs in. For this purpose, we choose that users have an average login rate (λlogin) 

following a negative exponential distribution law according to equation (1), where u 

represents a randomly generated number in the range [0, 1) and tlogin is the time period 

between two successive logins of a user expressed in minutes: 

ln(1 )
login

login

u
t




 

 
(1) 

For example, if an individual logs in every two hours, then the average login rate is 

1 1
0.0083

2[ ] 2 60[ ]
login

h m
   


 logs per minute. For this login rate, one can see in 

Fig. 1 on the Y axis that tlogin is generated in an interval of approximately [0,600] 

minutes. We can also see that we have a higher chance of generating short duration 

times and we mark with the dotted line the duration of 200 minutes, i.e. in about 80% of 

cases we will have small values. 

We consider that the nodes are handled in the order of the login duration. Thus, after 

the login duration of a node has been generated, it is added to a sorted list. We chose to 

increment the simulation clock in discrete steps, where each step represents a period of 

one minute. After each increment of the simulation clock, the list is checked to identify 

which nodes are able to log in, i.e. a minute has passed and some nodes may be able to 

log in. A node that is able to log in is extracted from the list and then it is checked 

whether it can transmit its information to its neighbors according to the two models 

(from a psychological and sociological point of view). Subsequently, a new time period 

is generated for this node and it is added back to the list, such way that the list remains 

sorted (i.e. the node that has the smallest login period is placed first in the list). 
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Fig. 1. Generation of time between two successive logins according to the uniformly distributed 

random variable u 

Before describing how we handle nodes, we specify that in our model we have three 

types of nodes, namely: source node, special node and informant node. A source node 

holds the information and its transmission is based only on the basic probability attached 

to the node. Also, the transmission of a source node is not influenced by the information 

credibility or by the psychosocial modeling. A source node will change its type into a 

special node when at least one piece of information is received from one of its 

neighbors. If the source node does not receive any information from its neighbors, it 

automatically becomes a special node after a period of time to avoid the continuous 

transmission of messages. The second type of node, the special node, has a transmission 

probability that is determined according to the two models and it is also influenced by 

the information credibility. The last type of node, the informant node, has 100% 

probability of transmission and 100% credibility for information. We propose this type 

of node for the moment when we want to suddenly encourage socialization between the 

nodes, i.e. several nodes adopt the information when it is transmitted very often. 

Informant type nodes spread information for a certain period of time (Tmax_informant), after 

which they become special nodes.  

3.2. Transmission of Information 

In the initial phase only the source nodes hold the information along with the credibility 

attached to it. After a node has logged in, its decision to transmit or not the information 

is a probability determined according to the type of node: 

,
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where Pb is the basic probability (the same for all nodes), and Pf is the final probability 

determined according to the psychosocial modeling. Depending on this probability, if 

the node has the chance to transmit the information, it will spread the information to all 

its neighbors along with the credibility attached. A node can transmit information 
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multiple times due to repeated logins and also a node counts the information received 

from each of its neighbors separately. The special node has a particular behavior when it 

spreads information. For this type of node, we determine a final probabilityPf, which is 

based on both the psychological and sociological modeling and also on the information 

credibility: 

( ) ( )f P p S S tP P W P W InfoCred n    
 

(3) 

where Ppis the probability from the psychological modeling, Psis the probability from 

the sociological modeling, Wpand Wsare weights that control the impact of Pp and Ps, 

and InfoCred(nt) is the credibility that the node nt has on the information. InfoCred(nt) is 

computed based on all information received from the neighbors of the nt node. 

3.3. Determining the Credibility that a Node Has on the Information  

In our model, a node stores statistics for each neighbor. Thus, when a node receives 

information from a neighbor, it stores the information credibility and also the number of 

messages received. The node has these two fields separately for each neighbor. We 

choose that the information from certain neighbors should be more important or less 

important depending on the number of messages received. To determine the information 

credibility of a transmitter node (nt), we weight each credibility received from neighbors 

according to equation (4), where v represents the number of neighbors of node n, and 

InfoCred(i) is the credibility received from neighbor i: 
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The weight Wi associated with the neighbor i is computed as the ratio between the 

number of information received from the neighbori and the total number of the 

information pieces received from all the neighbors: 
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In order to implement a mechanism for increasing the credibility of information, we 

choose that the maximum weight should be encouraged by a percentage increase. In 

other words, we take into account to a greater extent the credibility of that neighbor who 

transmitted the highest number of messages: 

*
max max max credW W W W  

 
(6) 

max max( ), 1,...,iW W i v 
 (7) 

where W
*

max is the maximum adjusted weight, and Wcred represents a parameter that 

controls the increase in credibility (the same for all nodes). The value of the control 

parameter Wcred is learned using the genetic algorithm.  
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This process can indeed be manipulated by artificially developing a high number of 

neighbors or another approach by spamming messages [20]. We do not use a mechanism 

for detecting and correcting such manipulations, but we propose a simple mechanism for 

combining the information that a user has from friends. 

In Fig. 2 we show an example on a small network in which we determine the 

credibility that node 3 has for the information. 

 

Fig. 2. Example for computing the information credibility of a node 

3.4. Modeling the Individual from the Psychological Point of View 

Regarding the modeling of the individual from the psychological point of view, we 

propose that his/her decision to spread or not the information (probability Pp) should be 

influenced by the individual’s activation degree and an attenuation factor. We also 

consider the basic probability of the node (Pb) and a weight for the activation degree 

(Wact): 

pPAttenuationp act bP Activation W P   
 

(8) 

We propose that the node’s activation degree should be correlated both with the 

node’s interest for information and with the level of usefulness of the information. 

Therefore, we define the following measures: Ninterest is the level of interest that the node 

has for the information and Nusefulnessis the level of usefulness of the information. Ninterest 

and Nutil have the same definition domain: integers in the range [1, 10]. Before starting 

the simulation, we initialize Ninterest from each node with a random value in the range [1, 

10], thus each node has its own interest for the information. Nusefulness is attached to the 

information that is spreading and this measure does not differ from one node to another. 

Nusefulness is also initialized with a random value in the range [1,10]. Our model is capable 

of spreading a single type of information during the simulation, thus the value of 

Nusefulness remains constant. Ninterest and Nusefulness are used to determine the node’s 

activation degree and this step is done before the node transmits the information: 
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where Maxinterest and Maxusefulness are the maximum limits for Ninterest and Nusefulness. The 

node’s activation degree is directly proportional to both Ninterestand Nusefulness. Basically, 

the activation degree increases in greater proportion as both levels (Ninterest and Nusefulness) 

increase (Fig. 3). 
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Fig. 3. Example of activation degree for Ninterest=5 and Ninterest =10 

Using this approach, we want to model various boundary cases. For example, when 

the interest of a node is very high, but the usefulness of the information is low, we can 

say that the activation degree has a small value. This behavior is due to the fact that 

although the node is very interested in information, the reduced utility of the information 

does not satisfy the node. The behavior is the same if Ninterest is small and the Nusefulness is 

very large: the information is satisfactory, but the individual has no interest in it. We 

also attach a weight (Wact) for the activation degree in order to control the impact it has 

on the sending probability of the psychological model (Pp). Depending on the diffusion 

evolution, the value of the Wact weight is learned by the genetic algorithm in the range 

[0.2, 1]. 

As a topic is discussed more often, the number of messages received by the node 

increases. We propose that the node should get bored of the topic discussed as the number 

of messages received becomes larger. In other words, we introduce an attenuation (10) 

that depends on the total number of messages received by a node (Msgtotal) from all its 

neighbors and by an attenuation factor (Fattenuation) learned by the genetic algorithm. 

attenuation total

p

F Msg

v
PAttenuation e





 

(10) 

We divide the exponent into the total number of neighbors (v) because we would 

obtain different results for networks of different sizes. The total number of messages of 

a node in a small network is smaller than in a large network (where the nodes have more 

neighbors).  
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a)                                                                         b)  

Fig. 4. Example of attenuation for a) Fattenuation = 0.5; b) Fattenuation = 1 

In Fig. 4 we show the attenuation evolution according to the number of messages 

received from a certain number of neighbors for two cases: Fattenuation = 0.5 and Fattenuation 

= 1. In the case of a node with 10 neighbors and 40 received messages, one can see that 

the attenuation AttenuationPp changes as follows: when Fattenuation is 0.5, 

0.25
pPAttenuation  (Fig. 4.a), and when Fattenuation is 1, 0.07

pPAttenuation  (Fig. 

4.b). 

3.5. Modeling the Individual from the Social Point of View 

In this type of modeling we focus on the percentage of active neighbors of the node 

because we want the probability provided by this modeling (Ps) to depend only on the 

activity of its neighbors and not on the amount of information received by the node. To 

model this probability, we start from a sigmoid function (Psocial_infl) to which we include 

an attenuation (AttenuationPs): 

inf ss social_ l PP P Attenuation 
 

(11) 

inf
inf

1

1 neighbors social_ l
social_ l (θ Pct F )

P
e
  


  

(12) 

We choose the sigmoid function (12) because, considering its shape, we want 

Psocial_inflto have a lower value in the beginning, when the number of active neighbors is 

relatively small. Then, as users discuss more, we want Psocial_inflto have a sudden increase 

at one point, thus modeling the social behavior of a node. In order for the evolution of 

the sigmoid function to start from the origin on the X axis and not from the negative 

domain, we introduce a parameter θ with the value –5. Also, we introduce in Psocial_infla 

social influence factor (Fsocial_infl) in order to control the shape of the curve. We show in 

Fig. 5 the impact of Fsocial_inflfor two different values, 5 and 10. These values are actually 

the limits of this parameter. 
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Fig. 5. Evolution of Psocial_inflfor two values of Fsocial_infl: 5 and 10 

We choose the value 5 for the lower limit of Fsocial_infl because in this case the sigmoid 

function shape is incomplete and one can see that Psocial_inflreaches the maximum value of 

0.5. This is the situation in which the individual is weakly influenced by the percentage 

of his active neighbors. We choose the value 10 for the upper limit of Fsocial_inflbecause 

we want a complete sigmoid shape. Therefore, Psocial_infltends to value 1, modeling the 

fact that an individual is more influenced by the activity of his neighbors. The 

Fsocial_inflparameter, which represents the social influence of the node, is not learned by 

the genetic algorithm, but is randomly generated in the range [5, 10] for each node at the 

beginning of the simulation. As in the case of psychological modeling, we introduce an 

attenuation (AttenuationPs) in the probability Ps (11) to simulate the fact that a node gets 

bored with the activities of its neighbors. In Ps probability, the node does not take into 

account the amount of information from its neighbors, but the number of active 

neighbors expressed as a percentage. Therefore, AttenuationPs (13) does not dependent 

on the number of messages received by the node, but we choose to be time dependent. 

However, a node does not have many neighbors active at the beginning of the diffusion, 

so it is important to choose a start time (T) from which we can consider that the 

neighbors of the node are quite active. We choose to define the moment T when Ws>Wp, 

i.e. when probability Ps is more important than probability Pp. We consider that this 

criterion is suitable because the weight of Ws is dependent on the percentage of active 

neighbors of the node: 

_ ,

1 ,

elapsed social tolerance

s

T F

s p
P

s p

e W W
Attenuation

W W

  
 

  

(13) 

_
elapsed

max_socialization

Simulation clock T
T

T




 

(14) 

In Fig. 6 we show an example where the moment T is defined. The Ps probability is 

affected by the attenuation AttenuationPs from the beginning of time T. After defining 

the moment T, we can also determine the elapsed time (Telapsed) to evaluate the degree of 

attenuation. 
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Fig. 6. Example in which the moment T is defined 

The elapsed time (14) is the difference between the current simulation time 

(Simulation_clock) and the start time T. We normalize Telapsed according to a maximum 

socialization time (Tmax_socialization) to obtain a period expressed in percentages and which 

is specific to each node. Thus, AttenuationPs tends to 0 (maximum attenuation for Ps) as 

Telapsed tends to 100%. In our model, Tmax_socialization is the time required for a node to 

become completely bored with the activity of its neighbors. Each node has its own value 

for Tmax_socialization and is generated randomly at the beginning of the simulation with a 

period between 1 and 7 days. In this way, each node has a different period length in 

which it gets bored with the activity of its neighbors. The genetic algorithm controls 

AttenuationPs by learning the parameter Fsocial_tolerance defined on the range [1, 15]. 
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Fig.7. Example of attenuation for a) Fsocial_tolerance = 1 b) Fsocial_tolerance = 15 

In Fig. 7 we show two examples for the evolution of AttenuationPs. One can see a 

severe attenuation when Fsocial_tolerance =15, i.e. probability Ps is completely suppressed 

when the elapsed time is 30% of the Tmax_socialization. In the case of Fsocial_tolerance=1, the 

attenuation is very low and 0.4
SPAttenuation   at 100% elapsed time. 

3.6. Determining the Weights 

The final sending probability (Pf) for a special node (3) depends on the Pp and Ps 

probabilities. Pp and Ps are weighted by Wp and Ws, which are complementary weights 

(i.e.Wp = 1 – Ws). So, we will only discuss about Ws, which is defined as follows: 
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(15) 

where Pctneighbors is the percentage of active neighbors of the node, and Fact_social_modelis a 

control parameter. We say that a node is active if it has transmitted at least one 

information, so the weights Wpand Ws are not influenced by the number of messages 

from the neighbors of a node. Instead, Wp and Ws are influenced by the state of the 

neighbors (i.e. active or inactive node).  
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Fig. 8. Evolution of Ws for Fact_social_model= 0.8 and Fact_social_model= 2 

We control the evolution of the weight Ws by using the parameter Fact_social_model. In 

this way we actually control the degree of an individual to be influenced by others, or 

how quickly the individual adopts a gregarious behavior. In Fig. 8 we show the 

evolution of Ws for two values of the parameter Fact_social_model: 0.8 and 2. These two 

values are in fact the limits in which Fact_social_modelis learned by the genetic algorithm. 

If a node has, for example, 40% active neighbors, one can see that 25%sW  when 

Fact_social_model has the value 0.8 and 55%sW  when Fact_social_model has the value 2. 

Therefore, when the value of Fact_social_model is higher, the node is more encouraged to 

follow its neighbors during information diffusion. Also, the login rate of a node is 

influenced by Ws during the simulation: 

,

,

normal s p

lo gin
social s p

W W

W W







 

  

(16) 

We choose a lower login rate (λnormal) for a node when it is not strongly influenced by 

the activity of its neighbors and a higher login rate (λsocial) when the node has a 

gregarious behavior: 
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(17) 

Moreover, we consider a change in the login rate of the nodes depending on the time 

of day. Thus, we define two time periods (17): the time interval 11AM – 11PM is 

considered the daytime period (λlogin remains unchanged for users), and the time interval 
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11PM – 11AM is considered the nighttime (λlogin is halved for each user). In this way, 

we model the fact that users are less active at night. 

3.7. Learning the Model Parameters 

The proposed information diffusion protocol contains a large number of parameters that 

influence the evolution of the diffusion. It is difficult to adjust so many parameters in 

order to obtain an evolution of the diffusion as close as possible to the real one. The 

automatic learning of the parameters is the solution that helps us in this problem and we 

have chosen to use a genetic algorithm. In Table 1 we show the parameters of our 

diffusion model that are learned by the genetic algorithm, and in Table 2 we show the 

parameters that are not learned. 

Table 1. The parameters of the diffusion model that are learned by the genetic algorithm 

Parameter Definition range Comment 

λnormal [120, 240] The login rate used by the nodes with a small 

number of active neighbors (e.g. the minimum 

value means 1 login every 120 minutes) 

λsocial [30, 60] The login rate used by the nodes with a high 

number of active neighbors 

Tmax_informant [1, 90] The maximum time period (in minutes) in which 

an informant node spreads the information 

Fattenuation [0.01, 1] Attenuation factor for probability Pp 

Wcred [0.01, 0.2] The control weight over increasing the 

information credibility over time 

Fact_social_model [0.8, 2] Control factor to adjust the evolution of the Ws 

weight 

Fsocial_tolerance [1, 15] Control factor to adjust the attenuation of the Ps 

probability 

Wact [0.2, 1] The control weight of the activation level from 

the Ppprobability 

Table 2. The parameters of the diffusion model that are not learned by the genetic algorithm 

Parameter Definition range Comment 

Fsocial_infl [5,10] Control factor to adjust the evolution of Pinf_social 

Source nodes 5% Percentage of source nodes 

Informant nodes 30% Percentage of informant nodes 

Pb 0.8 The basic probability of the nodes 

Tmax_socialization [1, 7] The maximum time period (in days) in which a 

node becomes bored with the activity of its 

neighbors 

CredInfo 0.3 Initial credibility of the information (used by the 

source nodes) 

Tstart_informant Depending on the 

real diffusion 

The time when the informant type nodes 

activate and suddenly encourage the spread of 

information 
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3.8. The Genetic Algorithm 

Background. Genetic algorithms are based on the principles of natural selection [23], 

which states that the survival of an organism consists in the survival of the most adapted 

species. For a species to survive in time, the following stages are required: selection, 

reproduction and mutation. The selection process consists in the fact that certain 

organisms of the species better tolerate the environment in which they live and, 

consequently, have a greater chance of survival. Thus, these organisms are more adapted 

(fitted) to the environment, due to specific genes (the set of all genes is called a 

chromosome). More adapted organisms have a higher chance of reproducing. In the 

crossover process, parents transmit certain genes to the offspring. The new generation 

that results from the crossover is a new epoch and this process represents a way to 

simulate the evolution of the species over time. However, selection and reproduction are 

not sufficient to ensure long-term improvement of an organism’s adaptation. Also, there 

is the possibility that an organism will suffer changes of the genes that did not result 

from the crossing of the parents and these changes may lead to a better adaptation of the 

new individual. The process in which these new genes suffer unexpected changes is 

called mutation. 

By analogy with the search for solutions to a problem, the genetic algorithm is based 

on the concept of biological evolution to simulate a finite number of epochs in order to 

find the most fitted individuals that ultimately represent the desired solutions. [24]. The 

set of all individuals of an epoch is called population. In our case, the genetic algorithm 

learns certain parameters (Table 1) to obtain an evolution of the information diffusion as 

close as possible to the real one. The real evolution of diffusion and the result provided 

by our diffusion model from a particular individual are both represented as a one-

dimensional array. We choose that the stop condition of the genetic algorithm should be 

given by the iteration of a certain number of epochs. The following operations are 

performed at each epoch: selection, crossover and mutation. 

Selection. There are different methods of selecting parents to create the new generation, 

and we choose the tournament selection. The basic idea for this type of selection is as 

follows: 

 We sample k random individuals from the current population and choose the one with 

the best fitness as a parent (k=2 in our case); 

 The procedure is repeated to select more parents. 

We also use the elitism operation in which we get the individual with the best fitness 

from the previous population and add it to the new population. In this way we will never 

lose the best solution found throughout the epochs. 

Crossover. After the selection process is completed, the selected parents (i.e. mating 

pool) are used for crossover. We choose pairs of two parents to create children with new 

genes for the new population. In Fig. 9 we show how the parents are paired. If the 
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number of created children is not sufficient to create the new population at the expected 

size, then the pairs of parents are crossed again to obtain other children. 

 

Fig. 9. The way the parents are paired for mating 

In our case, the genes from each individual have a real numerical representation, and 

we use the arithmetic crossover: 

(1 )i i iz x y     
 (18) 

where xi and yi are the i-th gene of the two parents, zi is the i-th gene of the child, and α 

is a uniformly distributed random number in the interval [0, 1]. 

Mutation. Each gene of a new child has a small chance of undergoing unexpected 

changes. This unexpected event represents the mutation operation. We choose the 

random resetting mutation, in which the value of a gene is replaced by a random value 

from its given range (Table 1). 

General Pseudocode. Below one can see the general pseudocode of a genetic algorithm 

(Algorithm 1), as used for the experiments in the present paper. 

Algorithm 1. The proposed algorithm 

1. For epoch = 1 to MAX_EPOCH do 

2. //Compute the fitness of all individuals in the 

3.   //population. The dissemination of information is 

4.   //simulated for each individual and is compared to the 

5.   //real one 

6. Compute_fitness(Population); 

7. //Parent selection for the mating pool 

8. Mating_pool = Selection(Population); 

9. //Elitism: the best individual is always chosen for the 

10.   //next population 

11. Best_individual = Best(Population); 

12. //Empty the population and keep only the best individual 

13. Clear_population(Population); 

14. Population.Add(Best_individual); 

15. //Create (MAX_INDIVIDUALS - 1) children 

16. Children = Crossover(Mating_pool, MAX_INDIVIDUALS - 1); 

17. //Modify newly obtained children 

18. Final_children = Mutation(Children); 

19. //Add children to the population 

20. Population.Add(Final_children); 

21. End 

22. //The best solution obtained 

23. Get_parameters(Best_individual); 
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The Fitness Function. The fitness of an individual, which is used in the selection 

process, is computed using a fitness function that is problem specific. In our case, the 

fitness function (19) computes the difference between the real and the simulated 

diffusion using the Euclidean distance, where Oi is a sample from the real diffusion, Si is 

a sample from the simulated diffusion, and N is the size of the arrays. 

2
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( )

N

i i

i

f O S



 
 

(19) 

In our case, a better individual will have a lower value for f: the smaller the f, the 

closer the individual is to the optimal solution. 

In Fig. 10 we show an example in which the parameters of each individual are used in 

the information diffusion model to provide an evolution of the diffusion. Then, the 

obtained evolution can be compared with the real one using the fitness function to obtain 

the fitness of an individual. 

 

Fig. 10. Example of fitness computation for each individual 

In our case, the genetic algorithm has the following configuration: epochs – 100, 

population size – 100 individuals, and mutation rate – 10%. This algorithm aims to learn 

8 parameters from our diffusion model, shown in Table 1. 

4. Experimental Results 

4.1. Description of the Two Real-World Datasets 

In order to evaluate the efficiency of our information diffusion model, we use two real 

datasets that contain the activity of users over time. We use the genetic algorithm to 

learn the parameters of our information diffusion model for each real diffusion of a 

dataset. The first dataset is a collection of information on the activity of Twitter users 
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during the announcement for the discovery of the Higgs Boson [1], which also contains 

the network structure. The activity of a user on Twitter represents his/her action to share 

a piece of information he/she saw on a neighbor’s page (retweet). The shared 

information is visible to all of the user’s neighbors. The dataset also contains the 

timestamps when users share their information. Therefore, we can extract the activity of 

users over time and correlate it with the evolution of information diffusion, i.e. the target 

solution used by the genetic algorithm. The second dataset, memetracker9 [2], is a large 

collection of data in which the exchange of information between users is described by 

text messages or links to other web pages. This dataset contains the diffusions of several 

topics that are collected over several months. The diffusion of each topic discussed by 

users is easily identified in paper [25], and we choose two of them: “lipstick on a pig” 

and “fundamentals of our economy are strong”. The diffusion evolutions from each 

dataset are provided to the genetic algorithm to learn the parameters of our diffusion 

model and to obtain evolutions as close as possible to the real ones. 

4.2. Results for the Higgs Dataset 

For the Higgs dataset, we apply the genetic algorithm on a synthetic network of 1000 

nodes with scale-free topology because the original network contains 456,626 nodes and 

14,855,842 connections, which results in a very high simulation time and cannot be used 

in the genetic algorithm. In [6], the authors state that the evolution of information 

diffusion in scale-free networks is similar even if the networks have different sizes. 

Thus, we can apply the genetic algorithm without having to simulate a very large 

network. 

The parameters learned by the genetic algorithm are initialized with random values in 

their specific range (Table 1), and it is expected to obtain weaker solutions in the first 

epochs. In Fig. 11 we show an evolution example of the best solutions from each epoch 

on the diffusion of the Higgs dataset and one can see that the solutions are drastically 

improving in the first 20 epochs. We consider that 100 epochs is an acceptable stop 

condition for the genetic algorithm because no significant improvements can be 

observed for a higher number of epochs. 
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Fig. 11. The best fitness obtained at each epoch 

In the case of the Higgs dataset, we show in Fig. 12.a the evolution of the information 

diffusion obtained by our diffusion model on the 1000-node synthetic network. The 
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continuous line represents the real evolution of the diffusion, while the dotted line 

represents the diffusion obtained by our model. The simulated diffusion is obtained by 

counting the active nodes at intervals of one hour. Then, we use the learned values of the 

diffusion model parameters to run a simulation on the real network provided by this 

dataset. 
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a)                                                                   b)  

Fig. 12. Simulated diffusion on: a) synthetic 1000-node network, b) real network 

We show the result in Fig. 12.b and one can see that the obtained diffusion is close to 

the real one, except that the simulated diffusion has a greater attenuation. We could not 

make any further adjustments of the parameter values on this large network because it 

takes a day to run 2-3 simulation rounds. 

We mention that for the Higgs dataset we do not use the modeling for the daytime 

and nighttime periods because users had different geographical positions on several 

distant continents, according to [7], and our algorithm does not take into account 

different times of the day between users. 

Using a Community Network. Given that real networks contain many communities, we 

want to observe the impact of using a synthetic network with communities in our 

information diffusion model. The motivation of this study is due to the fact that the 

simulated diffusion has a greater attenuation (Fig. 12b). Regarding the high peak 

obtained with our model on the real network (Fig. 12b), in our investigations we observe 

a very similar behavior when we use a synthetic network with communities. This 

community network has 1000 nodes and was generated using the Gaussian random 

partition graph [26]. In Fig. 13a, one can see the evolution of simulated diffusion both 

on the real network and on the network with communities. These evolutions are 

provided by our model using the parameters learned by the genetic algorithm on the 

synthetic scale free network. Due to the similarity between these two evolutions, we use 

the genetic algorithm to learn the parameters of the diffusion model on this network with 

communities. We want to simulate the diffusion of information on the real network with 

two different sets of parameters: the first set is learned by the genetic algorithm on the 

synthetic scale free network and the second set is learned on the synthetic network with 

communities. We can observe in Fig. 13b that the simulation of the real network with 

the second set of parameters now has an evolution closer to the real diffusion. Based on 

these observations we can say that a limitation of our model is the choice of a synthetic 

network with a certain topology. 
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a)                                                                   b)  

Fig. 13. Comparative simulations: a) real network and community network, b) real network with 

different model parameters 

4.3. Results for the memetracker9 Dataset 

The second dataset (memetracker9) is very large and contains conversations between 

users for several months, between 2008 and 2009. This dataset does not provide the real 

network, so we show experimental results using only the 1000-node synthetic network. 

In paper [25], the authors provide a picture that contains various diffusions from this 

dataset and highlight the main phrases (i.e. the topic of discussions) for each diffusion. 

In our work, we use specific keywords to extract the diffusion of the following two 

topics from September 2008: “lipstick on a pig” and “fundamentals of our economy are 

strong”. The keywords used to identify the phrases of the first topic are “lipstick” and 

“pig”, while for the second topic we use the keywords “strong”, “economy” and 

“fundamentals”. Our diffusion model is capable of providing a single evolution of the 

diffusion for a single topic discussed by users. In Fig. 14 we stack the diffusion of the 

two topics on the same plot to easily observe the different time periods in which these 

diffusions are active and also it is easier to compare the evolution of the diffusions with 

those of [25]. The continuous lines represent the real diffusions and the dotted lines are 

the simulated diffusions. We also distinguish the two topics by line width: high width for 

the “lipstick on a pig” topic, and low width for the second topic. The simulated diffusion 

is obtained by counting the active nodes at six-hour intervals. 

The evolution of diffusion from each topic is obtained by a separate simulation using 

the genetic algorithm, therefore the parameters learned for the diffusion model have 

different values for the two topics. Regarding the parameters that are not learned with 

the genetic algorithm, the main difference between the simulation of the two topics is 

that we change Tstart_informant, which is the moment when the information is suddenly 

spread (i.e. users discuss a lot about the given topic). Although the diffusion model is 

applied on the synthetic network, one can see in Fig. 14 that the obtained diffusion is 

very close to the real one. 

In our model we propose that the user login rate depends on the time of day (i.e., day 

or night). In [27] a detailed analysis of user activity is presented on two datasets and a 

certain sinusoidal periodicity is observed in this activity. The authors notice that these 

activities are periodic at 24-hour intervals on both datasets. They also illustrate the 
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activity of users during a week, and an interesting aspect is that they identify a consistent 

drop in activity during weekends on both datasets. Our model does not take into account 

an attenuation of user activity during weekends, therefore it cannot reproduce these low 

amplitudes of periodicity as the real data (e.g. Fig. 14, time frame 230-270 or 460-480). 
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Fig. 14. Information diffusion simulation for two topics in the memetracker9 dataset 

4.4. Influence of Parameters 

In this section we make an analysis for some of the individual parameters of our 

diffusion model. The impact of a parameter can be analyzed separately by simulating the 

diffusion if we keep all the parameters constant and adjust only the parameter of interest. 

If we refer to the parameters learned by the genetic algorithm, we can show, for 

example, the impact of the login rate (Fig.15) and that of the boredom of the nodes (Fig. 

16). Depending on the two models we have: 

 psychological modeling: normal login rate (λnormal), boredom over the amount of 

information (Fattenuation) 

 sociological modeling: social login rate (λsocial), boredom over the activity of 

neighbors (Fsocial_tolerance) 
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Fig. 15. Login rate modeling: a) normal login rate; b) social login rate 
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Fig. 16. Boredom modeling: a) over the amount of information; b) over the activity of neighbors 

We can see that the parameters of sociological modeling have a great impact on 

diffusion. The continuous black line represents the simulated diffusion using the values 

of the parameters obtained with the genetic algorithm. The other two evolutions are 

obtained by varying a single parameter (the one of interest) to observe its impact on the 

diffusion. 

Unlike other works (e.g. [5, 6]) in which the parameters are manually adjusted 

through repeated simulations, we present a model in which its parameters are 

automatically learned, and the obtained diffusions are very promising compared to the 

real ones. 

5. Conclusions 

Developing models capable of imitating the information diffusion on a social network is 

a challenging task at the moment. In this paper we propose such a model that imitates 

the diffusion of information as well as possible. The model is based on stochastic node-

level decisions. Each node has its own set of rules by which its actions are defined. The 

decision of a node, whether or not to transmit information, is modeled both from a 

psychological point of view and from a sociological point of view. In modeling from the 
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psychological point of view, we propose that the decision of a node should be influenced 

by its preferences on the content of the information. On the other hand, when modeling 

from the sociological point of view, we propose that the decision of the node should be 

influenced by the activity of its “friends”, i.e. we model the gregarious behavior of the 

node. Also, most of the parameters of our diffusion model are learned by means of a 

genetic algorithm to eliminate the effort of adjusting their values. Then, we can use the 

learned values in the proposed diffusion model to obtain an evolution of information 

diffusion as close as possible to the real one. We use two datasets that contain real 

diffusions, and the results show that our model reproduces them very well. 

However, one must take into account the fact that there is no unique model for all 

situations. One goal of our work was to show that the proposed model with psychosocial 

factors is capable of approximating real data. But every case will likely need different 

values of the parameters, which can be found through automatic search using genetic 

algorithms or other optimization methods, e.g. based on gradients. 

As a future direction of investigation, one can investigate the inclusion of additional 

parameters in the model (such as those accounting for weekend activity or the different 

geographical distribution of users on different continents), in order to further increase 

the prediction accuracy. One must also consider the trade-off between increase 

flexibility and the growth of the search space, while applying the automatic 

determination of parameter values. 
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Abstract. The paper examines the process of creating and publishing an Arabic 

Linked Drug Dataset based on open drug datasets from selected Arabic countries 

and discusses quality issues considered in the linked data lifecycle when 

establishing a semantic Data Lake in the pharmaceutical domain. Through 

representation of the data in an open machine-readable format, the approach 

provides an optimum solution for information and dissemination of data and for 

building specialized applications. Authors contribute to opening the drug datasets 

from Arabic countries, interlinking the data with diverse repositories such as 

DrugBank, and DBpedia, and publishing it in a standard open manner that allows 

further integration and building different business services on top of the integrated 

data. This paper showcases how drug industry can take full advantage of the 

emerging trends for building competitive advantages. However, as is elaborated in 

this paper, better understanding of the specifics of the Arabic language is needed 

in order to extend the usage of linked data technologies in Arabic companies. 

Keywords: drug management applications; Linked Data; methodology; open 

ecosystems; quality assessment. 

1. Introduction 

Today, data is growing at a tremendous rate on the Web, and is expected to reach 35 

Zettabytes (1 ZB= 10
21

 bytes) by the end of 2019, and exceeds 175 zettabytes by 2025 

[1]. This amount of data creates new opportunities for modern enterprises, especially in 

the context of analyzing value chains in a broader sense. The value chain considered in 

this study is the one presented in Fig. 1 that can be divided into 3 layers: 

 Data sources layer, where different data sources and systems generate data. The 

interconnected systems in this layer are property of the organization or its partners, or 

the data is freely available on the Web. 

 Data management layer, where the data is acquired via customized interfaces or 

crawled from the Web and transmitted using interconnected networks into storage 

mailto:jlackshen65@yahoo.com
mailto:sanja.vranes%7D@pupin.rs
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data centers. The data management layer in a modern data ecosystem is composed of 

data lakes and data warehouses.  

 Data analytics and business intelligence layer, which refers to the application of 

artificial intelligence, mining algorithms, machine learning, and deep learning to 

process the data and extract useful knowledge for better decision making. 

Additionally, data visualization tools are used for visually examining processed data. 

Data Sources Data Management and Semantic Processing Business Intelligence

Corporate Data

Public Data

Data Warehouse

Data Marts

Data Management

Big Data Analytic 
Tools –
structured data

Big Data Visualization

Public Arabic 
Datasets

Iraq

Lebanon

Saudi Arabia

Syria 

Clients / eCommerce

Partners and 
Third Party  

Semantic Data Lake

Ingestion Interlinking

Quality 
Assessment 
and Repair

Federated 
Search

Processing  Workflow

Batch LayerSpeed Layer

Ingestion Processing  Workflow

Query 1 Query 2 Query N

Data Analytics

 

Fig. 1. Modern data ecosystem 

The development of business intelligence services is simple when all data sources 

collect information based on unified file formats and the data is uploaded to a data 

warehouse. However, the development of a distributed software system requires the 

interaction of services and the use of resources from diverse organisations throughout 

the Web [2]. The biggest challenge that enterprises face is the undefined and 

unpredictable nature of data appearing in multiple formats. Additionally, in order to gain 

competitive advantage over their business rivals, the companies utilize open data 

resources that are free from restrictions and can be reused, redistributed, and can 

provide immediate information and insights. Thus, in a modern data ecosystem, data 

lakes and data warehouses are both widely used for storing big data. A data warehouse 

[3] is a repository for structured, filtered data that has already been processed for a 

specific purpose. A data lake is a large, raw data repository that stores and manages the 

company data bearing any format. The concept of data lake was introduced in the last 

decade in order to address issues related to processing big data [4]. Moreover, recently, 

the semantic data lakes [5] are introduced as an extension of the data lake supplying it 

with a semantic middleware, which allows the uniform access to original heterogeneous 

data sources. The data management life cycle (see Fig. 1) is divided into two parts. Data 

pre-processing activities like data integration, enrichment, transformation, reduction, 

and cleansing occur in the speed layer, while maintaining the knowledge graphs (part of 

the semantic data lake) and data marts is part of the batch layer. In addition to the speed 

and batch layers, in big data applications, a third layer is often added named (merged 
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serving layer that makes the combined data available for data analysis and reporting, see 

also Fig. 3. 

In the last decade, more and more corporations have introduced semantic processing 

technologies also to improve the interoperability, i.e., they use the Linked data 

principles and standards recommended by the W3C consortium [6]. The use of 

common data models provides a standard way to store and query the data and, 

furthermore, creates an opportunity to build a virtual middleware under which the 

heterogeneous formats are homogenized on-the-fly without data transformation or 

materialization. 

Taking the drug industry and drug management as an example, this study was 

motivated by the following research questions (related to operations in the depicted 

semantic layer, see red rectangular in Fig. 1):   

 What are the benefits from integrating freely available data sources (e.g., DBpedia) 

into the existing business value chain and what are the drawbacks of this approach?  

 What is the quality of open data e.g. the Arabic DBpedia?  

 How can business intelligence services (e.g. a search operation) be implemented on 

top of a semantic drug data lake? 

The paper is structured as follows. Section 2 presents the research framework and 

proposes a methodology for consolidating heterogeneous data sources using the Linked 

Data principles [6], [7]. Section 3 presents the process of transforming selected Arabic 

two-star drug datasets published on various websites, into a five-star linked open data 

(LOD)1, connected to the DBpedia [8] and DrugBank [9]. The overall count of the 

distinct data is 31,906 drugs, while 23,971 drugs are interlinked to DBpedia. The 

proposed methodology advances the state-of-the-art taking into account quality issues 

and specifics for the Arabic language and provide examples of how the drug data lake 

(knowledge graph interlinked with DBpedia2 and DrugBank3) can be analyzed with 

business objectives in mind (retrieval of drug information). Section 4 discusses the 

results and presents the main conclusions. Section 5 concludes the article. 

2. Research Overview: Building Linked Data Application on Top 

of Arabic Open Data 

In the drug industry, the rapidly increasing amount of data on the Web opens new 

opportunities for integrating and enhancing drug knowledge on a global scale. As far as 

medical data available in the Arab region, there are only a handful of Arabic drug 

applications such as Webteb4, Altibbi5, 123esaaf6, Kuwait Pharmacy KP7 which provides 

their services in Arabic and English, but unfortunately, the data is not open and most are 

                                                           
1 https://www.w3.org/2011/gld/wiki/5_Star_Linked_Data  
2 https://wiki.dbpedia.org/  
3 https://www.drugbank.ca/  
4 https://www.webteb.com/aboutusen 
5 https://www.altibbi.com/ 
6 https://www.123esaaf.com/ 
7 http://www.kuwaitpharmacy.com/default.aspx  
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not free. Arabic language content on the Web is less than 3%. The situation is even 

worse regarding Arabic open data, linked data, and open linked data on drugs.  

This limitation of Arabic content motivated the authors to propose a solution that will 

enable Arabic-speaking end users to benefit from private datasets interlinked with public 

data and local data enriched with information from the Web. The goal of the innovative 

Arabic drug application proposed in this study is to enable end-users to answer inquiries 

about drug availability in the open datasets and to enrich the local data store with 

information from the Web. Examples of key business queries are: 

1. For a particular drug, retrieve relative information in the Arabic language (if 

exists) from other identified datasets, such as DrugBank and DBpedia. 

2. For a particular drug, retrieve equivalent drugs, and compare their active 

ingredients, contradictions, and prices. 

3. For a particular drug, retrieve valuable information about equivalent drugs with 

different commercial names, manufacturers, strengths, forms, prices, etc. 

4. For a particular drug, retrieve its reference information to highlight possible 

contradiction, e.g., in combination with other drugs, allergies, or special cases 

(e.g., pregnancy). 

5. For a particular active ingredient, retrieve advanced clinical information, i.e., 

pharmacological action, pharmacokinetics, etc. 

6. For a particular drug, retrieve its cost, manufacturer, and country. 

The authors also propose to split the implementation of a linked data application 

development into three software development phases as is presented in Table 1. 

Table 1. Linked data application phases 

Phase Description 

Initialization Business objectives and requirements: Requirement specification, technical 

characterization, and setting up of the demo site; Establishing acceptance (success) 

criteria for pilot applications validation based on performance characteristics, 

usability, as well as EU and national regulations (e.g., related to data access and 

security measures); 

Data categorization and description: Analysis of the datasets to be published in 

linked data format and selection of vocabularies and development other 

specifications for metadata description. 

Example. In addition to corporate data, the targeted data is selected from the 

Arabic drug datasets (Iraq, Saudi Arabia, Syria, and Lebanon) along with the 

public datasets (DrugBank and DBpedia). Appropriate vocabularies are selected or 

developed, and mapping rules are defined. 

Innovation Integrating datasets in the form of a knowledge graph: Data access, transformation, 

and enrichment. For instance, in this phase, the data lake is established, and 

semantic processing is performed, which includes all the stages of data preparing, 

modeling, and conversion. At each stage, quality issues are revised, and if the 

quality is not satisfactory, the appropriate stage is revisited. After the 

transformation, master data is stored for subsequent use.  

Generic component selection and tool customization for the pilot applications: 

Customization of linked data components for use in the targeted domain. 

Example. In this phase, tools for federated search and data are selected. 

Additionally, big data analytics tools are selected, and custom visualization and 

user interfaces are created [8]. 

Specific tools 

development and 

Validation 

In this phase open-source tools are validated for reuse; feedback is provided for 

improving the solution components; and new interfaces are built. 
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3. Validation of Software Development Methodology 

3.1. Initialization (Stage I): Data Preparation 

Data Selection. As a use case scenario, the authors selected four drug data files from 

four different Arabic countries, Iraq, Saudi Arabia, Syria, and Lebanon, as shown in 

Table 2. Most of the open published files in the Arab region are either in PDF or XLS 

format. The reasons for choosing XLS format were data fidelity, ability to source from a 

wider range of public sector domains, and to have increased value that comes from many 

information linkages. The authors believe that for many years to come, more drug data 

will be published in XLS format in the Arab countries.  

The selected datasets are open data published by health ministries or equivalent 

bodies in the respected governments. They are regularly updated, usually after a two-

year period. As it can be noticed from the difference in the number of columns, the 

structure of the datasets is not unified, which makes the unification and mapping of data 

necessary.  

Table 2. Selected Arabic open drug datasets 

Country DataSet URI No. of drugs 

Iraq http://www.iraqipharm.com/upfiles/drug/dreg.xls  9090 

Lebanon 
https://moph.gov.lb/userfiles/files/HealthCareSystem/.../7.../

WebMarketed20170307.xls 
5822 

Saudi Arabia https://www.sfda.gov.sa/en/drug/search/pages/default.aspx 6386 

Syria http://www.moh.gov.sy/LinkClick.aspx 9375 

Data Analysis. The data quality (DQ) of the selected files is too low, e.g., most XLS 

documents do not represent the generic name or their ATC code, which makes the data 

almost unusable for further transformation. However, the data from Lebanon and Saudi 

Arabia is in a form of generic online drug database, see Table 2.  

These two databases contain 13,445 records. In order to gather the data in HTML 

format, the authors built HTML Crawlers based on JSOUP, which is a Java library for 

extracting and manipulating data. It iterates through the drug list (link by link), gathering 

information for each drug separately. Unfortunately, Syria and Iraq do not provide such 

databases, so the authors have to use their XLS files and implement additional 

transformations to extract active ingredient information. 

Data Cleaning. OpenRefine8 (version 2.6-rc1) was used to clean the selected data in 

order to make it coherent and ready for further operations according to the methodology. 

A well-organized cleaning operation minimizes inconsistencies and ensures data 

standardization among a verity of data sources. 

                                                           
8 http://openrefine.org 

https://www.sfda.gov.sa/en/drug/search/pages/default.aspx
http://www.moh.gov.sy/LinkClick.aspx
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Quality Assessment. In what follows, we will describe the process for transforming, 

linking, and publishing the Arabic drug data. When it comes to quality assessment of the 

DBpedia Arabic Chapter, there are problems specific to the Arabic language that result 

in: 

1. Presentation of characters as symbols via web browsers due to errors during the 

extraction process. 

2. Wrong values in numerical data, due to the use of Hindu numerals in some 

Arabic sources.  

3. Occurrence of different names for the same attribute, for instance, the birth date 

attribute appears in various info-boxes by different names: one time as " حارٌخ

"انمٍلاد  [birth date], another time as "حارٌخ انىلادة"  [delivery date], the third time as 

"انمٍلاد"  [birth]. 

4. Inconsistency of names between the infobox and its template; for instance, 

there is a template called "مدٌىت"  [city] while the infobox name is called " معهىماث

"مدٌىت  [city information]. 

5. Geo-names templates formatting problems when placed in the infobox. 

6. Errors in owl:sameAs relations and problems in identifying the owl:sameAs 

relations due to heterogeneity in different data sources. 

However, some of the problems present in other DBpedia chapters are also identified 

in the Arabic chapter, specifically: 

1. Wrong Wikipedia Infobox information; for example, the height of minaret of 

the grand mosque in Mecca (the most valuable mosque for all Muslims) is 

given as 1.89 m, where the correct height is 89 m. 

2. Mapping problems from Wikipedia, such as unavailability of infoboxes for 

many Arabic articles; for example, “Man-made River in Libya انىهر انصىاعً فً 

 it is considered as the biggest water pipeline project in the world, or not ”,نٍبٍا 

containing all the desired information. 

3. Object values incompletely or incorrectly extracted. 

4. Data type incorrectly extracted. 

5. Some templates may be more abstract, thus cannot map to a specific class. 

6. Some templates are unused or missing inside the articles. 

3.2. Innovation (Stage 2 and Stage III): Integrating Datasets in the Form of a 

Knowledge Graph 

Ontology Definition and Data Mapping Schema. The ontology development was 

based on re-use of classes and properties from existing ontologies and vocabularies 

including Schema.org vocabulary9, DBpedia Ontology10, UMBEL (Upper Mapping and 

Binding Exchange Layer)11, DICOM (Digital Imaging and Communications in 

Medicine)12, and DrugBank. Each instances of the drug class has properties  such as 

generic drug name, code, active substances, non-proprietary name, strength value, cost 

                                                           
9 https://schema.org/ 
10 https://wiki.dbpedia.org/services-resources/ontology 
11 http://umbel.org/ 
12 https://www.dicomstandard.org/ 

https://wiki.dbpedia.org/services-resources/ontology
http://umbel.org/
https://www.dicomstandard.org/
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per unit, manufacturer, related drug, description, URL, license, etc. Additionally, in 

order to align the drug data with generic drugs from DrugBank, properties brandName, 

genericName, atcCode, and dosageForm from the DrugBank Ontology were used. The 

relation rdfs:seeAlso can be used to annotate the links which the drug product entities 

will have to generic drug entities from the LOD Cloud dataset. The nodes are linked 

according to the relations these classes, tables, or groups have between them. There exist 

a few tools for ontology and vocabulary discovery, which should be used in this 

operation, such as Linked Open Vocabularies (LOV)13 and DERI Vocabularies14. 

Data Conversion. Create RDF dataset: The previously mapped schema can produce an 

RDF graph by using RDF-extension of LODRefine tool. This step transforms raw data 

into RDF dataset based on a serialization format. The transformation process can be 

executed in many different ways and with various software tools, e.g., OpenRefine 

(which the authors used), RDF Mapping Language15, and XLWrap16 which is a 

Spreadsheet-to-RDF Wrapper, among others. 

Interlinking. LODRefine17 was used for reconciliation in interlinking the data. In this 

case, columns atcCode, genericName1, activeSubstance1, activeSubstance2 and 

activeSubstance3 reconciled with DBpedia. This operation enables interoperability 

between organization data and the Web through establishing semantic links between the 

source dataset (organization data) with related datasets on the Web. Link discovery can 

be performed in manual, semi-automated, or fully-automated modes to help discover 

links between the source and target datasets. Since the manual mode is tedious, error-

prone, and time-consuming, and the fully-automated mode is currently unavailable, the 

semi-automated mode is preferred and reliable. Link generation yields links in RDF 

format using rdfs:seeAlso or owl:sameAs predicates. The activities of link discovery and 

link generation are performed sequentially for each data source. The last activity within 

the interlinking stage is the generation of overall link statistics, which showcase the total 

number of links generated between the source and target data sources.  

Storage and Publishing. OpenLink Virtuoso server (version 06.01.3127)18 on Linux 

(x86_64-pc-Linux-gnu), Single Server Edition have been used to run the SPARQL 

endpoint queries: http://aldda.b1.finki.ukim.mk/sparql. RDF graph can be accessed on 

the following link: http://aldda.b1.finki.ukim.mk/. For publishing linked data on the 

Web, a linked data API is needed, which makes a connection with the database to 

answer specific queries. The HTTP endpoint is a webpage that forms the interface. A 

REST API is used to make a web application. It makes it possible to give the linked data 

back to the user in various formats, depending on the user‟s requirements. The linked 

data can be made visible in HTML on a website as HTTP links or as RDF data in a 

browser or a graphic visualization in a web application, which would be the most user-

friendly. 

                                                           
13 http://lov.okfn.org/ 
14 http://datahub.io 
15 https://github.com/RMLio 
16 http://xlwrap.sourceforge.net/ 
17 https://sourceforge.net/projects/lodrefine/  
18 https://github.com/openlink/virtuoso-opensource 

http://aldda.b1.finki.ukim.mk/sparql
http://aldda.b1.finki.ukim.mk/
http://lov.okfn.org/
http://datahub.io/
https://github.com/RMLio
http://xlwrap.sourceforge.net/
https://sourceforge.net/projects/lodrefine/
https://github.com/openlink/virtuoso-opensource
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3.3. Specific Tools Development and Validation (Stage II and Stage III) 

Tools for Quality Assessment. In our approach [10], [11], quality assessment is an 

ongoing operation in all stages as the quality of the content of the document on the Web 

varies, see also Fig. 2. The authors strongly recommend assessing quality at every stage 

of the transformation process based on characteristics such as accuracy, consistency, and 

relevancy. Therefore, we have developed an evaluation scheme that addresses the DQ 

before starting data analytics. It is carried out by estimating the quality of data attributes 

or features by applying a dimension metric to measure the quality characterized by its 

accuracy, completeness, and consistency.  

The expected result is DQ assessment suggestions indicating the quality constraints 

that will increase or decrease the DQ. The authors believe also that DQ must be handled 

in many other phases of the big data lifecycle. In our approach, we distinguish between 

quality on data level and quality on metadata level. The data pre-processing improves 

DQ by executing many tasks and activities such as data transformation, integration, 

fusion, and normalization. 

Example. For every quality dimension, quantification and measurement are needed 

(see the discussion on dimensions in Section 3.1). Therefore, metrics have been defined 

and linked to particular dimensions. Usually, most metrics used for measuring DQ are 

within a range from 0 to 1, with 0 representing incorrect value and 1 representing a 

correct value. Dimensions such as accuracy, completeness, and consistency, among 

others, are calculated by the function M_D = 1 – (Niv/Ntv), where M_D is the metric for 

a given dimension, Niv is the count of incorrect values, and Ntv is the total number of 

values for the dimension concerned. Regarding DQ dimensions relevant for quality 

assessment of Arabic DBpedia, we have identified three dimensions accuracy, 

consistency, and relevancy, as shown in Table 3. 

Table 3. Data Quality dimensions relevant for quality assessment of Arabic DBpedia (*Specific 

to DBpedia, **Specific to Arabic DBpedia) 

Category Sub-category 

Accuracy   Incorrectly extracted triple  

 Special template not properly recognized* 

 Wrong values in numerical data (due to dual numbering 

used) ** 

Incorrectly extracted data type  

Implicit relationship between attributes 

 One/ Several fact encoded in one/several attributes* 

 Attribute value computed from another attribute value** 

Consistency   Inconsistency in representation of number values** 

Relevancy  

Irrelevant information extracted  

 Extraction of attributes containing layout information** 

 Redundant attribute values 

 Image related information* 

 Other irrelevant information 
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Fig. 2. A novel linked data methodology with a focus on quality assessment 

Tool for Workflow Automation. The processing steps discussed so far refer to the 

initial load of the knowledge graph available online for experimental purposes at this 

location19. Currently, underway is testing of the solution and deployment of the adopted 

tools (LODRefine, OpenLink Virtuoso, PoolParty UnifiedViews for a client from Lybia. 

The PoolParty UnifiedViews (relevant for the speed layer in the Big Data architecture 

presented in Fig. 1) is considered for automation of the Extract-Transform-Load 

processes. The UnifiedViews's pipeline shall integrate also the custom quality assurance 

services discussed above. 

3.4. Visualization and Querying (Stage IV) 

After publishing the data on the Web in a form of a knowledge graph, it becomes 

available to other web applications for retrieval and visualization [12]. Using standard 

vocabularies for modeling allows end users to use different visualization approaches, 

e.g., freely available libraries can be used that offer diverse types of visualization, such 

as a table or in a diagram formatted in different ways as shown in Fig. 3. Custom 

visualization and query applications enable the user to interact with the data. In order to 

visualize the statistics about drug types and/or manufacturers, we use the exploratory 

spatial-temporal analysis (ESTA-LD) [12] tool20. The tool enables us to select the 

endpoint from where the data should be retrieved. This Section gives few examples of 

SPARQL queries that answer the business questions introduced in Section 1. 

 

                                                           
19 http://aldda.b1.finki.ukim.mk/sparql, http://aldda.b1.finki.ukim.mk. 
20 http://geoknow.imp.bg.ac.rs/ESTA-LD  

http://aldda.b1.finki.ukim.mk/sparql
http://aldda.b1.finki.ukim.mk/
http://geoknow.imp.bg.ac.rs/ESTA-LD


738           Lakshen et al. 

RDF Triple Store

Reused vocabularies 
/ ontologies:
• schema.org
• LinkedDrugs
• DBpedia 
• Dublin Core, Prov-O

Arabic datasets Wrappers
-----

Quality 
Assessment

Dataset 1, Dataset 2
-----

Speed Layer

Public 
SPARQL 
endpoints

Batch Layer

Report

SPARQL SPARQL

SPARQL

RDF

Data Sources Data Management and Semantic Processing Data Analytics GUIs

Merged Serving Layer

RDF Conversion
• RML
• XLWrap

Interlinking & Enrichment 

Metric 1, Metric 2
-----

RDBMS

 

Fig. 3. Knowledge graph visualization and querying 

Example. Query: Count all distinct drugs 
PREFIX dbo: <http://dbpedia.org/ontology/>  

SELECT count distinct ?drug  

FROM <http://aldda.b1.finki.ukim.mk/lod/data/drugs>  

WHERE  

     { ?drug a <http://schema.org/Drug>  } 

Output: 31906 distinct drugs 
 

 Query: Count all interlinked drugs 
PREFIX dbo: <http://dbpedia.org/ontology/>  

SELECT count distinct ?drug 

FROM <http://aldda.b1.finki.ukim.mk/lod/data/drugs>  

WHERE 

     { ?drug a <http://schema.org/Drug> .  

       ?drug rdfs:seeAlso ?seeAlso } 

Output: 23971 interlinked drugs 
 

It is notable that >75% of the merged datasets are interlinked with DBpedia and can 

obtain additional information regarding drugs from DBpedia.  

 

 Query: Extract abstract info from DBpedia in Arabic language for the „taxol‟ 

which is  an Organic composite similar to the „paclitaxel‟ drug  
prefix dbo: <http://dbpedia.org/ontology/> 

prefix drugbank: <http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugbank/> 

SELECT * WHERE {  

?drug a <http://schema.org/Drug>   . 

?drug drugbank:genericName ?genericName . 

?drug rdfs:seeAlso ?seeAlso . 

{ SERVICE<http://dbpedia.org/sparql> 

{ ?seeAlso dbo:abstract ?abstract  } }  

FILTER (?genericName = „paclitaxel‟) 

FILTER (langMatches(lang(?abstract), "ar")) } 
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 Output 

" محضر مه نحاء  ، وهى مركب taxol  حىصم انباحثىن فً جامعت جىوز هىبكىز إنى أن حاكسىل1988فً 

كما اقخرح انباحثىن . بسرطان حاد فً انمبٍض شجر انطقسىس بانمحٍظ انهادي ، ٌمكه أن ٌفٍد انىساء انمصاباث

نهسرطان فً هٍىسطه أن مادة حاكسىل ٌمكه أن حفٍد انسٍداث انمصاباث   فً مركز أودرسىن1991سىت 

اً  بسرطان  سٍدة مصابت بسرطان مخقدو فً انثدي ونمخخمكه مه الاسخجابت 25فً دراساث حمج عهى . انثدي أٌضا

 ar@".بعد حسع شهىر مه انعلاج انخجرٌبً نهعلاج انكٍمائً ، شعر غانبٍت انسٍداث باوكماش انىرو
 

 Query: Equivalent drugs comparison  
prefix dbo: <http://dbpedia.org/ontology/> 

prefix drugbank: <http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugbank/> 

prefix schema:<http://schema.org/> 

prefix dbp: <http://dbpedia.org/ontology/> 

SELECT distinct ?drug1, ?drug1GenericName,  ?drug1ManufacturerLegalName, 

?drug1ActiveIngredient, CONCAT(str(?drug1CostPerUnit),' ',?drug1CostCurrency) as 

?drug1CostFull, ?drug1AddressCountry, 

?drug2,?drug2GenericName,  ?drug2ManufacturerLegalName, ?drug2ActiveIngredient, 

CONCAT(str(?drug2CostPerUnit),' ',?drug2CostCurrency) as ?drug2CostFull, 

?drug2AddressCountry WHERE { 

?drug a <http://schema.org/Drug> . 

?drug drugbank:genericName ?drug1GenericName . 

?drug schema:addressCountry ?drug1AddressCountry . 

?drug schema:cost ?drug1Cost . 

?drug schema:manufacturer ?drug1Manufacturer . 

?drug1Manufacturer schema:legalName ?drug1ManufacturerLegalName . 

?drug schema:activeIngredient ?drug1ActiveIngredient . 

?drug1Cost schema:costPerUnit ?drug1CostPerUnit . 

?drug1Cost schema:costCurrency ?drug1CostCurrency . 

?drug rdfs:seeAlso ?seeAlso . 

?drug2 rdfs:seeAlso ?seeAlso . 

?drug2 drugbank:genericName ?drug2GenericName . 

?drug2 schema:addressCountry ?drug2AddressCountry . 

?drug2 schema:cost ?drug2Cost . 

?drug2 schema:manufacturer ?drug2Manufacturer . 

?drug2Manufacturer schema:legalName ?drug2ManufacturerLegalName . 

?drug2 schema:activeIngredient ?drug2ActiveIngredient . 

?drug2Cost schema:costPerUnit ?drug2CostPerUnit . 

?drug2Cost schema:costCurrency ?drug2CostCurrency . 

FILTER (?drug != ?drug2)} 
 

 Output: 

 Drug1 Drug2 

Drug Number 
aldda.b1.finki.ukim.mk/

lod/data/drugs#35704 

aldda.b1.finki.ukim.m

k/lod/data/drugs#36482 

GenericName glimepiride 
 metformin and 

sulfonamides 

ManufacturerLegalNam

e 
Sadco 

Benta Trading Co 

s.a.l. 

ActiveIngredient Glimepiride    Metformin HCl 

CostFull 12415.0 L.L 28800.0 L.L 

AddressCountry LB LB 
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 Query: Drugs with different brand name comparison. 
prefix dbo: <http://dbpedia.org/ontology/> 

prefix drugbank: <http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugbank/> 

prefix schema:<http://schema.org/> 

prefix dbp: <http://dbpedia.org/ontology/> 

SELECT ?drug1BrandName,?drug1GenericName,   ?drug1ManufacturerLegalName, 

?drug1ActiveIngredient,  ?drug1DosageForm, CONCAT(str(?drug1CostPerUnit),' 

',?drug1CostCurrency) as ?drug1CostFull, ?drug1AddressCountry, 

?drug2BrandName,?drug2GenericName,   ?drug2ManufacturerLegalName, 

?drug2ActiveIngredient,  ?drug2DosageForm, CONCAT(str(?drug2CostPerUnit),' 

',?drug2CostCurrency) as ?drug2CostFull, ?drug2AddressCountry WHERE { 

?drug a <http://schema.org/Drug> . 

?drug drugbank:brandName ?drug1BrandName . 

?drug drugbank:genericName ?drug1GenericName . 

?drug schema:addressCountry ?drug1AddressCountry . 

?drug schema:cost ?drug1Cost . 

?drug schema:manufacturer ?drug1Manufacturer . 

?drug1Manufacturer schema:legalName ?drug1ManufacturerLegalName . 

OPTIONAL { 

?drug drugbank:dosageForm ?drug1DosageForm } 

?drug schema:activeIngredient ?drug1ActiveIngredient . 

?drug1Cost schema:costPerUnit ?drug1CostPerUnit . 

?drug1Cost schema:costCurrency ?drug1CostCurrency . 

?drug rdfs:seeAlso ?seeAlso . 

?drug2 rdfs:seeAlso ?seeAlso . 

?drug2 drugbank:brandName ?drug2BrandName . 

?drug2 drugbank:genericName ?drug2GenericName . 

?drug2 schema:addressCountry ?drug2AddressCountry . 

?drug2 schema:cost ?drug2Cost . 

?drug2 schema:manufacturer ?drug2Manufacturer . 

?drug2Manufacturer schema:legalName ?drug2ManufacturerLegalName . 

?drug2 schema:activeIngredient ?drug2ActiveIngredient . 

OPTIONAL { ?drug2 schema:availableStrength ?drug2Strength .} 

OPTIONAL {?drug2 drugbank:dosageForm ?drug2DosageForm } 

?drug2Cost schema:costPerUnit ?drug2CostPerUnit . 

?drug2Cost schema:costCurrency ?drug2CostCurrency . 

FILTER (?drug1BrandName != ?drug2BrandName &&  

?drug1DosageForm != ?drug2DosageForm &&  

?drug1ManufacturerLegalName 

!=drug2ManufacturerLegalName)} 
 

 Output 

 Drug1 Drug2 

BrandName EBETREXAT METOJECT 

GenericName methotrexate methotrexate 

ManufacturerLegalName Codipha Alfamed S.A.L. 

ActiveIngredient methotrexate methotrexate 

DosageForm 7.5mg/0.75ml 15mg/0.3ml 

CostFull 32984.0 L.L 51182.0 L.L 

AddressCountry LB LB 
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4. Discussion of Results: Analysis of Linked Data Methodologies  

In literature, not many papers have dealt with linked data methodologies i.e., the process 

of generating, linking, publishing, and using linked data; to name a few: W3C Best 

Practices for Publishing Linked Data (W3C-Government Linked Data Working Group, 

2014)21 [13]; A Cookbook for Publishing Linked Government Data on the Web [14]; 

Linked Data Life Cycles [15]; Guidelines for Publishing Government Linked Data [16]; 

Managing the Life-Cycle of Linked Data with the LOD2 Stack [6]; and Methodological 

Guidelines for Consolidating Drug Data [17]; see Table 4 for a comparison. One of the 

first linked data methodologies was developed in the European research project LOD2 

(Creating Knowledge out of interlinked Data, 2011-2014)22 that was mainly dedicated to 

the publishing process, i.e., opening data in a machine-readable format and establishing 

the tools and technologies for interlinking and integrating heterogeneous data sources in 

general. 

Jovanovik and Trajanov [17] concluded that “the LOD2 methodology which provides 

software tools for the denoted steps still misses some key elements of the linked data 

lifecycle, such as the data modeling, the definition of the URI format for the entities and 

the ways of publishing the generated dataset”. They also stated, “The LOD2 tools are 

general, and cannot be applied in a specific domain without further work and domain 

knowledge.” (page 4). Therefore, they proposed a new linked data methodology with a 

focus on reuse. It provides guidelines for data publishers defining reusable components 

in the form of tools, schemas, and services for the given domain (i.e., drug 

management). 

The methodology presented in this paper meets the needs of the case study. Hence we 

suggest an approach to standardize the quality assessment of Linked Data lifecycle as is 

presented in Table 5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                                                           
21 W3C Best Practices for Publishing Linked Data. http://www.w3.org/TR/ld-bp/ (2018) 
22 https://linkeddata.rs/project/LOD22010–2014  
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Table 4. Comparison of previous methodologies  

Authors Title / Steps 

W3C 

Government 

Linked Data 

Working Group 

(2014) 

 

Best Practices for Publishing Linked Data: 

(1) Prepare stakeholders, (2) Select a dataset, (3) Model the 

data, (4) Specify an appropriate license, (5) Good URIs for 

linked data, (6) Use standard vocabularies, 

Initialization 

(7) Convert data, (8) Provide machine access to data, Innovation 

(9) Announce new data sets,  

(10) Recognize the social contract 

Validation & 

Maintenance 

Hyland et al. 

(2011) 

 

A Cookbook for Publishing Linked Government Data on the Web: 

(1) Identify, (2) Model, (3) Name, (4) Describe, Initialization 

(5) Convert, (6) Publish, Innovation 

(7) Maintain Validation & 

Maintenance 

Hausenblas et al. 

(2016) 

Linked Data Life Cycles: 

(1) Data awareness, (2) Modeling,  Initialization 

(3) Publishing, (4) Discovery, (5) Integration, Innovation 

(6) Use-cases Validation & 

Maintenance 

Villazón-

Terrazas et al. 

(2011) 

 

Guidelines for Publishing Government Linked Data: 

(1) Specify, (2) Model,  Initialization 

(3) Generate, (4) Publish,  Innovation 

(5) Exploit Validation & 

Maintenance 

Auer, et all. 

(2012) 

 

Managing the Life-Cycle of Linked Data with the LOD2 Stack: 

(1) Extraction,  Initialization 

(2) Storage, (3) Authoring, (4) Interlinking, (5) Classification, Innovation 

(6) Quality, (7) Evolution/Repair,  

(8) Search/ Browsing/ Exploration 

Validation & 

Maintenance 

Jovanovik and 

Trajanov (2017) 

 

Methodological guidelines for consolidating drug data: 

(1) Domain and Data Knowledge, (2) Data Modeling and 

Alignment,  
Initialization 

(3) Transformation into 5-star Linked Data, 

(4) Publishing the Linked Data Dataset on the Web, 
Innovation 

(5) Use-cases, Applications and Services  Validation & 

Maintenance 

 

Table 5. The proposed methodologies 

Guma Lakshen 

Methodological guidelines for quality assessment of Linked Data: 

(I) (1)Data Selection, (2) Data Analysis and (3) Data 

Cleaning,  
Initialization 

(II) (4) Ontology Definition, (5) Mapping Scheme taking 

into consideration Quality metrics, 

(III) (6) Conversion into 5-star Linked Data taking into 

consideration the specific requirements of the Arabic 

language, and  

(7) Interlinking, 

(8) Publishing the Linked Data Dataset on the Web, 

Innovation 

(IV) (9) Quality Assessment, 

(V) (10) Use-cases, Applications and Services. 

Validation & 

Maintenance 
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4.1. Analysis of the Knowledge Graph Model and Transformation Tools 

In this study, the authors decided to use the RDF, because it is recommended by W3C, 

and it has advantages, such as an extensible schema, self-describing data, de-

referenceable URIs. Further on, since RDF links are typed, it enables good structure, 

interoperability, and safely linking different datasets. 

Before converting XLS data to RDF, the authors selected the target ontology to 

describe the drugs contained in the drug availability dataset. Authors selected the 

LinkedDrugs23 ontology [17], Schema.org vocabulary, and DBpedia, as they have the 

needed properties and provide easier interlinking possibilities for further transformation. 

The Web Ontology Language allows complex logical reasoning and consistency 

checking for RDF and OWL resources. These reasoning capabilities helped the authors 

to harmonize the heterogeneous data structures found in the input datasets.  

Web drug data availability in some Arabic countries is basically public as a two-star 

format data, i.e., PDF or XLS format. Most of the available drug data is provided in the 

English language with a few columns in Arabic, this is because English is widely used 

among physicians and pharmacists; it is the predominant language in their 

communications.  

Following the authors‟ proposal described above, the authors transformed the 

selected drug data into five-star linked open data and established relations in the RDF 

knowledge graph (31,906 drugs, more than 300 000 triples) toward outside entities, 

including the DBpedia and DrugBank. The owl:sameAs relation allows interlinking 

related drug descriptions that refer to the same real-world entity. For research purposes, 

the knowledge graph has been published via the SPARQL endpoint available at 

http://aldda.b1.finki.ukim.mk/sparql. 

4.2. Quality Analysis of Integrated Open Data 

Many authors have pointed out issues such as the completeness, conciseness, and 

consistency of open data. In 2014, Kontostas et al. [18] provided several automatic 

quality tests on LOD datasets based on patterns modeling various error cases, and they 

detected 63 million errors among 817 million triples. At the same time, Zaveri et al. [19, 

20], conducted a user-driven quality evaluation which stated that DBpedia indeed has 

quality problems (e.g., around 12% of the evaluated triples had issues). They can be 

summarized as incorrect or missing values, incorrect data types, and incorrect links. 

Based on the survey, the authors developed a comprehensive quality assessment 

framework based on 18 quality dimensions and 69 metrics. Based on the work of Zaveri 

et al. [120], and the ISO 25012 DQ model, Radulović et al. [21] developed a linked data 

quality model and tested the model with DBpedia with a special focus on accessibility 

quality characteristics.  

Based on the analysis of quality issues with DBpedia and the problems identified, the 

authors conclude that most important dimensions to be taken into consideration are the 

following. 

                                                           
23 http://linkeddata.finki.ukim.mk/sparql  

http://aldda.b1.finki.ukim.mk/sparql
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 Accuracy: triple incorrectly extracted, data type problems, errors in the implicit 

relationship between attributes. 

 Consistency: representation of numerical values. 

 Relevancy: irrelevant information extracted.  

Different metrics were further defined, and web services were implemented to be 

used for data curation.  

4.3. Proposal for Further Development of Quality Assessment Tools 

There were several attempts in the past to design and implement a generic tool for linked 

data quality assessment. One of the first open-source frameworks for flexibly expressing 

quality assessment methods, as well as fusion methods, was Sieve (http://sieve.wbsg.de) 

Mendes et al. [22], released in 2012. As part of the Linked Data Integration Framework 

(LDIF; http://sieve.wbsg.de/), Sieve supports users in accessing data from the LOD 

cloud. Taking into consideration that DBpedia is a core element in the LOD cloud, in 

2014, Kontokostas et al. enabled the RDFUnit Testing Suite 

(https://github.com/AKSW/RDFUnit) to run automatically-generated (i.e., based on a 

schema) and manually-generated test cases against an endpoint, e.g., the DBpedia 

SPARQL endpoint. Recognizing the large variety of DQ dimensions and measures, 

Luzzu (https://github.com/EIS-Bonn/Luzzu) [23], was developed at the same time to 

allow knowledgeable engineers without Java expertise to create quality metrics in a 

declarative manner. LOD Laundromat (http://lodlaundromat.org) was designed to help 

crawl the LOD cloud, converting all its contents in a standards-compliant way (i.e., 

gzipped N-Triples), as well as removing all data stains, such as syntax errors, duplicates, 

and blank nodes. TripleCheckMate (https://github.com/AKSW/TripleCheckMate) is a 

tool for crowdsourcing the assessment of Linked Open Data. It was developed for 

evaluating the correctness of DBpedia. TripleCheckMate provides an easy user interface 

with multiple resource assignment methods and a ready-to-use error classification 

scheme. The quality assessment methods implemented in these tools can be grouped into 

automatic, semi-automatic, manual, or crowd-sourced approaches. Initial results of the 

analysis and a comparison of the selected tools are provided in Table 6. However, as 

these tools have not been tested with the Arabic datasets yet, the quality assessment 

operations needed in our case study were implemented with custom web services. 

 

 

 

 

 

 

 

 

 

 

http://sieve.wbsg.de/
https://github.com/AKSW/RDFUnit
https://github.com/EIS-Bonn/Luzzu
http://lodlaundromat.org/
https://github.com/AKSW/TripleCheckMate
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Table 6. Comparison of open source quality assessment tools according to several attributes  

Tool Extensibility Last Update Collaboration Cleaning 

RDFUnit SPARQL 03/2018 ✕ ✕ 

Luzzu 
JAVA, 

LQML 
07/2017 ✕ ✕ 

TripleCheck 

Mate 
✕ 03/017 ✔ ✕ 

Laundromat  SPARQL 05/2018 ✔ ✔ 

Sieve XML 2014 ✕ ✔ 

5. Concluding Remarks 

Most of the available drug datasets nowadays are still provided in 2-star format and in 

English language due to the fact that the English language is widespread among 

physicians and pharmacists and also a predominant language in communications 

between physicians and pharmacists. In order to showcase the possibilities for large-

scale integration of drug data, the authors proposed a piloting methodology and tested 

the approach with datasets from Arabic countries. The authors presented the 

transformation process of 2-star drug data into a 5-star Linked Open Data with 

DrugBank and DBpedia. The data is open for research purposes, while the OpenLink 

Virtuoso server (version 06.01.3127) on Linux (x86_64-pc-linux-gnu), Single Server 

Edition has been used to run the SPARQL endpoint (see 

http://aldda.b1.finki.ukim.mk/sparql). 

The paper showcases the benefits from the Linked Data approach, in particular the 

possibility of enriching the private datasets with selected open data such as DBpedia. 

Main conclusion is that the Linked Data approach (1) contributes to the standardization 

on the metadata level and the semantic interoperability; (2) opens possibilities for 

improving the existing business value chain and insights by integration of valuable free 

information. However the quality issues in the Big Data ecosystems, Linked Drug Data 

in particular are still wide open for further study and evaluation, especially in the Arab 

countries. 

The main research goal was to identify, collect, analyze, and evaluate the quality of 

selected drugs data sets, to allow quantifying and improving their value for the benefit of 

the user's especially with deficiencies in English language. The main contributions can 

be summarized as follows: 

 This work introduced a modified process model based on previous methodologies 

shown in table 3 above. 

 It is recommended to implement custom quality assessment services for 

transformation and processing in order to ensure that the process is conducted in high 

quality manner.   

 For the first time, the paper discusses the issues with drug data from Arabic countries 

based on the selected four drug data files from four different Arabic countries, Iraq, 

Syria, Saudi Arabia, and Lebanon). 

Taking into consideration the issues identified with quality of the open data (in 

particular, the issues with drug data from Arabic countries), the future work will include 

http://aldda.b1.finki.ukim.mk/sparql
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implementation of additional services for repairing the errors observed in the Arabic 

Linked Drug dataset. 
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Abstract. This paper studies the informativeness of features extracted from a limit
order book data, to classify market data vector into the label (buy/idle) by using the
Long short-term memory (LSTM) network. New technical indicators based on the
support/resistance zones are introduced to enrich the set of features. We evaluate
whether the performance of the LSTM network model is improved when we select
features with respect to the newly proposed methods. Moreover, we employ mul-
ticriteria optimization to perform adequate feature selection among the proposed
approaches, with respect to precision, recall, and Fβ score. Seven variations of ap-
proaches to select features are proposed and the best is selected by incorporation of
multicriteria optimization.

Keywords: Limit order book, multicriteria optimization, time-series, feature selec-
tion, machine learning.

1. Introduction

The stock market has been the subject of studies of many research projects and publica-
tions, as well as of many financial institutions.

It has already been noted in the literature that the financial markets hold memory
properties, see [48], [11], [38]. A wide range of research is done analyzing the financial
data and exploring adequate mathematical models for modeling financial phenomena. In
[32], the optimal strategy and the dynamic volatility derivatives pricing in an incomplete
financial market were established using the expected utility maximization formulation.
On the other hand, the authors in [21] proposed a smart market model that reduces peak-
demand charges and has a positive final profit in energy systems.

Since there are more and more data on stock markets nowadays, there is a potential
in developing algorithms to analyze historical data and take advantage of it. Nowadays,
most exchanges have been automatized, because more trades are observed via automated
electronic markets (see [6]). Therefore, most exchanges have switched from the traditional
stock exchange, which had a physical location, to the electronic stock exchanges.

The electronic marketplace mechanism is comprehensively described in [7].
Various Artificial Intelligence approaches have been used for, usually very challeng-

ing, financial forecasting, which has been attracting many researchers. The authors in [37]
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provided a review on various techniques that perform well in the forecasting of stock mar-
kets, as well as they proposed an approach through data discretization by fuzzistics and
rule generation by rough set theory.

The authors in [2] investigated the role of sample size and class distribution in credit
risk assessments and their results indicate that various factors play a role in determin-
ing the optimal class distribution (the performance measure, classification algorithm and
data set characteristics). Moreover, seven different machine and deep learning algorithms
were proposed in [17] to learn the inherent patterns and predicting future movements in
the stock market. Also, in [9] authors have used the weighted support vector machine
(WSVM) method above the principal components to predict the stock trading signals. In
[43] authors analyzed how Window Size influences the performance of future price di-
rection prediction models that use technical indicators as input. The description of the
trading strategy evolution and the strategy valuation is interpreted in [39].

In this research, we tend to cross compare the performance of the Long short-term
memory (LSTM) network (initially introduced in [23]) when the model is fed with dif-
ferent groups of features extracted from the market limit order book (LOB) data. The
research presented in this paper is unique in the sense that we used the customized data
transformation, included the resistance support features and multicriteria optimization is
used to select the best option among seven different approaches proposed to perform
feature selection. Therefore, the presented research is not comparable to any other work
available in the literature. But note that in [41] the authors extracted the Fourier trans-
formation based features from the LOB and evaluated the performance of the GRU based
model when fed with different groups of extracted features. Further, note that multicriteria
optimization approaches for choosing the set of features for LSTM network models have
not been considered in the literature up until now.

The LSTM network model is employed within this research in order to estimate if it
is a good time to open a trade or it is better to idle. During the data transformation part, a
huge amount of features are extracted from the limit order book and dealing with a large
amount of various types of data has become an important challenge in computer science
in recent years (see [47] and [27]). These extracted features describe market behavior. In
this research, seven groups of features are chosen from the set of all features by employing
proposed selection criteria. To evaluate the performance of the proposed LSTM network
model when fed with the different groups of features several relevant metrics can be used.

In order to be able to better express and make objective decisions about the efficiency
of the proposed method for feature selection, we incorporated multicriteria optimization,
which has become used with its software support in various applications (see [16]). Be-
sides the fact that choosing the most reliable set of features is multi-layered problems, the
trades are occurring very fast and decisions need to be made quickly. Therefore, an intel-
ligent approach for selection is necessary to make quick and precise decisions in order to
capture opportunities. Further, multicriteria optimization enables to improve the quality of
decisions, and it allows the decision-maker to point out the preference of one alternative
over the other ones compared with several arguments. Therefore, to make a reliable finan-
cial decision and to evaluate opportunities and investments, financial intelligence needs
to be utilized, see [22] and [8].

We start our paper with a brief introduction of the theory that stands behind the LOB
concept, which is important for the research presented in this paper. After that, in Section 2
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we describe the dataset which is used for our research. Then, new features based on the
support/resistance zones are introduced in Section 3. In Section 4 we introduce criterion
with the respect which we group features. Section 5 contains a multicriteria approach
needed in this research and basics on the used method. Moreover, the results are presented
in Section 6. Final conclusions and prospective work are given in Section 7.

1.1. A short review of a mathematical description of the Limit Order Book

The main job of the limit order book is to record all incoming and outgoing orders. The
Limit Order Book is defined on a discrete price grid, where every grid’s point models a
price level, see Fig. 1. The minimum distance between two price levels is called a tick. On
the ASK side the orders that need to be sold are placed, while on the BID side the orders
that need to be bought are placed. The minimum price at the moment t on the ASK side,
denoted by P at , is named the best ask price, while the maximum price at the moment t on
the BID side, denoted by P bt , is called the best bid price.

Fig. 1. Snapshot of the NASDAQ limit order book for AAPL stock symbol for 5 levels
at 09:28:47am (on the 20th Februar 2015). On the bid/ask side are placed outstanding
buy/sell orders (gold/blue), and the best bid price is $128.63 with volume of 500 shares,
while the best ask price is $128.64 with volume of 600 shares.

The difference between the best ask and the best bid price is called the quoted spread,
i.e.:

QuotedSpread = P bt − P at .
The mid-price is defined as a arithmetic average of the best bid and best ask price, i.e.:

MidPrice =
1

2
(P bt + P at ).
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An detailed mathematical explanation of the limit order book (LOB) can be found in
Section II in [19].

The study of the limit order book dynamic is crucial for the financial world. The
modeling of the next price-flip event in limit order book using the ability of the RNN
is presented in [15]. In [12] a continuous-time stochastic model for the limit order book
dynamics, which extracts key empirical properties of the LOB is established. Considering
the volume of the LOB at different distances to the best ask price authors in [1] derived the
mid price diffusion limit. In [24] authors introduce a two-sided limit order book stochastic
model and prove the limit theorem when the tick size is converging to zero. A framework
for manipulation in a computational model of a limit-order book, which emphasis in-
formation asymmetry between buy and sell makes profitable manipulation possible, was
presented in [46].

Our research is based on the real market data from the past, more precisely on the high-
quality online limit order book data tool Lobster3, which replicates the entire NASDAQ
Stock Market (the second largest exchange in the world) from the 27th of June 2007 up
to the two days ago from the current day. Although in [25] the LOBSTER reconstruction
approach is presented, in order to extract essential structures from the limit order book
for our research we have used our customized data processing reconstructor which is
presented in the next section. Moreover, since we are working with a huge data set, to
process data we have used a processing engine supported by an advanced technology,
which is explained in the [40].

2. The market data summary and data processing reconstructor

For each trading day and for each selected ticker (e.g. AAPL which stands for Apple,
MSFT which stands for Microsoft Corporation, etc.) LOBSTER has ’orderbook’ and
’message’ file. The ’orderbook’ file has information on the Price and Volume up to the re-
quested number of levels. The ’message’ file contains the following columns: time (repre-
sents the time when an event has occurred), type of the event (submission of a new order,
cancellations, deletions of an order, execution of a visible order, execution of a hidden
order, trading halt), order ID, size of the order, price, direction of the trade (sell/buy).

We define a market data vector xt at a time point t, which contains market data fea-
tures, i.e.:

xt = (bidLevel1, bidV olume1, askLevel1, askV olume1, bidLevel2, bidV olume2,
askLevel2, askV olume2, . . . , bidLeveln, bidV olumen, askLeveln, askV olumen,
Time, EventType, OrderId, Size, Price, Direction).

Note that the limit order book is continuously evolving, so the vector xt+1 is derived
from the type of the event that is compressed in the vector xt.

Stock markets are producing a huge amount of data and there are over a million events
for each stock symbol data in one trading day. Therefore, to avoid working with a vast
amount of data, and in order to extract relevant features from the limit order book, we
employ the data aggregation with respect to the 3min interval. During the 3min interval
aggregation, more features are extracted, such as a number of canceled limit orders, a
number of executed limit orders, open price (price at the beginning of the interval), close
price, maximum price (during that interval), etc.

3 Lobster academic research data. https://lobsterdata.com.
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Furthermore, we compute the set of standardly known technical indicators in order
to get more features describing market behavior. Since, there are various factors that
have an influence on the stock market, using adequate technical indicators is important
in achieving good forecasting results, see for example [49]. For a comprehensive de-
scription of the technical indicators and their use see [34], [10] and Table 2 in [49].
Note that these technical indicators are computed using an open source library ta-lib4.
At this stage, for each timestamp t the data vector x̃t (enhanced vector xt) contains
features extracted from the LOB shape (e.g. Volume at each price level, number of ex-
ecuted trades, Open Price, Maximum Price, etc.) and technical analysis indicators (e.g.
Bollinger Bands, moving average). Now for a particular trading day d, we have a dataset
Dd = {x̃t|0 ≤ t ≤ bduration of a trading day d in s180s c}.

The goal is to classify vector of market data x̃t into the one of the labels from the
set S+ = {buy, idle}, if we consider semi-strategy emitting buy signals, or from the set
S− = {sell, idle}, if we consider semi-strategy emitting sell signals. Considering a semi
strategy emitting buy signals, we examine whether from given vector x̃t every subsequent
vector x̃t+1, reach certain profit until the end of the day, with only exposing ourselves
to a certain risk. Thus, the main idea is to see if each point reaches the desired risk-
reward ratio (RRR), and to assign the label to each vector with respect to the Boolean
function: 1 if the buy order should be issued, and 0 if it is better to idle. The particular
algorithm is presented in the Appendix (Algorithm 1). Note that it is based on the same
idea as Algorithm 1 in [40] and Algorithm 2 in [41]. In order to label our training set
for this research, we have run the Algorithm 1 with the following values: REWARD =
0.08 and RISK = 0.04. The aforementioned data transformations extract features of
interest and prepare data set as needed of our research. Note that [40] contains plain,
but similar, concepts of the presented data transformation reconstructor. More precisely,
the data lapsing transformations are employed in [40] and therefore other features are
extracted. Also, in [41] a similar data reconstructor is used and further features based on
the Fourier transformations are extracted.

3. Support-Resistance zones based indicators

In this section, we propose an algorithm that estimates support-resistance zones.
The support and resistance levels are often applied for short-term financial market

forecasting. For example, the predictive power of support and resistance levels for intra-
day exchange rates are presented in [36].

Our algorithm takes any of the prices as the input. Be it open price, close price, or
eventually the price level of a limit order book, such as the best bid price, the value of the
third bid level, etc.

Let the window Windex be the window containing all the points found in the daily
price series between the indexes index - WINDOW SIZE to index, where index is the cur-
rent position of the iterator in a daily price series. We define the upper / lower bound line
as a line which approaches the data contained in the windowWindex from the top/bottom,
such that the absolute distance between points contained in theWindex and the line itself
is minimal and there is no point touching the line. Each of the respective lines can be

4 Ta-lib: Technical analysis library. https://www.ta-lib.org/
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described by two parameters slope and offset, i.e.:

yupperbound,x = slopeupperbound,x ∗ x+ offsetupperbound,x,

ylowerbound,x = slopelowerbound,x ∗ x+ offsetlowerbound,x,

where x stands for the index within the windowWindex and yupperbound,x and ylowerbound,x
are the predicted bounding lines at that index. For a given window size, for each level and
for amount of points N in a single trading day series, we extract slope and offset in order
to describe the behavior of the support/resistance over time. However, we also need to
identify the strength of such a zone. We define this to be a percentage of total points con-
tained in a windowW which falls into the distance no more than d > 0 from a respective
line. Let i be the current index in the interval [index - WINDOW SIZE, index]. A point
wi ∈ Windex is called a challenger if a distance between the point and the bounding line
is less than 100 ∗ C percents of the bounding line value, where C ∈ [0, 1]. So to define
the resistance strength Rs as the relative proportion of challengers when compared to the
whole window size, i.e.:

Rs,index =
|{wi ∈ Windex : wi ≥ ((slopeupperbound ∗ i+ offsetupperbound)× (1− C)}|

|Windex|
,

where C is the constant controlling the size of the band which if exceeded shall be
considered as a challenger of the resistance zone.

For the support zone, we can proceed similarly:

Ss,index =
|{wi ∈ Windex : wi ≤ ((slopeupperbound ∗ i+ offsetupperbound)× (1 + C)}|

|Windex|
.

A visualization of the bounding lines can be found in the Figure 2. Two green lines
represent the currently chosen window. The yellow line represents fitted upper bound
and the blue line represents fitted lower bound. Apart from extracting slopes, offsets and
strengths for each line we also extract the angle between the upper and lower bound. If the
lines are diverging (i.e. they have intercepted one another prior to the currently evaluated
index i), then the angle is kept positive. If the lines have not intercepted one another before
currently evaluated index i (as seen in the Figure 2, the second green vertical line depicts
currently evaluated index i - intersection occurs after it) we set the angle to the negative
value. In order to compute the angle we compute the direction vectors du,dl for each of
the lines (yupperbound and ylowerbound). Furthermore, we apply the well known equation
to extract the angle itself:

cosα =
du · dl

|du| · |dl|
.

We extracted our support/resistance (SR) based features from all the limit order book
level prices (ask / bid) - we work with the data of depth five. In Figure 3 we provide mutual
information values computed for the SR features extracted from the Ask 1 level prices.
As a reader can note, these features provide significant mutual information with the close
price. Since there is a low correlation between support/resistance (SR) based features and
features extracted in Section 2, it implies the fact they shall bring different information
and thus they could nicely encompass one another.

The best performing feature intersecting ys denotes the price value at which the upper
and lower bounding line intersect.
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Fig. 2. Visualization of the upper and lower bounding lines estimating the S/R zones. Red
line depict the price.

Furthermore, we can study the behavior of the same feature when extracted over dif-
ferent limit order book levels to understand which level holds relevant information.

Surprisingly, in some of the extracted features, we experience an increasing portion
of mutual information with increasing depth of limit order book. As can be observed in
Figure 4, the angle of intersection tends to have more information when extracted over
the deeper level and poses linear growth with respect to the depth.

Another feature exhibiting similar interesting behavior is the ′intersecting ys′ feature,
which again shows higher importance with increasing depth level 5.

The observed behavior can be explained by a concept that the deeper level of the
market is usually where the price lands if a change starts. This means that if there is
a significant market movement theoretically the fifth level might become the first level
value in the future and thus there is higher mutual information.

4. Proposed methodology

4.1. Motivation

During the data transformation part, we extracted features from the LOB and we enhanced
that set with technical indicators. Furthermore, we included the new features based on the
support-resistance zones, and thus there are nearly 3800 features. Since there is a huge
number of features for each timestamp, if we plug all of them in the LSTM model, the
model tends to over-fit. Therefore, feature selection is important for the model to perform
well. But from such a large amount of possible features that could be extracted, how
to choose the relevant ones? Considering any feature, the key question here is how to
determine its quality.

Different approaches to perform feature selection have been explored in the literature.
In [26] four different models, based on different feature selection methods, which use
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Fig. 3. Mutual information of the support / resistance zone based features for the level 1
prices on the ask side.

fifty-five technical indicators as input variables to predict the direction of the price, were
compared. Moreover, hybrid Artificial Neural Network (ANN) models were employed
in [18] to choose technical indicators that are relevant to determine stock market price
direction. Feature selection processes have been applied in various fields. The authors in
[4] aimed of this research is to develop a Majority Vote based Feature Selection algorithm
(MVFS) to identify the most valuable software metrics and the thorough experiments
showed the ability of the proposed method to find out the most significant software met-
rics that enhance defect prediction performance. On the other hand, the authors in [30]
analyzed the correlations among different commodities sales to identify interesting pat-
terns to increase cross-marketing quality.

4.2. Basic measures used in the paper

Here, we mention two measures used in the following of the paper.

Mutual Information The mutual information (MI), also known as the information gain,
of two random variables is a quantity that measures the amount of information about one
random variable which is communicated with another one.

Formally, the mutual information of a pair of two random variables X and Y with
values in X and Y respectively, with the joint distribution pX,Y and the marginal distri-
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Fig. 4. Mutual information of the angle of ’intersection’ feature when computed over
different limit order book levels.

Fig. 5. Mutual information of the ’intersection Y’ feature plotted over different limit order
book depth levels.

butions pX and pY , is calculated by the formula:

I(X;Y ) =
∑
x∈X

∑
y∈Y

pX,Y (x, y) log
pX,Y (x, y)

pX(x)pY (y)
.

For a deeper theoretical overview on a mutual information we refer the reader to [44].
Furthermore, a comprehensive overview of feature selection methods based on mutual
information is stated in [45].

Autocorrelation Autocorrelation measures a correlation of a signal with its lagged version
over different successive time periods. Informally, it is a degree of similarity between a
signal’s present value and its former values.

4.3. Feature groups

In this paper, two assumptions have been made in order to perform feature selection. We
assume that a feature with higher autocorrelation is more powerful when it comes to clas-
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sifying the market data vector into the label than a feature having lower autocorrelation.
Another assumption is that a feature that has higher mutual information with close price
contains more information than a feature with lower mutual information.

Therefore, we construct two lists with features, which are sorted descended, one with
respect to feature’s autocorrelation and one with respect to the feature’s mutual informa-
tion with the close price. Moreover, we use also the initial list of all features. These three
different lists correspond to the column named list of features Table 1, while in the last
column the selection method was presented. The first group of features was selected com-
pletely randomly from the set of all features. For other groups, we employ more interest-
ing selection criteria: if two features A and B have the absolute value of cross-correlation
higher than α = 0.7, we choose one which is higher in the list. More precisely, from the
set of all features in the lists, sorted descending, we choose features with the highest value
(autocorrelation or mutual information) such that each pair of selected features have the
absolute value of cross-correlation less than 0.7. We measure cross-correlation with re-
spect to Pearson’s and Spearman’s correlation coefficient, which measures the degree of
linear and monotonic correlation between two signals respectively. The list of features for
the construction of group 7 was randomly sorted before the selection method was applied.

To summarize, we constructed seven groups of 200 features each and the construction
method of each group is presented in Table 1. We compare the performance of the model
fed with the features from the aforementioned groups.

For this research, seven different datasets (one per each group of features) were pre-
pared. In order to perform LSTM, each dataset is split into three separate parts: for the
training, for the validation and for the testing phase. The first one needs 60% of the data,
while validation and testing use 20% each. The data for the testing phase is not visible
during the training phase and then the confusion matrix is calculated.

Table 1. The lists of features and selection methods for all seven considered groups of
features

list of features selection method
Group 1 ALL Random
Group 2 mutal information cross corr Pearson
Group 3 autocorrelation cross corr Pearson
Group 4 ALL cross corr Pearson
Group 5 autocorrelation cross spearman
Group 6 mutal information cross spearman
Group 7 ALL cross spearman

5. Multi-criteria optimization for choosing optimal group of
features

Please note that none of these groups leads to high classification accuracy. That is com-
pletely expected due to the specific behavior of the stock market, i.e. a lot of noise present
in the data.
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However, we aim to compare the performance of the model when fed with different
groups of features. The confusion matrix (see [34]) is one of the most used metrics to
measure the performance of classification based supervised learning models. Two widely
used metrics (e.g. see Section 4 in [49]) are precision and recall, defined as presented with
equations (1) and (2).

precision =
truepositive

truepositive+ falsepositive
(1)

recall =
truepositive

truepositive+ falsenegative
(2)

These two metrics are different in a way that precision calculates how accurate the
model is in a sense how many of the predicted positive are actual positive, while recall
measures how many of the actual positives are predicted to be positive. Thus, precision is
an adequate measure to use when the cost of false positive is high, while recall shall be
used when the cost of false negative is high. In this research we also use an interesting
measure, a function of precision and recall, called Fβ score (Eq. (3)). In addition to the
widely used F1 score, which is employed when both precision and recall are equally
important, commonly used ones are F0.5 and F1.5. F1 score is a very convenient measure
if we want a balance between precision and recall (see [34]). Note that the more we
decrease β, the more we prefer precision over recall. Conversely, the more we increase
x, the more we favor recall over precision. Note that as more we decrease β we prefer
more precision over recall, and vice versa. The Fβ-measure with a smaller β value, such
as the F0.5-measure, is utilized when more weight is put on precision, and less weight
is put on recall, i.e. when minimizing false positives is more important than minimizing
false negatives. Therefore, the F0.5-measure is used in order to increase the importance
of precision and decrease the importance of recall. On the other hand, Fβ-measure with β
value higher than 1, such as the F1.5-measure, is utilized when slightly more attention is
put on recall, and less is put on precision. Thus, theF1.5-measure is used when minimizing
false negatives is more relevant than minimizing false positives, i.e. when more attention
is put on raising the importance of false positives rather than false negatives. An example,
usually found in the literature, is the F2-measure. However, in this research, the focus was
to just slightly increase the importance of recall over precision and thus, the F1.5-measure
is used.

Fβ = (1 + β2) · precision · recall
(β2 · precision) + recall

(3)

There is no alternative optimizing all the criteria (precision, recall, F1, etc.) at the
same time, but there are many approaches within multicriteria optimization that can be
used for problems having multicriteria nature. More on multicriteria decision analysis
can be found in [20]. The enhanced concept of a confusion matrix, which evaluates the
performance of a trading strategy was established in [14].

In order to choose the optimal group of features, a multi-criteria decision-making
methodology, namely PROMETHEE (Preference Ranking Organization Method for En-
richment Evaluations) method, was used. The basic version of the PROMETHEE was pre-
sented in [5], while a comprehensive literature review on methodologies and applications
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of the PROMETHEE family can be found in [3]. Various versions, numerous modifica-
tions and additions of the PROMETHEE method have been applied to many problems. In
[33] authors used PROMETHEE II to employ a multicriteria evaluation of the statistical
and machine learning classifiers for financial decision making.

In this paper, calculations regarding the PROMETHEE method are performed by us-
ing the academic version of the Visual PROMETHEE software5. We formulate a new
multicriteria problem with 7 alternatives/actions (which corresponds to the aforemen-
tioned groups from Table 4.3) and 5 criteria (precision, recall, F1, Fβ for β = 0.5, Fβ
for β = 1.5). Six different preference functions were proposed in [5]. In this research,
the V-shaped preference function was used for all the criteria due to its simplicity and
compatibility with the used criteria.

For determinations of weights (relative significance) of each criterion in practical ap-
plications of multicriteria optimization various methods can be used depending on the
type of the problem, its structuredness as well as the knowledge and experience of the de-
cision maker. A systematic review of the possible methods is given in [35], which can be
used as an instruction for an adequate selection of methods for setting the criteria weights
in practical applications of multicriteria optimization. One of the presented methods is the
Delphi method, which is used in this paper in order to set up the weights of each criterion
according to the assessment of the experts in order to obtain the realistic and objective
model of the analyzed problem. The Delphi method is based on systematic and organized
acquiring and processing of data obtained by the individual predictions given by a small
group of experts in order to obtain the mean value from a series of questionnaires (see
[13] and [31]). The basic concepts can be found in [42]. Today, this method has many
modifications depending on the application, see [28], [29], etc. The simplicity and wide
range of application of the Delphi method are based also on the fact that it is suitable to
perform this method to tackle the problems that are not structured in a precise way, as well
as due to the availability of software support for this method [28]. It can be used for the
problems where there is no available data that is relevant and precise enough to perform
further research without the usage of experts’ assessments, e.g. for setting the weights
for multicriteria optimization problems. In this paper, according to the results obtained
by using the Delphi method, the system with five different criteria is formulated and the
problem is solved for three different variants of weights.

6. Results

To perform the PROMETHEE method, the presented seven different groups (actions) and
five presented criteria were entered into the Visual PROMETHEE software, as presented
in Fig. 6. The values for all criteria for each action were calculated and entered into the
table (see Fig. 6), and the software colored the best values for each criterion in green,
while the smallest value for each criterion is in red. Moreover, the software calculates ba-
sic statistics for each criterion, e.g. minimum, maximum, average and standard deviation.
In order for the PROMETHEE method to be performed, the preference functions had to
be defined. The V-shaped preference functions are used to represent linear preference be-
tween compared alternatives until the threshold value after which preference is set to one.

5 http://www.promethee-gaia.net/academic-edition.html
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The threshold value is set to 0.05 according to standard deviations of the values for each
criterion.

Fig. 6. Inserting data into the Visual PROMETHEE software.

An important aspect of multicriteria optimization is stating the importance/weights
of each criterion. When all criteria are equally important, weights for all five criteria are
set to the same value, i.e. 0.2, the result flow table is presented in Fig. 7. This table also
contains the positive and negative outranking flow (denoted as Phi+ and Phi-), as well as
calculated net outranking flow (denoted as Phi), which represents the balance between the
positive and the negative outranking flows (see [20]). It can be seen that the best option
is action number 5, while the worst one is action number 1. Therefore, an illustrative
representation of the resulting order of groups can be seen in Figure 8.
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Fig. 7. The result flow table for weights (0.2, 0.2, 0.2, 0.2, 0.2)

Fig. 8. The diamond representation of results for weights (0.2, 0.2, 0.2, 0.2, 0.2)

Moreover, it is interesting to investigate the significance of sensitivity analysis in as-
sessing how different weights (relative significance) of each criterion affect the results. In
this research, we were specifically interested in changing weights of two criteria: preci-
sion and recall. In order to perform the comparison, the results are found for the situation
when the precision has weight 0.4, while others have 0.15. The result flow table for this
situation can be seen in Figure 9, while the diamond representation is represented in Fig-
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ure 10. The best alternative is still the action number 5. Thus, we can say it stays stable
when we increase the significance of the precision criteria from 0.2 to 0.4. The second
best option is now number 6.

Similarly, the results are found for the situation when the recall has weight 0.4, while
others have 0.15. The result flow table for this situation can be seen in Figure 11, while the
diamond representation is represented in Figure 12. The action number 5 is still slightly
better than the second best option. However, there is a change at the end of the table,
and the action number 4 is considered the worst according to these weights of criteria, by
being slightly worse than the action 1.

Fig. 9. The result flow table for weights (0.4, 0.15, 0.15, 0.15, 0.15)

Also, we suggest that not only the price as a source of the signal shall be investigated,
however respective limit order book levels born significant informativeness too. Further-
more, some of the features extracted out of simple support/resistance zones turned out
to have an interesting property - the deeper the limit order book level is, the higher the
informativeness (mutual-information) when predicting the target variable.

7. Conclusion and future work

In this paper, the performance of the model based on LSTM to predict profitable trades
was investigated when fed with different features extracted from the LOB data. To per-
form that, a good feature selection approach had to be employed. Among presented
seven variants of feature selection methodology, in order to choose the most suitable
option with respect to the five proposed criteria a multicriteria optimization technique
(i.e. PROMETHEE method) was performed. Moreover, it was investigated what happens
when different values for the relative significance of the proposed criteria are used. The
best feature selection strategy was shown to be the strategy that produced the group that
consists of the features having high autocorrelation, which are pairwise not monotonically
correlated in the sense that each pair of features has Spearman’s correlation coefficient less
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Fig. 10. The diamond representation of results for weights (0.4, 0.15, 0.15, 0.15, 0.15)

than α = 0.7. This confirms our initial assumption that features that have higher autocor-
relation hold more information. Note that group number 5 stayed the best even when we
changed the significance of the precision and recall, meaning that this is the best option
even when the cost of false positive high and when the cost of false negative high.

Future work will be continued in several directions. We will try to introduce some
new features in order to explore how that would affect the proposed model and decision-
making method’s results. On the other hand, we want to use other multicriteria optimiza-
tion methods.
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ments and for his help in doing the LOBSTER data analysis and valuable, constructive and insight-
ful suggestions. This research was supported by TU Wien in Austria, the Faculty of Mathematics,
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Fig. 11. The diamond representation of results for weights (0.15, 0.4, 0.15, 0.15, 0.15)

Fig. 12. The diamond representation of results for weights (0.15, 0.4, 0.15, 0.15, 0.15)
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8. Appendix

Algorithm 1 Sweep forward algorithm labelling the desired trades
Input: Dd,RISK, REWARD
Output: D∗

d - the labelled data set
1: D∗

d = None
2: for t = 0 to |Dday| do
3: tPrice = getPrice(Dd[t])
4: stopLoss = tPrice · (1−RISK)
5: targetReward = tPrice · (1 +REWARD)
6: xt = Dd[t]
7: labelled = False
8: for subsequent t = t to |Dd| do
9: currentPrice = getPrice(Dd[subsequent t])

10: tempStopLoss = currentPrice · (1−RISK)
11: if (tempStopLoss > stopLoss) then
12: stopLoss = tempStopLoss
13: end if
14: if (currentPrice < stopLoss) then
15: D∗

d.append(labelAsIdlePoint(xt))
16: labelled = True
17: break
18: end if
19: if (currentPrice > targetReward) then
20: D∗

d.append(labelAsBuyPoint(xt))
21: labelled = True
22: break
23: end if
24: end for
25: if (labelled == False) then
26: D∗

d.append(labelAsIdlePoint(xt))
27: end if
28: end for
29: return D∗

d
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Abstract. The diagnosis of intermittent faults is challenging because of their 

random manifestation due to intricate mechanisms. Conventional diagnosis 

methods are no longer effective for these faults, especially for hierachical 

environment, such as cloud computing. This paper proposes a fault diagnosis 

method that can effectively identify and locate intermittent faults originating from 

(but not limited to) processors in the cloud computing environment. The method 

is end-to-end in that it does not rely on artificial feature extraction for applied 

scenarios, making it more generalizable than conventional neural network-based 

methods. It can be implemented with no additional fault detection mechanisms, 

and is realized by software with almost zero hardware cost. The proposed method 

shows a higher fault diagnosis accuracy than BP network, reaching 97.98% with 

low latency. 

Keywords: cloud system, intermittent fault, fault diagnosis, end-to-end, LSTM, 

PNN. 

1. Introduction 

The diagnosis of intermittent faults has drawn increasing attention in recent years. This 

problem is challenging because of the random manifestation of such faults due to 

intricate mechanisms. This can be mainly attributed to two reasons: a) The long time 

operation, high-load operation, and large cluster scale could more easily lead to 

phenomena such as PVT variation, cross talk, and interference, as the computing density 

increases (along with energy throughput) in cloud systems; b) On the other hand, 

aggressive chip feature sizes increase the hardware fault susceptibility of the single 

device itself [1].  
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Hardware faults can be classified into 3 categories: transient, intermittent, and 

permanent faults, depending on the duration. Transient faults often manifest as bit-flips 

and were first detected through a radioactive material contained in the chip package. 

High-energy radioactive particles, such as thorium and uranium, in the package emit α 

particles with energy > 8 MeV. When the accumulated electric quantity exceeds the 

charge threshold, the behavior of the PN junction changes, resulting in a bit-flip [2]. The 

duration of this type of fault is in the picosecond scale; it can be recovered by writing or 

refreshing. By contrast, a permanent fault is due to the aging of components or 

irreversible physical damage such as open or short failures in the circuits [3]. Permanent 

faults need to be replaced or repaired. Existing state-of-the-art diagnosis technologies 

are mainly designed for transient and permanent faults. 

The mechanism of intermittent faults is complex, and was put forward as early as the 

1970s [4]. The causes of device failures include time-dependent dielectric breakdown 

(TDDB), negative bias temperature instability (NBTI), electromigration (EM), stress 

migration (SM), and thermal cycling (TC) [5]. An intermittent fault is non-periodic, i.e., 

the time, frequency, probability, and amplitude of fault occurrence are random [6]. As 

reported, faults that occur in electronic devices are typically intermittent. Intermittent 

faults in integrated circuits are 10~30 times more frequent than permanent faults [7]. An 

error report [8] from Microsoft Windows on 950,000 personal computers showed that 

approximately 39% of the hardware errors reported in microprocessors are intermittent 

faults. 

Most existing fault diagnosis technologies are based on replay, i.e., after detecting the 

fault, the process instance is executed again on the standby core, and the former and 

latter are then compared for the diagnosis. This type of method is only applicable to 

distinct transient and permanent faults, because intermittent faults occur non-

periodically and are not necessarily reproduced in the process of replay.  This let us to 

conclude that the diagnosis of intermittent faults is challenging, from the embed devices 

to the cloud computing systems (with redundant threads or cores, but not avail against 

the uncertainty and propagation thereafter). Raghavan [9] compared the outputs of a 

tested circuit and reference circuit, and distinguished permanent and intermittent faults 

based on whether the number of faults exceeded a certain threshold. The number and 

threshold of faults are typically determined with respect to conditions such as the fault 

rate. To diagnose intermittent faults, Lafortune adopted the monitoring theory to study 

the diagnosability of discrete event systems (DESs), to check whether the fault can be 

diagnosed within a limited time [10, 11]. Due to the assumption that the fault type is 

known (assuming that the known fault is intermittent), the purpose is to identify how the 

system works in the recovery state against an intermittent fault, but not to diagnose an 

unknown fault, based on observable events, to be an intermittent fault or not. Therefore, 

the diagnosability of intermittent fault cannot be analyzed. 

A novel intermittent fault diagnosis algorithm for cloud systems is presented to 

overcome the above limitations. Our contributions are as follows: (1) End-to-End. To 

avoid the heavy reliance on environment feature extraction, this method is intuitively 

designed as an end-to-end diagnosis method, which, although requires information 

selection, does not use any potential function; it explores the best characteristic 

representation to solve problems from the perspective of "intuition”; (2) Covers all the 

hardware types. Unlike most conventional methods, this method covers all the hardware 

types and the fault locating responsibility, meaning that this method needs to identify 
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each instance to be a golden run or an isolating faulty category (transient/ intermittent/ 

permanent faults), and also to locate where the fault originates from; (3) No additional 

fault detection mechanism. This method does not rely on additional fault detection 

mechanisms. It uses only hardware interrupt handlers as the basis for inspection; these 

are commonly used in central processor units, and it is realized via software, so the 

hardware cost is almost zero. The experimental results show that the diagnosis accuracy 

reaches 97.98% for all the three types of faults (transient, intermittent, and permanent 

faults).  

The rest of this paper is organized as follows. Section 2 presents the related work in 

literature. Section 3 describes a novel end-to-end diagnosis framework, including 

corresponding algorithms. In Section 4, the method is validated with experimental work. 

Section 5 concludes the paper. 

2. Related Work 

We would like to present the research work in literature of the fault diagnosis area, 

especially in the hardwired faults those originated in the computer devices. In this part 

of work, the description of transient, intermittent, and permanent fault models, the fault 

diagnosis method and fault injection technologies are introduced.  

2.1. Fault Models 

The pulse description method can uniformly describe the hardware fault models, by 

using the activation time and the inactivity time as the parameters during the fault 

occurs. In the case of irradiation, when the illuminated high-energy particles reach the 

fault threshold, the transient fault will be triggered, causing a bit flip. As the fault 

duration increases, the energy is released and the transient fault disappears(see Fig. 

1(a)). A permanent fault is an irreversible physical defects in the circuit, and a fault 

phenomenon will always exist (see Fig. 1(b)).  

The intermittent faults are different from these two. The occurrence and 

disappearance of intermittent faults happens mutually (see Fig.1(c)). The fault location 

is fixed (same as transient and permanent faults). In fact, the intermittent fault model 

with 101 order duration of the clock cycle has now been accepted by the academic 

community, and thus, is adopted in this paper and is applied at different levels such as 

processor structure, virtual machine monitor, operating system and even application 

level.   
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Fig. 1. Pulse-based description method for hardware faults [12, 33]. 

2.2. Fault diagnosis methods 

Research that designs scheme for the post-silicon debugging mechanism records the 

footprint of every instruction as it is executed in the processor [13-15]. Some of them 

(e.g., IFRA[16]) requires the presence of hardware-based fault detectors to limit the 

error propagation, while others are implemented in a hybrid hardware-software manner, 

and with no additional detectors [17, 18]. Carratero et al. [19] propose their method to 

diagnose faults in the load-store unit (LSU) which is performed during post-silicon 

validation, and it only covers design faults. In contrast, SCRIBE [20] is proposed to 

diagnose intermittent faults during regular operation. After the fault is detected, the 

program is replayed on the standby core, and a data dependence graph (DDG) is 

constructed by extracting the runtime information (microstructure-level devices). By 

comparing the data flow graphs of two runs [21], the diagnosis and location of the 

intermittent fault are realized. Our work is similar to theirs in some aspects. However, as 

SCRIBE’s potential assumption that the fault type is known (assuming that the known 

fault is intermittent or permanent), the purpose is to diagnose how the system is 

currently in a recovery or intermittent fault state based on observable events. Therefore, 

in fact, the diagnosability of intermittent fault are remained unsolved, and additional 

detection mechanism is still needed by this method.  



 End-to-End Diagnosis of Cloud  Systems...           775 

Hari et al. designed a trace-based fault diagnosis (TBFD) mechanism to diagnose 

permanent faults. Although the diagnosis accuracy reached 95%, heavy-weight 

overheads, such as hardware buffers and re-executions, were required [22]. Furthermore, 

TBFD is only effective for permanent faults. Considering the burst and non-periodic 

characteristics of intermittent faults, TBFD is not an alternative solution for intermittent 

fault diagnosis. Deng et al. proposed a stochastic automata-based method that can 

diagnose both of the permanent fault and the intermittent fault. They set up a finite 

automaton model by introducing the fault identification mechanism, wherein the state 

transformation of the system is invested, and the probability of the fault event is made 

out [23].  

The above methods depend on the scale of sample space: few samples cannot 

guarantee the accuracy of the diagnosis, which in turn can easily cause false alarms. As 

the existing samples are often limited in the real-world [24], fault injection is an 

effective method to accumulate the fault instances.  

2.3. Fault injectors 

Fault injectors are developed and realized toward upper levels in view of 

systematization. VFIT [25], INJECT [26], and VERIFY [27] are fault injection 

platforms developed on very high-speed hardware description language (VHDL), 

supporting fault models on the switch-level, gate level, and register transfer level (RTL). 

Wang et al. extended their fault injection simulator to multi-core architecture. They 

selected the UltraSPARC processor (8 cores, 64 threads) as Device Under Test (DUT) 

to characterize the effects of intermittent faults at the RTL level, and showed that some 

systematic events can be used as detection symptoms [28-29]. Rashid set up a pure 

software-based fault injector that is designed on SimpleScalar, and investigated the 

characteristic of intermittent faults at the application program level (Spec CPU2006) 

[30]. Hu et al. set up a system-level fault injection platform based on the Simics 

simulator, and studied the impact of hardware fault on a multi-core system through 

software simulation, including operating system and application program [31]. Le and 

Tamir proposed fault injection tools based on cloud environments, taking advantage of 

virtualization environment (virtual machine monitor) to implement a fault injection 

interface toward the upper layers [32]. As fault injection modules are (and can only be) 

implemented in a virtual machine monitor, only misbehaviors of the guest operating 

system fall into the observation scope and can be tracked.  

In this study, the cloud platform is selected as the injection target. Unlike the above 

fault injector, this work is not implemented merely “on” the cloud (the fault behavior 

propagation path only covers the operating system level and above); in fact, this work is 

different in that the virtualization firmware can be tracked even at the CPU structural 

level, which is beyond the operating system level. Thus, the fault propagation behavior 

can be tracked with more accuracy than injectors set up on the cloud.  
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3. Approach 

This paper presents an end-to-end fault diagnosis method. The fault log is recorded in 

the fault injection camp in the cloud environment. Based on the system level run-time 

information, features are automatically extracted and inputted to the neural network. 

This method covers all the hardware types as the target fault set, including transient, 

intermittent, and permanent faults.  

We first perform fault diagnosis based on a BP neural network through the statistical 

analysis of the log. Although artificial feature extraction is less computationally complex 

than the end-to-end method, there are drawbacks in the way it relies on manual feature 

extraction, which has two disadvantages: First, the selection of the features needs to be 

conducive to the classification. Therefore, features are combined through statistical or 

potential function methods for processing. This method strongly depends on the quality 

of the feature extraction, even more important than the learning algorithm used. For 

example, if the color of hair is extracted as a feature, the classification effect for gender 

will be poor regardless of the classification algorithm used. Therefore, features need 

enough training for design, which is increasingly difficult in the case of large amounts of 

data and complex systems. In addition, useful information may be potentially lost in the 

calculation of the original features. Second, the data element in the feature set may 

change (information or attributes need to be updated) depending on the operating 

environment in order to avoid the lack of generalization ability, and the repeated tuning 

and optimization processes for evaluating how the extracted features may influence the 

back-end performance, which may increase the time cost of model development. 

Therefore, an end-to-end diagnosis framework for system-level symptoms is proposed in 

this paper, providing an efficient solution to the implementation of intermittent fault 

diagnosis. 

3.1. Challenges and solutions of end-to-end model 

In the non-end-to-end algorithm, a significant amount of preparatory work is required. 

For example, in speech recognition, "phoneme" has been invented by linguists. 

Although it improves the efficiency in the processing step, it will undoubtedly lead to 

other information loss in the speech. The algorithm requires less data. However, the 

feature extraction depends on humans, and the feature needs to be redefined for 

application scenario migration (such as changing language), so the generalization ability 

is not high. 

Hence, the end-to-end method has been proposed, in which the original data are pre-

processed and selected as features that are learned without any potential functions. 

Hence, it can be integrated into the algorithm without human intervention, in order to 

explore the best characteristic representation to solve problems from the perspective of 

"intuition". As a result, the input (original data or feature sequence) and the output (fault 

categories or locations) have been directly connected to both ends of a neural network. 

However, the end-to-end learning algorithm does not require much human intervention, 

but it needs a lot of labeled data. 
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Based on a fault behavior tracking (FBT) system [33], we have applied a two-month 

period fault injection campus to obtain the systematic-level fault propagation behavior in 

the cloud computing environment. We obtained statistics from 42,000 experiments on 

fault injection under SPEC2006 workloads, including eon, gcc, parser, perlbmk, and 

twolf. For each instance, one of the three types of faults is chosen and injected into the 

target fault location. We set a time window (within the time of 1,000,000 instructions 

starting from fault injection) and collected the system-level fault propagation behavior 

sequence generated in this window. For intermittent faults, an total of 24,000 runs (300 

injections * 4 units * 5 benchmarks * 4 Lburst) were conducted; for transient and 

permanent faults, we conducted 12,000 and 6,000 runs, respectively, since there are two 

types of permanent faults, namely permanent stuck@0 and permanent stuck@1, 

compared with the transient faults, which are only of one type. Based on this behavior, 

the input neural network extracts the features and carries out fault diagnosis. Currently, 

the simulator covers all the hardware types as the target fault set, including transient, 

intermittent, and permanent faults, and supports fault injections into four targets, namely 

the Address generator, Decoder, ALU_FPU, and Register Files in the processor, and 

monitors the run-time log trace from the instruction buffer and state registers. We 

developed FBT modules to monitor the software stack. 

Given that millions of experimental instances are required to produce numerical 

labeled data for training the end-to-end framework, we implemented fault injection 

automatically in the FBT, wherein blue screen recognition and dead loop detection were 

developed in the controller module, to recognize system crashes due to illegal memory 

address access, trap stack overflow, and/or other severe perturbations. 

3.2. Overall architecture 

The reliability modules include the fault injector, fault tracer, and analyzer modules. In 

Step 1, we developed the fault injector module in the FBT to inject the three types of 

faults (transient/intermittent/permanent) into the specified location in the target unit. The 

target system is a multi-layer cloud system simulator, wherein the CPU/memory/hard 

disk is located beyond the VMM and guest operating systems. We adopted the prototype 

of UltraSPARC T2 processor as the target CPU. UltraSPARC T2 is a commercial chip 

multi-threading (CMT) processor, which has eight 64-bit cores and 8/16 threads in each 

core. Instead of exploiting instruction-level parallelism (ILP) and deep pipelining, this 

processor model achieves a good performance by taking advantage of thread-level 

parallelism (TLP), which is an optimized CPU model for cloud computing environment, 

instead of using the ILP architecture. 

The cloud software stack, comprising a VMM layer and the operating system for 

control domain and other virtual domains, is overlaid on top of the simulated hardware. 

Inside these domains, user applications (in our fault injection campaigns, the 

benchmark) are processed. The execution environment includes the computer hardware 

and host operating system. The latter is responsible for the simulator and other fault 

injection relevant modules. Below the host operating system is a (real world) hardware 

computing device that is responsible for executing all the software layers in Step 2, and 

the logs are then recorded in the host operating system in Step 3. The system-level 

symptoms are collected so that the fault propagation can be logged at all levels. 
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Step 4: Feature selection 

When using the machine learning technique, feature selection is the most important part. 

Based on the statistical distribution we just proved, we can take the number of times of a 

system call shown up in the trace as the major feature and other features, such as the trap 

level and high OS, as the complement features (unlike feature extraction, feature 

selection does not require a calculation process for the potential function, which belongs 

to the original data, because we cannot and do not need to input all the original data into 

the neural network). The exceptions and interrupts in the cloud environment are 

collectively referred to as trap. In SPARC architecture, the related attribute values of the 

trap are stored in specific registers (as listed in Table 1). TL is the trap-level register, 

which specifies the trap nesting level of the current program state. Under normal 

circumstances, the value of TL is 0, which means no trap. When the processor enters a 

trap, the value of TL is increased by 1. When the nesting level of the trap is greater than 

1, nest failure occurs. The SPARC architecture requires that at least five layers of 

nesting are supported. A nest fault is determined by the value of TL. When TL is greater 

than or equal to 2, nest fault occurs. TT is the trap-type register, indicating the trap-type 

number. The values of CCR, ASI, pstate, and CWP are also saved in the TSTATE 

register. The HP and P states represent the privilege level of the processor, indicating 

hypervisor authorization and operating system administrator, respectively. When a trap 

occurs, the hardware will automatically save PC/NPC to TPC/TNPC, and save 

CCR/ASI/pstate/CWP to TSTATE. Otherwise, the trap state program counter (TPC), 

trap state next program counter (TNPC), and TSTATE are saved in the hardware 

register stack. The CPU then enters the privilege execution mode and jumps to the trap 

vector entry to execute the relevant trap service program. 
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Fig. 2. Block diagram of the proposed end-to-end diagnosis algorithm 

High OS: the trap handler only takes a small piece of the coding fragment, except in 

two cases: 1) to allocate time slices to the application, the operating system may take a 

longer time to execute. And we record that the maximum continuous instructions is 

10000, by tracking the instructions running in the priviledged mode (operating system); 

2) to execute the system call procedures, the operating system executes 105 or 106 

continuous instructions before returning to the unpriviledged mode (application 

program). Therefore, under normal states, the number of continuous instructions 

executed in the priviledged mode will not exceed 106. When this threshold is exceeded, 

the behavior is considered abnormal. 

Table 1. Functional trap registers. 

Register Description 
TL Register to record Trap Level 

TT Register to record Trap Type 

TSTATE Register to record Trap State 

Steps 5 & 6: Diagnose algorithms 

In the process of fault diagnosis, both of the two learning strategies have been 

investigated--offline and online. By analyzing the fault behavior (based on the log files), 

it is not difficult to find that the sample can be regarded as a sequence. For each fault 

injection simulation instance, several trap events are generated and then logged. Based 

on this, a sequence can be simply setup as sample towards a learning strategy. In this 

paper, the method based on the long and short term neural network is adopted, that is, 

the trap sequence is constructed as the input vector to input to the long short term 
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memory (LSTM). Before the diagnosis framework starts to works, it requires to collect 

the entire trap event as the input sequence (from the beginning of the simulation to the 

finish), so it is called the offline learning strategy; on the other hand, each fault can be 

treated as an event that needs to be diagnosed immediately, and hence the serialized data 

can be expanded into vector data and submitted one by one. This are often called the 

online learning strategy. We implement the online mode based on Back Propagation 

Neural Network (BP) and Probabilistic Neural Network (PNN), respectively. The 

performance of the learning strategies will be discussed in section 4.  

Applying Feature Vectors 

for Training/Testing 

Networks

Long Short Term 

Memory (LSTM)

Probabilistic Neural 

Network (PNN)

Back Propagation Neural 

Network (BP)

Trap sequence vectors

 see in Table 3

DataElement2Vector

 for each emerging trap

Offline diagnosis

Online diagnosis

Diagnosis accuracy 

for Faulty/Gloden 

Instances Classification

Fig. 3. The diagnosis framework consists of offline and online learning strategies. 

Offline learning strategy 

LSTM. In the course of training, RNN neural network often has gradient disappearing 

or exploding, so Hochreiter et al. [34] put forward long short term memory neural 

network. This problem is well overcome in LSTM by adding three gate structures: 

forget gate, input gate and output gate, to keep and update the status information of each 

unit module. The input gate receives the current information of the system; the forgetting 

gate filters the information and discards the useless memory; the output gate filters the 

value of the next hidden state. In this scheme, the output result is defined as the fault 

categories, in which we can select the maximum value as the diagnosis result. Cross 

entropy loss is chosen as the loss function, which is suitable for multiple classifiers. 

There are two parameters for cross entropy: input value and label, representing the 

specific gravity of classification of the samples and the category index [0, n-1]. In 

Equation 1, where is the true value and is the predicted value. 

 


N

1k kk )n log (m -  loss  
(1) 

Online learning strategy  

BP neural network. This is an artificial neural network based on the learning 

mechanism of back propagation. In the BP neural network, linear transformation is used 

to map nodes in the input layer to nodes in the hidden layer. The activation function of 
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hidden layer and the linear transformation are co-operated to map nodes from the hidden 

layer to the output layer. The hidden layer can be one or more layers. We adopt softmax 

to be the activation function, which converts each vector value to the [0, 1]. See the 

calculation formula in Equation 2:  
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Wherein ix  is the thi  element in the input vector，  is the maximum element 

among ix . 

PNN. Unlike BP network, probabilistic neural network is a forward propagation 

classifier that uses Bayesian decision theory to classify samples. Bayesian decision-

making refers to taking the test sample as the classification with the highest probability. 

The PNN consists of four layers: one input layer, one output layer, and two hidden 

layers. The two hidden layers are the sample and competition layers. The neuron 

activation function of the sample layer is used to calculate the distance between the input 

value and the category center. If the distance is close to a center, the probability of this 

value in the corresponding area is set high. Theoretically, the output function of the 

PNN adopts the Bayesian classification method, wherein using Gauss function (equation 

3) to compute the distance between input vector and center point in order to classify the 

data with the maximum probability.  

 
 

  
   












 


gl

i

n

j

j

g

ij

nn

g

g

xx

l
x

1 1 2

2

2/
2

exp
2

1
;y


  

 

(3) 

wherein n  represents number of feature dimension， gl represents the number of 

samples in the thg  category， ijx  represents the thj  data of the thi  neuron, and   is 

a hyper parameter. 

3.3. Implementation  

The following assumptions about the system are illustrated before we introduce the 

working flow: a) we assume a commodity multi-core system in which all cores are 

homogeneous, and are able to communicate with each other through a shared address 

space. b) We assume the availability of a fault-free core to perform the diagnosis. This is 

similar to the assumption made by and Li et al. [34]. The fault-free core is only needed 

during diagnosis. c) Trap logic unit (TLU) in processor is hardened in need to assure the 

correct exception information is logged. Note that UltraSparc T2 processor provides 
two trap return instructions, retry and done. Retry makes trap return to the 
instruction where trap is raised, and re-executes the instruction again when the 
done instruction returns to continue with the program. When the system detects a 
fault, it may use the retry instruction to return to the abnormal instruction for re-
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execution, or use the done instruction to transfer the trap to the operating system 
when the hypervisor may not be able to process the trap. 
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Fig. 4. Working flow of online and offline diagnose methods. The steps in the figure are 

explained in the box. 

Overheads. Compared to other diagnosis schemes, our technique incurs low 

performance and power overheads with reasons as follows: a) as it initiates diagnosis 

only when error detection occurs, the diagnosis overhead is not incurred during fault-

free execution; b) our scheme do not need to log the context information in the 

processor continuously (only when an error detection occurs, and not like SCRIBE [19] 

which needs to do this continuously); c) the complex task of figuring out the fault type 

and faulty component is done in software. Hence, the power overhead is low.  

4. Experimental result 

In this section, we evaluated the performance of the proposed end-to-end diagnosis 

framework against hardware faults for cloud computing systems. We used the FBT 

simulator based on the software asset management (SAM) to emulate the considered 

case studies.  

Figure 5 shows the coverage of systematic-level fault behavior in the cloud system 

environment in our FBT simulator. high OS is large. In the transient fault, the coverage 

of high OS is the highest, in the permanent fault model, the coverage of high OS is the 

lowest, and almost 0 in the ALU and the decoder. The coverage of high OS decreases 

with the increase of the burst length. In the ALU, the coverage rate of high OS is 

significantly higher than that of other components. The overall coverage of nest is also 

high, and with the increase of the burst length, the coverage is significantly increased. In 

the transient fault model, the coverage is basically 0, which can be used as the diagnostic 

feature of the model.  

In these traps, the coverage of 0x10 and 0x34 is high. In the ALU, the trap is mainly 

0x34, which is caused by the address reading error of the ALU. In the decoder, the 

coverage of 0x10 and 0x34 is about 50%, which may be caused by the illegal instruction 

caused by bit flipping, or by the error of the target address or register number caused by 

the fault, resulting in the wrong instruction address, etc. In the program counter (PC) 

1) Application program authorized and gets to run in cores
2) Failure due to intermittent fault
3) System throws an exception (trap events in the TLU)
4) Log program’s context: registers in 
    core and TLU (core dump)
5) Sent to the BP network/PNN network 
    (optional for the online mode)
6) Return back to the application program 
    and keep running (retry/done instruction)
7) Goto step 2) or 3)
8) Application program has been finished or crashed; 
    send all the log info to LSTM network

    (optional for the offline mode)
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register, the coverage of 0x10 and 0x34 is high, which may be caused by the change of 

PC value. The coverage of 0x10 is almost 0 in ALU, but higher in other components, 

which can be used as the diagnosis feature of ALU. 0x30 only appears in the faulty 

ALU, and 0xd only appears in the faulty PC register, which can also be used as feature 

of faulty location diagnosis.  

 

Fig. 5. Systematic-level fault behavior occupation 

Offline diagnosis scheme(LSTM): 

Cross entropy loss adopts “one hot” mode. As shown in table 2, when hidden reaches 

249, the accuracy is the highest; when hidden is determined as 249, it is found that when 

batch is 50, the accuracy is the highest. With the Adam optimizer, the learning rate is 1e-

4, the regularization parameter is 1e-5, the number of neurons in the hidden layer is 249, 

the batch is set to 50, and the accuracy is 59.8%. 

Table 2. Hidden nodes and batch size tuning of LSTM. 

Hidden nodes tuning Batch size tuning 

Hidden Accuracy Hidden Accuracy Batch Accuracy 

25 53.40% 248 58.70% 16 55.50% 

50 59.10% 249 59.80% 50 59.80% 

100 53.40% 250 59.10% 100 55.50% 

150 57.70% 255 58.40% 150 59.10% 

200 56.20% 260 56.60% 200 54.50% 

245 57.30% 300 58.00% 250 50% 
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Online diagnosis scheme(BP/PNN): 

For BP network, we adopt Adam optimizer, the learning rate is 1e-2, the number of 

neurons in hidden layer is 150. The sample proportion of fault type is 334:1205:294, 

and the accuracy rate is 77.83%. After further learning with smote data enhancement 

strategy, the accuracy of the fault type (T/I/P) is 89.71%, and the loss is stable at about 

0.4. Figure 6 (d, e, f) shows the difference between the real value of the fault duration 

and the diagnosis value after the data enhancement. The sample proportion of fault parts 

is 284:884:666; the accuracy of fault location is 82.30%, and the loss is stable at about 

0.4. See Table 3 column "fault location" for the accuracy of each fault location. See 

Figure 6 (a, b, c) for the true value and diagnosis value of fault diagnosis. 

For PNN network, the transmission factor is set to 0.007 after tuning, and the best 

accuracy is 97.98%. Figure 7 shows the difference between the test result and the real 

value (the yellow line represents the real value and the blue line represents the predicted 

value). It can be seen that compared with the BP network, the diagnose performance of 

PNN is much more stable. 

Figure 8 shows the training process of the LSTM network, in which the upper 

coordinate system represents the change of accuracy during training, the red line 

represents the change of test data loss value, and the blue line represents the change of 

training data loss value. The accuracy and loss changes of the BP network are shown in 

Figure 9. From the comparison, we can see that the BP network training process is 

stable, but the LSTM network training is more tough, in which the loss value and 

accuracy are changing unsteadily; then it can be concluded that the LSTM network is 

relatively poor in the ability to acquire knowledge from fault data compared with BP 

network. 

Table 3. Diagnose accuracy of BP network. 

Fault type (after SMOTE) Fault location 

Fault type Accuracy Sample  DUT Accuracy Sample  

transient 72.84% 334  decoder 75.09% 284  

intermittent 97.68% 1205  ALU 84.18% 884  

permanent 76.27% 294  PC 82.88% 666  

total 89.71%  total 82.30%  

Table 4. Tuning of transmission factor in PNN network. 

Factor Accuracy 

0.1 57.79% 

0.05 72.06% 

0.01 94.13% 

0.008 95.64% 

0.007 97.98% 

0.006 97.98% 
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(a) DUT:decoder, Scheme: BP                    (d) Fault: transient, Scheme: BP 

       
(b) DUT:ALU, Scheme: BP                       (e) Fault: intermittent, Scheme: BP 

       
(c) DUT: program counter, Scheme: BP         (f) Fault: permanent,  Scheme: BP 

 Fig. 6. Diagnose result diagrams of BP network. 
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(a) DUT:decoder, Scheme:PNN          (d) Fault: transient, Scheme:PNN 

 
(b) DUT:ALU, Scheme: PNN             (e) Fault: intermittent, Scheme:PNN 

 
(c) DUT: program counter, Scheme: PNN      (f) Fault: permanent,  Scheme:PNN 

Fig. 7. Diagnose result diagrams of PNN network.  
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Fig.8. Test accuracy and loss of LSTM.                  

 

Fig.9. Test accuracy and loss of BP network. 

The training process of the BP network is error back-propagation learning, and the 

basic requirement is that the error function has continuity (because it needs to ensure 

that the error function can be biased). Thus, the final fitting result of the BP network is a 

continuous function in multi-dimensional space; however, the general result of fault 

diagnosis is discontinuous: it is neither 0 nor 1, so the BP network has a larger error than 

the PNN network. In contrast, to classify data with the lowest risk, the PNN directly uses 

the Bayesian classification method based on the Gaussian density function. Hence, its 

output is either 0 or 1, so it has a higher fault diagnosis rate than the BP network.  

The latency is 0.0952 seconds (BP) and 0.0286 seconds (PNN) alternatively for the 

online mode and 0.421 seconds (LSTM) for the offline mode. These algorithms run on 

Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz, with 2 x 32 KB L1 cache and 2 x 256 

KB L2 cache. The statistics do not include time for core dump. However, we observe 

that a considerable proportion of the system call traces of faulty instances is repeated in 

most of the cases, so there should be observable reduction in the latency. Accordingly, a 

software recovery mechanism is favorable. In addition, training of the network is done 
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offline. Hence, there is no need to recompute the weights of each neural connection 

when performing the diagnosis, thus saving significant time.  

5. Conclusion 

In this paper, we propose an offline/online diagnosis mechanism for cloud system 

against intermittent faults. We take systematic-level behavior as a high-level 

representation of fault behavior. We implement an end-to-end neural network-based 

method that takes advantage of the log information to perform feature selection. Then, 

we set up a unified diagnosis framework based on LSTM/BP/PNN classifiers. Among 

the three classifiers, the PNN performs best in diagnosis accuracy. It employs the 

Bayesian probability analysis method to make fault category and fault location close to 

the actual label. The offline training/online diagnosis ensures that this method can be 

implemented in firmware, with zero hardware costs. 
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Abstract. Huge amounts of data are being collected and analyzed nowadays. By 

using the popular rule-learning algorithms, the number of rule discovered on those 

“big” datasets can easily exceed thousands. To produce compact, understandable 

and accurate classifiers, such rules have to be grouped and pruned, so that only a 

reasonable number of them are presented to the end user for inspection and further 

analysis.  

In this paper, we propose new methods that are able to reduce the number of class 

association rules produced by “classical” class association rule classifiers, while 

maintaining an accurate classification model that is comparable to the ones 

generated by state-of-the-art classification algorithms. More precisely, we propose 

new associative classifiers, called DC, DDC and CDC, that use distance-based 

agglomerative hierarchical clustering as a post-processing step to reduce the 

number of its rules, and in the rule-selection step, we use different strategies 

(based on database coverage and cluster center) for each algorithm. Experimental 

results performed on selected datasets from the UCI ML repository show that our 

classifiers are able to learn classifiers containing significantly fewer rules than 

state-of-the-art rule learning algorithms on datasets with a larger number of 

examples. On the other hand, the classification accuracy of the proposed 

classifiers is not significantly different from state-of-the-art rule-learners on most 

of the datasets. 

Keywords: Frequent Itemset, Class Association Rules (CAR), Associative 

Classification, Agglomerative Clustering. 

1. Introduction 

Huge amounts of data are being collected and stored nowadays in many world 

applications. Mining association rules from those datasets and reducing is becoming a 

popular and important knowledge discovery technique [1]. A huge number of rules are 

being discovered in “real-life” datasets that will lead to combinatorial complexity.  To 

overcome this problem, rules have to be pruned and clustered while the compact, 
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accurate and understandable classifier (model) is being built to reduce the number of 

rules.  

Association rule (AR) mining [2] aims to generate all existing rules in the database 

that satisfy some user-defined minimum support and confidence thresholds, while 

classification rule mining tries to extract a small subset of rules to form accurate and 

efficient models to predict the class label of unknown objects. Associative 

Classification (AC) is a combination of these two important data mining techniques, 

namely, classification and association rule mining [3]. Recently, researchers have 

proposed several associative classification methods [4-11] that aim to build accurate and 

efficient classifiers based on association rules. Research studies prove that AC methods 

could achieve higher accuracy than some of the traditional classification methods, 

although the efficiency of AC methods depends on the user-defined parameters such as 

minimum support and confidence. Other important approaches are clustering methods 

(unsupervised learning) studied in [12-14].  These clustering techniques are split into 

two main parts: partitional and hierarchical clustering. In partitional clustering [15,16], 

objects are grouped into disjoint clusters such that objects in the same cluster are more 

similar to each other than objects in another cluster. Hierarchical clustering [17], on the 

other hand, is a nested sequence of partitions. In the bottom-up method, larger clusters 

are built by merging smaller clusters, while the top-down method starts with the one 

cluster containing all objects and divides into smaller clusters. 

In this research work, we propose new associative classification methods based on 

hierarchical agglomerative clustering (complete linkage). We define the new normalized 

distance metrics based on direct and indirect measures to measure the similarities 

between CARs, which we later use to cluster CARs in a bottom-up hierarchical 

agglomerative fashion (firstly, we group the class association rules based on their class 

label and then rules that are in the same group are clustered together). Once we cluster 

the rules, the natural number of clusters is identified for each group of CARs by cutting 

the dendrogram from the point that achieves the maximum difference between two 

consecutive cluster heights.  

Once CARs are clustered, we define a “representative” CAR within each cluster. We 

propose two methods of extracting the “representative” CAR for each cluster, (1) we 

choose the CAR based on database coverage and (2) based on cluster center.  

We have performed experiments on 14 selected datasets from the UCI Machine 

Learning Database Repository [18] and compared the performance of our proposed 

methods with the 8 most popular associative and classical classification algorithms 

(Decision Table and Naïve Bayes (DTNB) [19], Decision Table (DT) [20], FURIA (FR) 

[21], PART (PT) [22], C4.5 [23], CBA [3], Ripple Down Rules (RDR) [24], Simple 

Associative Classifier (SA) [25]). 

The rest of the paper is organized as follows. Section 2 highlights the related work to 

our research work. The problem statement and our goals are provided in section 3. Our 

proposed method is described in section 4. Section 5 highlights the experimental 

evaluation. Conclusions and future plans are given in Section 6. The Acknowledgement 

and References close the paper. 
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2. Related Work 

The novelty in our proposed approach is in the way we select “strong” class association 

rules, how we cluster them and how we choose the “representative” class association 

rule for each cluster. Other related research also deals with the notion of clustering 

CARs, but all of them use different approaches. This section presents these related 

approaches to clustering CARs and emphasizes the similarities and differences related 

to our proposed approach. 

In [26], researchers have proposed a new method to cluster the association rules by 

K-means (partitional) clustering algorithm. The main goal of this research is the 

clustering of discovered association rules to make it easy for users to choose the best 

rules. The algorithm is divided into 4 steps: (1) ARs generated from the frequent pattern 

by the “APRIORI” algorithm is extracted; (2) interestingness measures such as Lift, 

Cosinus, Conviction and Information Gain are computed for all rules generated in step 

1; (3) a set of association rules is partitioned into disjoint clusters by using K-means 

algorithm; they try to cluster the rules which have the smallest similarities degree 

between them, and Euclidian and Degree of similarity distances are used to apply the K-

means algorithm; (4) finally, they classify the group of rules from the best to the worst 

by using a centroid of each cluster. Our proposed method uses the hierarchical 

agglomerative approach for clustering CARs instead of k-means and employs a 

different way of selecting “strong” CARs in the first place. The distance metric used by 

our approach during clustering is also different. 

The FURIA (Fuzzy Unordered Rule Induction Algorithm) [21] is a rule based 

classification method which is a modified and extended version of RIPPER [32] 

algorithm. FURIA learns fuzzy rules instead of conventional rules and unordered rule 

sets (namely a set of rules for each class in a one-vs-rest scheme) instead of rule lists. 

Moreover, to deal with uncovered examples, it makes use of an efficient rule stretching 

method. The idea is to generalize the existing rules until they cover the example. 

In [33], we produced a relatively simple, descriptive and accurate classifier (J&B) by 

exhaustively searching the entire example space. More precisely, we select the strong 

class association rules according to their contribution for improving the overall 

coverage of the learning set. J&B has a stopping criterion in the rule-selection process 

based on the training dataset‟s coverage. In our current research, we just applied J&B 

method without stopping criterion in the representative CAR-selection process. Since 

the number of clusters (the size of the classifier) is identified with different strategy, we 

don‟t need to apply stopping criterion in this approach. 

Another approach is conditional market-basket difference (CMBP) and conditional 

market-basket log-likelihood (CMBL) methods proposed in [27]. This approach uses a 

new normalized distance metric to group association rules. Based on the distances, 

agglomerative clustering is applied to cluster the rules. The rules are further embedded 

in a vector space with the use of multi-dimensional scaling and clustered using self-

organizing maps. This method is very similar to ours, but we propose a new normalized 

distance metric based on “direct” and “combined” distances between class association 

rules, whereas “indirect” measures are used based on CARs support and coverage. 

Mining clusters with ARs [28] is another related approach. Here the rules are first 

generated using the “APRIORI” algorithm, but an “indirect” distance metric (based on 

coverage probabilities) is later used to find the similarities between rules. Rules are then 

clustered using a top-down hierarchical clustering method for finding clusters in a 
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population of customers, where the list of products bought by the individual clients is 

given. Once the rules are clustered, a specific distance metric is introduced to measure 

the quality of the clustering. 

Another interesting clustering-based approach [29] is “Tightness” which quantifies 

the strength of binding between the items of an association rule. The idea is that certain 

items in the application domain might get bound together because they are so strongly 

correlated that they often occur together in transactions. This tightness of binding is not 

covered by traditional measures like support or confidence. They build their distance 

function based on indirect measures, that is, the items in AR that obtain the maximum 

and minimum support. Our proposed methods are all utilized different distance metrics 

based on “direct” and “combined” measures.  

The absolute market-basket difference (AMBD) approach discussed in [30] also aims 

to cluster the ARs. The CAR-generation part of this method is similar to ours. The 

procedure is similar except for the clustering part. They focus on clustering the sorted 

(support and confidence based) association rules with the same consequent. The key 

differences are in the clustering part: indirect distance metric is used to cluster the rules 

(the distance gives the percentage of examples in the dataset that are not covered by 

both rules), whereas our methods use different distance metrics. 

3. Problem Definition and Contributions 

We assume that a normal relational table is given with N examples (transactions). Each 

example is described by A distinct attributes and is classified into one of the M known 

classes. Since our algorithm supports just attributes of a nominal type (like the vast 

majority of association rule miners), we had to perform discretization on numeric 

attributes in some cases (the details about discretization are provided in Section 5). The 

goals and contributions of our proposed approach are the following: 

1. Generate “strong” CARs that satisfy some user-defined minimum support and 

minimum confidence constraints; 

2. Propose new normalized similarity measures based on the “direct” and 

“indirect” distances between two class association rules; 

3. Cluster class association rules by using this normalized similarity measure and 

automatically determine the optimal number of clusters for each class value; 

4. Define two methods of extracting a representative CAR for each cluster to 

produce the final, compact and meaningful classifier; 

5. Experimentally, show the usefulness of our methods in reducing the number of 

CARs, while retaining the classifier‟s accuracy. 

4. Proposed Method 

Our approach (Compact, Accurate and Descriptive Associative Classifier) can be 

divided into 4 steps mentioned in the previous section. Each of these 4 steps is 

presented in detail in the following 4 subsections. 
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4.1. Generating the Strong Class Association Rules 

We discuss how to discover the strong CARs from frequent itemsets in this subsection. 

Generation of ARs is usually split up into two main steps: first, minimum support is 

applied to find all frequent itemsets from the training dataset; second, we use these 

frequent itemsets and minimum confidence to generate strong association rules. 

Discovering of CARs is also followed to the same procedure as in AR-generation. The 

only difference is that in the rule-generation part, the consequence of the rule contains 

only the class label in CAR-generation while the consequence of rule in AR-generation 

can include any frequent itemset.                           

In the first step, the “APRIORI” algorithm is used to find the frequent itemsets. The 

„downward-closure‟ technique is used in the “APRIORI” algorithm to accelerate the 

searching procedure by reducing the number of candidate itemsets at any level. The 

“APRIORI” finds the 1-frequent itemset, then, the 1-frequent itemset is used to generate 

the 2-frequent itemset and so on. If it finds any infrequent itemsets at any level, it is 

removed in place, because infrequent itemsets cannot generate frequent itemset. The 

“APRIORI” performs this process before computing their support at any level to reduce 

the time complexity of the algorithm. 

After all frequent itemsets are generated from the training datasets, it is 

straightforward to generate the strong CARs that satisfy both minimum support and 

minimum confidence constraints from frequent itemsets found in the first step. 

Confidence of the rule can be computed by the following formula: 

                               𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒 𝐴 → 𝐵 =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 _𝑐𝑜𝑢𝑛𝑡 (𝐴∪𝐵)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 _𝑐𝑜𝑢𝑛𝑡 (𝐴)
.                                       (1) 

The equation (1) is expressed by support count of itemset, where A is a premise 

(itemset in the left-hand side of the rule), B is a consequence (class label in the right-

hand side of the rule),  support_count ( )A B  is the number of transactions that 

matches the itemsets A B , and  support_count(A) is the number of transactions that 

matches the itemsetsA. Strong class association rules that satisfy the minimum 

confidence threshold can be generated based on the above equation, as follows: 

 All nonempty subsets S are generated for each frequent itemset L and a class 

label C; 

 For every nonempty subset S of L, output the strong rule R in the form of  

“SC” if,  
𝑠𝑢𝑝𝑝𝑜𝑟𝑡 _𝑐𝑜𝑢𝑛𝑡 (𝑅)

𝑠𝑢𝑝𝑝𝑜𝑟𝑡 _𝑐𝑜𝑢𝑛𝑡 (𝑆)
≥min_conf, where min_conf is the minimum 

confidence threshold. 

4.2. Distance Metrics 

Once we generate strong class association rules in 4.1, our next goal is to cluster them. 

Since we intend to apply hierarchical agglomerative clustering, we must define a way of 

measuring the similarity between CARs, that is, how far two rules are apart. 

Unfortunately, there is not any distance metric for CARs. However, researchers have 

proposed some indirect distance metrics for association rules, namely, Absolute Market 
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Basket Difference (AMBD), Conditional Market-basket Probability (CMBP), and 

Conditional Market-basket Log-likelihood (CMBL) [27] and “Tightness” [29]. 

Indirect Distance Metrics 

We highlight the indirect distance metric for association rules in this section. We call 

rule distances that are obtained from the data Indirect Distance Metrics. An indirect 

distance is defined as a function of the market-basket sets that support the two 

considered rules. 

To begin with a simple distance measure (AMBD) introduced to compute the 

similarity between association rules. Let 𝑟𝑢𝑙𝑒1:𝐴 ⇒ 𝐶 and 𝑟𝑢𝑙𝑒2:𝐵 ⇒ 𝐶 be two 

association rules, the distance is defined between rules in terms of the number of 

market-baskets that they differ in (meaning one rule is supported, but not the other). 

Based on the number of non-overlapping market-baskets, a distance metric 𝑑𝐴𝑀𝐵𝐷  

between rule1 and rule2 can be defined by the following equation: 

𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝐴𝑀𝐵𝐷 =   𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 1  +  𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 2  − 2 ∗  𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 1 ,𝐵𝑆𝑟𝑢𝑙𝑒 2           (2) 

Where, BS is the both side of the rule, that is, the itemset for the association rule. 

m(BS) denotes the set of transactions (baskets) matched by BS and |m(BS)| is the 

number of such transactions.  

Equation (2) illustrates that rules valid for exactly the same baskets have a distance 

of zero. Rules applying to disjoint sets of baskets have a distance equal to the sum of the 

numbers of transactions for which each rule is valid. There are several problems with 

this measure. One such problem is that it grows as the number of market-baskets in the 

database increases. This can be corrected by normalizing (dividing the measure by the 

size of the database) and it is appropriate for rules only with the same consequent while 

this approach is intuitive. However, the measure is still strongly correlated with support. 

High support rules will on average tend to have higher distances to everybody else. This 

is an undesired property. For example, two pairs of rules, both pairs consisting of non-

overlapping rules, may have different distances. High support pairs have a higher 

distance than low support pairs. 

Based on the previous approach, another indirect distance measure in the CMBP 

method is proposed as an improvement of AMBD using the support values of two 

association rules. Researchers tried to solve two problems that occurred in AMBD: (1) 

it grows as the database grows, and (2) due to the focus on support values, rules with 

high support will on average tend to have higher distances to everybody else. To solve 

the above-mentioned problems, they proposed the new indirect distance metric based on 

conditional probabilities. Using a probability estimate for distance computation has 

many advantages. Probabilities are well understood, are intuitive, and a good measure 

for further processing. The distance 𝑑𝐶𝑀𝐵𝑃  between two rules rule1 and rule2 is the 

(estimated) probability that one rule does not hold for a basket, given at least one rule 

holds for the same baskets. This distance is defined as follows: 

𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝐶𝑀𝐵𝑃 = 1 −

 𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 1 ,𝐵𝑆𝑟𝑢𝑙𝑒 2  

 𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 1  + 𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 2  − 𝑚 𝐵𝑆𝑟𝑢𝑙𝑒 1 ,𝐵𝑆𝑟𝑢𝑙𝑒 2  
        (3) 
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With this metric, rules having no common market baskets are at a distance of 1, and 

rules valid for an identical set of baskets are at a distance of 0. The CMBP does not 

suffer from the support correlation problem of AMBD. Let us call a distance interesting 

if it is neither 0 nor 1. Rule pairs with an interesting distance are called good neighbors. 

In most real databases, the majority of all rule pairs are not good neighbors. Manual 

exploration of a rule‟s good neighbors showed that intuitive relatedness was captured 

very well by this metric. For example, rules involving different items but serving equal 

purposes were found to be close good neighbors. Super-set relationships of the itemsets 

associated with the rules often lead to very small distances. 

The new “Direct” Distance Metric 

We compute the distance between two rules by ignoring the class label because we are 

clustering the rules belonging to the same class label. When we apply indirect distance 

measures to our proposed method, we get a larger natural number of clusters, that is, the 

classifier includes a larger number of rules. Therefore, we propose a new normalized 

Item Based Distance Metric (IBDM) in this research work by considering the 

differences in rule items. 

Let 𝑅 = {𝑟1 , 𝑟2,… . , 𝑟𝑛 } be a set of class association rules found from relational 

dataset D that are defined by 𝐴 = {𝑎1 , 𝑎2,… . , 𝑎𝑚 } distinct items (attribute‟s value) 

classified into 𝐶 =  𝑐1 , 𝑐2,… . , 𝑐𝑙  known classes. Each rule is denoted as follows:  

𝑟 =  𝑥1 , 𝑥2 ,… . , 𝑥𝑘 → {𝑐} where,   𝑥1 , 𝑥2 ,… . , 𝑥𝑘 ⊆ 𝐴 and 𝑐 ∈ 𝐶 for ⩝ 𝑟 ∈ 𝑅. 

Given two rules 𝑟𝑢𝑙𝑒1, 𝑟𝑢𝑙𝑒2 ∈ 𝑅: 

𝑟𝑢𝑙𝑒1 =  𝑦1 , 𝑦2 ,… . , 𝑦𝑠 →  𝑐  
𝑟𝑢𝑙𝑒2 =  𝑧1 , 𝑧2,… . , 𝑧𝑡 → {𝑐} 

Where 𝑦1 , 𝑦2 ,… . , 𝑦𝑠 ⊆.𝐴,  𝑧1, 𝑧2 ,… . , 𝑧𝑡 ⊆.𝐴, and 𝑐 ∈ 𝐶. We compute the 

similarity between 𝑟𝑢𝑙𝑒1 and 𝑟𝑢𝑙𝑒2 as follows: 

𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑞 𝑟𝑢𝑙𝑒1, 𝑟𝑢𝑙𝑒2 =  

 𝑖𝑓 𝑦𝑞 = 𝑧𝑞  | 𝑦𝑞 = ∅ & 𝑧𝑞 = ∅ , 0;

𝑒𝑙𝑠𝑒 𝑖𝑓 𝑦𝑞 = ∅ & 𝑧𝑞 ≠ ∅ | 𝑦𝑞 ≠ ∅ & 𝑧𝑞 = ∅ , 1; 

𝑒𝑙𝑠𝑒  2 (𝑦𝑞 ≠ 𝑧𝑞).

        (4) 

Where q is the index of rule items that cannot exceed from border value (defined 

below).  

Equation (4) expresses how close two rules are one from another. If rules have 

similar items, then the distance function has a low value. An empty rule item is 

considered closer than a different rule item. 

𝑏𝑜𝑟𝑑𝑒𝑟 = 𝑀𝑎𝑥 𝑠, 𝑡 ;                                          (5) 

border is the length of the longest rule, (5) is used to normalize the distance metric. 

The distance between two rules is denoted as follows: 

𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝐼𝐵𝐷𝑀 =  𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖

𝑏𝑜𝑟𝑑𝑒𝑟
𝑖=1 2 × 𝑏𝑜𝑟𝑑𝑒𝑟              (6) 

Distance (6) ranges between 0 and 1. CARs having the same items and the same size 

are at a distance of 0, CARs containing the different items are at a distance of 1. 
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The new “Combined” Distance Metric 

Since conditional market-basket distance is appropriate for the rules having the same 

consequent, we decided to propose a new Weighted and Combined Distance Metric 

(WCDM) by combining direct (IBDM) and indirect distance (CMBP) measures. When 

we apply CMBP distance to our proposed method, we got a larger number of clusters on 

some datasets. WCDM combines direct measure (rule items) and indirect measure (rule 

coverage). Both distance metrics (IBDM and WCDM) have their advantage: on some 

datasets IBDM produces lower number of rules with higher accuracy while WCDM 

achieves better results on some other datasets. The weighted distance 𝑑WCDM  between 

two rules rule1 and rule2 is defined as follows: 

𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝑊𝐶𝐷𝑀 = 𝛼 × 𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2

𝐼𝐵𝐷𝑀 + (1 − 𝛼) × 𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝐶𝑀𝐵𝑃                         (7) 

where, 𝛼 is a weight parameter. We set 𝛼 = 0.5 parameter, the final weighted and 

combined distance measure is described as follows: 

𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝑊𝐶𝐷𝑀 = 0.5 × 𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2

𝐼𝐵𝐷𝑀 + 0.5 × 𝑑𝑟𝑢𝑙𝑒 1,𝑟𝑢𝑙𝑒 2
𝐶𝑀𝐵𝑃 .                           (8) 

4.3. Clustering  

Clustering algorithms aim to group similar examples; the examples in the same cluster 

should be similar and dissimilar to the examples in other clusters. There are two types of 

hierarchical clustering algorithms: top-down (divisivehierarchical clustering) and 

bottom-up (hierarchical agglomerative clustering). Bottom-up algorithms initially 

assume each example as a single cluster and then merge the two closest clusters in every 

iteration until all clusters have been merged into a unique cluster that contains all 

examples. The resulting hierarchy of clusters is represented as a tree (or dendrogram). 

The root of the tree is the unique cluster that gathers all the examples; the leaves are 

considered as clusters with only one sample. The top-down approach is the opposite of 

the hierarchical agglomerative clustering method. It considers all examples in a single 

cluster, and then it splits the clusters into smaller parts until each example forms a cluster 

or until it satisfies the stopping condition. 

We apply the complete linkage method ofhierarchical agglomerative clustering. In 

the complete linkage (farthest neighbor) method, the similarity of two clusters is the 

similarity of their most dissimilar examples, therefore, the distance between the farthest 

groups are taken as an intra-cluster distance. We assume that we have given 𝑁 × 𝑁 

distance matrix D, where N is the total number of rules (that is, total number of 

clusters). The clusters are numbered 0,1,..,(N-1) and m is the sequence number of 

clusters. L[k] is the level of the k-th clustering and the distance between two clusters cl1 

and cl2 is defined as D[cl1,cl2]. Complete linkage of the hierarchical agglomerative 

clustering algorithm is outlined in algorithm 1. 

We need to apply hierarchical clustering algorithm twice: first, we apply AHCCLH 

algorithm to find the cluster heights that we will use later to identify the optimal number 

of clusters. In this case, number of cluster S=1 and distance matrix are defined as input 

parameters. Because if S=1, then, AHCCLH iterates N-1 times to find the heights of all 

the clusters. Second, AHCCLC is utilized to identify the cluster of class association 
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rules. In AHCCLC, we provide the number of cluster S (found by using the cluster 

heights) and distance matrixto identify the clusters of CARs. 

 
Algorithm 1: Agglomerative Hierarchical Clustering with Complete Linkage 

(AHCCLH: Heights || AHCCLC: Clusters) 

 
Input: a distance matrix D and number of clusters S 

Output: Cluster heights (AHCCLH), Cluster of CARs (AHCCLC) 

1. Initialization: Each rule is a unique cluster C at level 0 (L[0]=0), sequence number m=0 

and the optimal number of cluster S is identified, so, to get the intended number of 

clusters (S), the algorithm should iterate K times K=N–S; 

2. Compute: Find the most similar pair of clusters, cl1 and cl2and merge them into a single 

cluster C to form the next clustering sequence m.Increase the sequence number by one: 

m=m+1 and set the new level L[m]=D[cl1,cl2]; 

3. Update: Update the distance matrix D, by removing the rows and columns corresponding 

to cl1 and cl2 and adding a new row and column corresponding to the new cluster.The 

distance between the new cluster (cl1,cl2) and old cluster k is calculated as D[(cl1, 

cl2),k]=max{D[k,cl1], D[k,cl2]}; 

4. Stopping condition: if m=K then returnL (AHCCLH) || C (AHCCLC)and stop, otherwise 

go to step 2. 

 

When we cluster the rules, we need to find the number of clusters. We get the 

“natural” number of clusters by “cutting” the dendrogram at the point that represents the 

maximum distance between two consecutive cluster merges. The algorithm that 

identifies the “natural” number of clusters is presented in Algorithm 2. 

 
Algorithm 2: Computing the optimal number of clusters 

 
   Input: an array of cluster heights   

   Output: Optimal number of cluster  

1: Max_height_difference=cluster_height[1]-cluster_height[0];  

2: Opt_number_of_cluster= 1;  

3:       N=cluster_height.length; 

4: for (k=2; k≤ N; k++) do begin 

5:             if (cluster_height[k]-cluster_height[k-1])>Max_height_difference then 

6:               Max_height_difference= cluster_height[k]-cluster_height[k-1]; 

7:  Opt_number_of_cluster=N-k; 

8:             end if 

9:        end for  

10:  return Opt_number_of_cluster 

 
The input to Algorithm 2 is a set of cluster distances that are calculated during the 

building of the dendrogram (so-called cluster “heights”). The output is the “natural” 

number of clusters. In lines 1-3 the total number of clusters generated by hierarchical 

clustering is stored. Lines 4-7 outline the main part of the algorithm, 

Opt_number_of_clustersgets to the point where the difference between two consecutive 

cluster heights will be maximum. Since we start from 0, Opt_number_of_clustersis 

equal to (N-k). The last line returns the obtained result. 
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4.4. Extracting the Representative CAR 

Once we found all clusters, our final goal is to extract the representative CAR for each 

cluster to form our meaningful, compact and descriptive associative classifier. In this 

research work, we propose two methods of extracting the representative CAR for each 

cluster. 

Representative CAR based on Cluster Center 

In this method, we choose the CAR which is closer to the center of the cluster as a 

representative, that is, the representative CAR must have the minimum average distance 

to all other rules. Algorithm 3 defines the procedure. 

 
Algorithm 3: A Representative CAR based on Cluster Center (RCC) 

 
   Input: a set of class association rules in CARs array    

   Output: Arepresentative class association rule  

1: N=CARs.length; 

2:      Fill(Dist, 0); 

3:      min_avg_distance=Integer.Max.value; 

4:      for (i=0; i≤ N;i++) do begin 

5:          for (j=0; j≤ N;j++) do begin 

6:             Dist[i]=Dist[i]+IBDM(CARs[i], CARs[j]) | WCDM(CARs[i], CARs[j]); 

7:          end for 

8:          avg_distance=Dist[i]/N; 

9:          if (avg_distance<min_avg_distance then 

10:             min_avg_distance= avg_distance; 

11:         representative_CAR_index=i: 

12:        end if 

13:     end for  

14:  return CARs[representative_CAR_index]; 

 
The first line gets the number of CARs. We use the distance array “Dist” (line 2) to 

compute the distance from the selected CAR to all other CARs (we use one of the 

distance measures described in section 4). Initial value ofmin_avg_distance in line 3 is 

the maximum value of the integer and it is used to store the minimum average distance 

in line 10. Lines 4-9 find the index of the representative CAR that has the minimum 

average distance to all other rules and the last line returns the representative CAR. 

Representative CAR based on Database Coverage 

We decided to propose this method to improve the overall coverage and classification 

accuracy, while the first method (RCC) suffers to achieve reasonable coverage on some 

certain datasets. Since we are clustering similar rules having the same class value, it is 

unnecessary to think about the outer-class overlapping problem (that means some 

samples from different classes have very similar characteristics), but we should avoid 

the inter-class overlapping problem (several rules that belong to same class may cover 

the same samples). We bypass this problem by selecting the representative CAR based 
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on database coverage. First, we find a rule that has maximum database coverage, then 

we check if the first CAR classifies at least one new example, then we get it as a 

representative CAR, otherwise we continue. Once we find the representative, we 

remove all the examples covered by a representative CAR. The procedure is outlined in 

algorithm 4. 

Algorithm 4: A Representative CAR based on Database Coverage(RDC) 

 
Input: a set of class association rules in CARs array, a training dataset D 

andclassified_traindataarray     

   Output: Arepresentative class association rule  

1:  N=CARs.length; 

2:    CARs= sort(CARs, coverage); 

3:    Representative_CAR = CARs[1]:  

4:    for i:=1 toN do begin 

5:            for j:=1 toD.length do begin 

6:                 if classified_traindata[j]=false then  

7:  if CARs[i] classifies D[j] (e.g. CARs[i].premise⊆D[j].premise) then 

8:   classified_traindata[j]=true; 

9:                    contribution=contribution+1: 

10:  end if 

11:                end if 

12:            end for 

13:            ifcontribution>0 then 

14:                  Representative_CAR = CARs[i]: 

15:  break; 

16:        end if 

17:     end for  

18: return Representative_CAR; 

 
In this approach (RDC), we first sort (line 2) the class association rules in coverage 

descending order, and we start checking rules from first to last (line 4). If a rule 

classifies at least one new example (line 13), that is, if CAR premise (left-hand side of 

the rule) matches the premise of the training dataset (line 7), we return that rule as a 

representative (line 13-18), otherwise we continue. If any rule cannot be a 

representative, then, the algorithm returns the first rule (line 3) which has the highest 

coverage as a representative.       

Finally, our proposed approach is represented in algorithm 5. 

Lines 1-2 generate the strong CARs that satisfy the user-specified minimum support 

and minimum confidence constraints from training dataset D by using the “APRIORI” 

algorithm. The third line sorts the CARs in confidence and supports descending order 

according to the following criteria: 

𝑅1and 𝑅2 are two CARs, R1 is said to have a higher rank than R2, denoted as 𝑅1 > 𝑅2, 

 If and only if,  𝑐𝑜𝑛𝑓 𝑅1 > 𝑐𝑜𝑛𝑓(𝑅2);  or 

 If 𝑐𝑜𝑛𝑓 𝑅1 = 𝑐𝑜𝑛𝑓(𝑅2) but, 𝑠𝑢𝑝𝑝 𝑅1 > 𝑠𝑢𝑝𝑝(𝑅2); or 

 If 𝑐𝑜𝑛𝑓 𝑅1 = 𝑐𝑜𝑛𝑓(𝑅2) and 𝑠𝑢𝑝𝑝 𝑅1 = 𝑠𝑢𝑝𝑝 𝑅2 ,  𝑅1has fewer attribute 

values in its left-hand side than 𝑅2does; 

 If all the parameters of the rules are equal, we can choose any of them. 
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Algorithm 5: Learning the proposed Associative Classifier 

 
   Input: A training dataset D, minimum support and minimum confidence  

   Output: Associative classifier  

1: F=frequent_itemsets(D, minsup); 

2:      R=genCARs(F, minconf); 

3:      R=sort(R, minsup, minconf); 

4:      G=Group(R);  

5: for (i=0; i≤ number_of_class;i++) do begin 

6:          Distance=IBDM(G[i]) | WCDM(G[i]); 

7:          Cluster_heights=AHCCLH(Distance, 1); 

8:          N=optimal_number_of cluster(Cluster_heights);  

9:          Cluster=AHCCLC(Distance, N); 

10:        Fill(classified_traindata, false); 

11:        for (j=0; j≤ N;j++) do begin 

12:               Y= RDC(Cluster[i], D, classified_traindata) | RCC(Cluster[i]); 

13:               Associative_Classifier.add(Y); 

14:         end for 

15:     end for  

16:  return Associative_Classifier; 

 
CARs are grouped according to their class label in line 4. For each group of CARs 

(lines 5-15), the distance matrix is constructed by using one of the distance measures 

defined in subsection 4.2 (line 6), the hierarchical clustering algorithm complete linkage 

method (AHCCLH) computes the cluster heights (distances between clusters) by using 

the distance matrix in line 7 and these heights (distances) are used to find the optimal 

number of clusters (line 8). Then, we apply the hierarchical clustering algorithm 

(AHCCLC) again to identify the clusters of CARs (a Cluster array stores the list of 

clustered CARs). Since we are clustering the class association rules class by class, we 

need a “classified_traindata” array to store the information about classified examples, 

that is, we update this array for the same class only. When we start the clustering of 

CARs for a new class, we need to initialize the “classified_traindata” array. In lines 11-

14, the representative CAR is extracted by using one of the methods described in 

section 4.4 for each cluster and added to our final classifier. The last line returns the 

descriptive, compact and meaningful classifier. The classification process of proposed 

methods is shown in algorithm 6. 

Algorithm 6 predicts the class label of the test example by using the classifier. The 

first line files the class_count array with 0 (the size of class_countarray equals to the 

number of classes). For each rule in the classifier (line 2), if the rule can classify the 

example correctly, then we increase the corresponding class count by one and store it 

(lines 3-5).In lines 7-10, if none of the rules can classify the new example correctly, 

then the algorithm returns the majority class value. Otherwise, it returns the class value 

that is the most common among the rules that classify the test example. 

We built the following different classifiers: “DC” method is built based on direct 

distance measure (IBDM) and the method for extracting a representative CAR is based 

on cluster center (RCC), “DDC” method is formed based on direct distance measure 

(IBDM) and the method for extracting a representative CAR is based on database 

coverage (RDC), and “CDC” method is formed based on combined distance measure 
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(WCDM) and the method for extracting a representative CAR is based on database 

coverage (RDC). 

 
Algorithm 6: Classification process of our proposed approaches   

 
   Input: A Classifier and a test_example 

   Output: Predicted class 

1: Fill(class_count, 0);  

2: for each rule 𝑦 ∈ 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟do begin 

3:           if y classify test_example then 

4:                class_count[y.class]++; 

5:           end if 

6:      end for 

7:      if max(class_count)==0  then 

8:            predicted_class=majority_class; 

9: else  predicted_class= max_index(class_count); 

10:     end if 

11:     return  predicted_class 

 

5. Experimental Results 

We evaluated our classifiers by comparing them with 8 well-known rule-based 

classification algorithms on classification accuracy and the number of rules. All 

differences were tested for statistical significance by performing a paired t-test (with a 

95% significance threshold). 

Associative classifiers were run with default parameters minimum support = 1% and 

minimum confidence = 60% (on some datasets, however, minimum support was lowered 

to 0.5% or even 0.1% and confidence was lowered to 50% to ensure “enough” CARs 

(“enough” means at least 5-10 rules for each class value- this situation mainly happens 

with imbalanced datasets) were generated for each class value). For all other 8 rule 

learners we used their WEKA workbench [31] implementation with default parameters. 

Since AR learning does not support numeric attributes, all numeric attributes (in all 

datasets) were pre-discretized with WEKA‟s “class-dependent” discretization method. 

The description of the datasets and input parameters are shown in Table 1. 

Furthermore, all experimental results were produced by using a 10-fold cross-

validation evaluation protocol. 

Experimental results on classification accuracies (average values over the 10-fold 

cross-validation with standard deviations) are shown in Table 2.  

We can observe from Table 2 that our proposed associative classifiers achieved 

comparable average accuracies (DC: 80.7%, DDC:81.5% and CDC:82.0% respectively) 

to other classification models on selected datasets. Interestingly, CDC significantly 

outperforms all rule-learners on the “Breast Cancer” (except DDC), “Hayes-root” and 

“Lymp” datasets, while on the “Car.Evn”, “Nursery” and “Monks” datasets, our 

proposed methods obtained worse accuracy than all other algorithms (except for SA). 

Standard deviations of accuracy results decrease with an increasing number of examples 

in a dataset, which is expected behavior. 
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Table 1. Description ofdatasets and AC algorithm parameters  

Dataset # of 

attributes 

# of 

classes 

# of 

records 
Min 

support 

Min 

confidence 

# of analyzed 

rules 

Breast Can 10 2 286  1% 60% 1000 

Balance 5 3 625  1% 50% 218 

Car.Evn 7 4 1728  1% 50% 1000 

Vote 17 2 435  1% 60% 500 

Tic-Tac-Toe 10 2 958  1% 60% 3000 

Nursery 9 5 12960  0.5% 50% 3000 

Hayes-root 6 3 160  0.1% 50% 1000 

Lymp 19 4 148  1% 60% 1500 

Spect.H 23 2 267  0.5% 50% 3000 

Abalone 9 3 4177  1% 60% 1000 

Adult 15 2 45221  0.5% 60% 5000 

Insurance 7 3 1338  1% 50% 722 

Monks 7 2 432  1% 50% 800 

Laptop 11 3 1303  1% 50% 1480 

Table 2. Overallaccuracies with standard deviations: 

Dataset DTNB DT C4.5 PT FR RDR CBA SA DC DDC CDC 

Breast.Can 70.4±4.1  69.2±6.7  75.0±6.9  74.0±4.0  75.1±5.3  71.8±5.7  71.9±9.8  79.3±4.4  81.2±4.0  81.9±4.1  82.6±4.5 

Balance 81.4±8.1  66.7±5.0  64.4±4.3  76.2±5.6  77.5±7.6  68.5±4.3  73.2±3.8  74.0±4.1  72.8±2.4 73.2±2.9  73.2±3.0 

Car.Evn 95.4±0.8  91.3±1.7  92.1±1.7  94.3±1.0  91.8±1.1  91.0±1.8  91.2±3.9  86.2±2.1  85.8±1.4  88.5±1.2 87.1±1.6 

Vote 94.7±3.4  94.9±3.7  94.7±4.4  94.8±4.2  94.4±2.8  95.6±4.1  94.4±2.6  94.7±2.3  92.9±2.5  93.2±2.8  90.6±2.3 

Tic-Tac-Toe 69.9±2.7  74.4±4.4  85.2±2.7  94.3±3.3  94.1±3.1  94.3±2.9  100.0±0.0  91.7±1.5  87.3±1.3  91.8±1.0  92.4±1.1 

Nursery 94.0±1.5  93.6±1.2  95.4±1.4  96.7±1.7  91.0±1.4  92.5±1.5  92.1±2.4  91.6±1.2  88.5±1.1  89.3±1.1  92.3±0.9 

Hayes-root 75.0±7.2  53.4±8.3  78.7±8.4  73.1±9.7  77.7±8.7  74.3±7.1  75.6±10.9  73.1±6.0  79.9±5.7  77.8±5.2  82.7±6.1 

Lymp 72.9±9.0  72.2±8.3  76.2±8.7  81.7±9.0  80.0±8.2  78.3±7.3  79.0±9.7  73.7±5.1  78.4±6.7  80.0±6.1  84.0±6.4 

Spect.H 79.3±2.7  79.3±1.6  80.0±9.0  80.4±5.6  80.4±2.2  80.4±2.2  79.0±1.6  79.1±2.1  81.5±0.7  81.3±1.1  82.8±1.3 

Abalone 62.1±1.3  61.8±1.5  62.3±1.2  62.3±1.1  61.7±1.6  60.8±0.8  61.1±1.0  61.0±0.9  61.0±1.1  60.7±1.0  60.7±1.2 

Adult 73.0±4.1  82.0±2.3  82.4±4.7  82.1±4.7  75.2±3.2  80.8±2.7  81.8±3.4  80.8±2.6  81.9±2.4  82.0±2.6  82.8±3.0 

Insurance 74.2±1.1  75.7±1.6  75.8±1.4  75.0±1.8  75.8±1.4  73.4±1.7  75.5±2.0  74.5±1.6  74.0±1.1  74.2±1.1  73.2±1.5 

Monks 98.9±0.9  98.9±0.9  98.9±0.9  98.9±0.9  98.9±0.9  97.1±0.7  97.8±1.4  92.1±1.3  92.5±0.8  93.6±0.9  91.1±0.8 

Laptop 75.7±2.6  72.9±2.9  75.3±2.3  74.5±2.9  75.4±2.1  73.2±1.8  75.4±2.0  72.0±1.4  71.6±2.1  73.8±2.3  72.6±1.7 

Average(%): 80.0±3.5 77.6±3.6 81.2±4.1 82.7±4.0 82.1±3.5 80.8±3.2 82.0±3.9 80.3±2.6 80.7±2.4 81.5±2.4 82.0±2.5 

Statistically significant testing (wins/losses counts) on accuracy between DC and 

other classification models is shown in Table 3. W: our approach was significantly 

better than compared algorithm; L: selected rule-learning algorithm significantly 

outperformed our algorithm; N: no significant difference has been detected in the 

comparison. 

Table 3. Statistically significant wins/losses counts of DC method on accuracy: 

 DTNB DT C4.5 PT FR RDR CBA SA DDC CDC 

W 6 6 4 2 3 3 3 3 1 1 

L 5 4 5 7 5 5 5 2 3 4 

N 3 4 5 5 6 6 6 9 10 9 
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Table 3 illustrates that the performance of DC method on accuracy was better than 

DTNB, DT and SA methods. Although DC obtained similar result with C4.5 and DDC 

(there is no statistical difference on 10 datasets out of 14), it is eaten by all other 

methods according to win/losses counts. However, on average, the classification 

accuracies of DC are not much different from those of the other 8 rule-learners. 

The same experiment on DDC is shown in Table 4. Since DC is compared with DDC 

in Table 3, it is not included in Table 4. 

Table 4. Statistically significant wins/losses counts of DDC method on accuracy: 
 DTNB DT C4.5 PT FR RDR CBA SA CDC 

W 5 5 4 2 2 3 3 4 2 

L 4 3 3 5 4 5 4 1 3 

N 5 6 7 7 8 6 7 9 9 

It can be seen from the table that DDC‟s performance on accuracy is better than DC. 

It outperformed the DTNB, DT, C4.5, SA and DC methods (by win/losses counts).  

Table 5. Statistically significant wins/losses counts of CDC method on accuracy: 
 DTNB DT C4.5 PT FR RDR CBA SA 

W 6 6 6 4 5 5 4 4 

L 5 4 6 5 6 3 6 1 

N 3 4 2 5 3 6 4 9 

CDC achieved the statistically comparable results in terms of classification accuracy 

with “classical” and “associative” classification approaches. CDC statistically lost to 

C4.5, FR and CBA methods on 6 datasets out of 14, while it outperformed the rest of 

the algorithms except PT.   

The comparison between our methods and other classification methods on the 

number of classification rules is shown in Table 6. Since DC and DDC differ in the 

representative CAR selection process, the number of classification rules generated by 

both methods stays the same. Thus, DC and DDC methods are merged in Table 6. 

Experimental evaluations on the number of classification rules show that DC and 

DDC significantly outperforms all other rule-learners on 8 datasets out of 14 (except 

CDC) and it produces classifiers that have on average far fewer rules than those 

produced by the other 8 rule-learning methods included in the comparison.  

Our proposed methods generated a reasonable smaller number of rules on bigger 

datasets compared to other classification methods. Even though our approaches could 

not achieve the best classification accuracies on “Car.Evn”, “Nursery” and “Laptop” 

datasets, it produced the statistically smallest classifier on those datasets.  

Experimental evaluations on the number of classification rules show that DC and 

DDC significantly outperforms all other rule-learners on 8 datasets out of 14 (except 

CDC) and it produces classifiers that have on average far fewer rules than those 

produced by the other 8 rule-learning methods included in the comparison.  

Our proposed methods generated a reasonable smaller number of rules on bigger 

datasets compared to other classification methods. Even though our approaches could 

not achieve the best classification accuracies on “Car.Evn”, “Nursery” and “Laptop” 

datasets, it produced the statistically smallest classifier on those datasets.  
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Table 6. Number of CARs: 

Dataset DTNB DT C4.5 PT FR RDR CBA SA DC&DDC CDC 

Breast.Can 122 22 10 20 13 13 63 20 8 9 

Balance 31 35 35 27 44 22 77 45 34 79 

Car.Evn 144 432 123 62 100 119 72 160 32 32 

Vote 270 24 11 8 17 7 22 30 6 6 

Tic-Tac-Toe 258 121 88 37 21 13 23 60 24 17 

Nursery 1240 804 301 172 288 141 141 175 79 80 

Hayes-root 5 8 22 14 11 10 34 45 19 80 

Lymp 129 19 20 10 17 11 23 60 5 7 

Spect.H 145 2 9 13 17 12 4 50 8 5 

Abalone 165 60 49 71 20 57 131 155 14 14 

Adult 737 1571 279 571 150 175 126 130 13 88 

Insurance 23 48 21 49 22 22 84 62 18 20 

Monks 12 36 14 8 12 10 40 26 14 14 

Laptop 101 101 72 60 28 32 41 75 19 18 

Average(%): 241 235 76 81 55 46 63 78 21 34 

CDC got an unexpected larger number of rules (this is mainly imbalanced and 

discretized datasets) on “Hayes-root” and “Balance” datasets.  

Table 7. Statistically significant wins/losses counts of DC and DDC method on rules: 

 DTNB DT C4.5 PT FR RDR CBA SA CDC 

W 11 11 10 10 11 9 12 14 3 

L 2 2 0 3 2 4 1 0 2 

N 1 1 4 1 1 1 1 0 9 

Table 7 shows that C4.5 and SA methods could not produce statistically smaller 

classifier than DC and DDC methods on any datasets. The most importantly, DC and 

CDC generated statistically smaller classifiers than all other models on bigger datasets 

(over 1000 examples), which was our main goal in this research.   

CDC statistically got the worse result than all methods on “Balance” (except CBA) 

and “Hayes.R” datasets in terms of classification rules. 

Our main goal in proposing the DDC and CDC methods is to improve the overall 

coverage (shown in Table 9) and accuracy achieved by the DC method. Experimental 

results show that we could achieve our goal: DDC and CDC gained better average 

classification accuracy with 81.5% and 82% (this is still not the best result in terms of 

average accuracy, but 0.8% and 1.3% higher than the DC method). Average coverage of 

DDC (90.4%) and CDC (90.5%) increased to 6% compared to DC (84.4%). More 

precisely, the overall coverage of DDC and CDC was improved on 9 datasets and they 

achieved better classification accuracies on 8 datasets out of 14 compared to DC. 

However, DC produced a comparable associative classifier with all other “classical” and 

“associative” classifiers. 
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Table 8- Statistically significant wins/losses counts of CDC method on rules: 

 DTNB DT C4.5 PT FR RDR CBA SA 

W 11 11 9 10 10 8 11 12 

L 2 3 2 3 2 4 1 2 

N 1 0 3 1 2 2 2 0 

Table 9- Overall Coverage: 

Dataset DC DDC CDC 

Breast Cancer 65.2 72.0 72.7 

Balance 74.5 82.8 86.3 

Car.Evn 88.7 100.0 100.0 

Vote 88.4 86.9 85.1 

Tic-Tac-Toe 89.0 92.0 86.0 

Nursery 90.4 98.1 100.0 

Hayes-root 100.0 100.0 100.0 

Lymp 81.0 90.0 88.4 

Spect.H 80.9 80.7 79.4 

Abalone 74.1 87.6 78.9 

Adult 100.0 100.0 100.0 

Insurance 81.5 89.5 100.0 

Monks 82.4 86.7 90.6 

Laptop 86.1 99.0 100.0 

Average(%): 84.4 90.4 90.5 

On the other hand, accuracy of DC, DDC and CDC was higher than its coverage on 

“Breast cancer”, “Vote” and “Monks” datasets. This fact is not surprising, since 

uncovered examples get classified by the majority classifier. When the overall coverage 

is above 85%, proposed methods tend to get a reasonably high accuracy on all datasets. 

All of our proposed classifiers achieved the best accuracy on “Breast Cancer” and 

“Spect.H” datasets among all rule-learner approaches while CDC generated slightly 

higher number of classification rules comparing to DC and DDC, but on average all of 

our proposed method achieved the best result in terms of classification rules. Evaluation 

of our proposed classifiers is shown in Fig 1. 
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Fig 1. Comparisonof performance of our proposed associative classification models 

Fig 1 illustrates that all three methods obtained similar average accuracy. Although 

CDC gained better coverage than DC, it got worse result in terms of the number of 

classification rules than that method. 

The most important advantage of our proposed methods was to generate a smaller 

classifier on bigger datasets. 

6. Conclusion and Future Work 

Experimental evaluations show that we could somehow achieve our intended goal in 

this research to produce a compact and meaningful classifier by exhaustively searching 

the entire example space using constraints and clustering. Our DC, DDC and CDC 

classifiers were able to reduce the number of classification rules while maintaining a 

classification accuracy that was comparable to state-of-the-art rule-learning 

classification algorithms. Moreover, we showed in the experiments that our classifiers 

were able to reduce the number of rules in the classifier by 2-4 times on average 

compared to the other rule-learners, while this ratio is even bigger on datasets with a 

higher number of examples. 

All three proposed associative classifiers have their advantage on some certain 

datasets; they are even comparable to each other on the number of generated rules and 

classification accuracy. 

The main drawback of our proposed methods is their time efficiency. In future work, 

we plan to parallelize DC, DDC, and CDC to bring their time complexity at least a bit 

closer to state-of-the-art “divide-and-conquer” rule-learning algorithms. 
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Abstract. Wireless Sensor networks (WSNs) are mostly deployed in hostile en-
vironments, where nodes may do not have any information about their location.
Hence, the designed routing protocols and applications have to function indepen-
dently from the nodes location. Moreover, extending lifetime in such networks is a
critical and challenging issue, since they consist of miniaturized energy-constrained
devices. The motivation of this paper is to design an energy efficient location-
independent routing protocol for data delivery in WSNs. Therefore, a Chord-based
Hierarchical Energy-Aware Routing Protocol (CHEARP) is developed with the fo-
cus on preserving the energy consumption. In contrary to the existing DHT-based
protocols that interconnect nodes independently of their physical proximity, this pa-
per proposes an approximate logical structure to the physical one, where the aim is
to minimize the average paths’ length. Simulation results show that the proposed
solution reduces the transmission Load, minimizes the transmission delay, and ex-
tends the network longevity.

Keywords: Wireless Sensor Networks, Peer-to-Peer Systems, Chord, DHT, Energy-
Efficient, Clustering, Data Communication.

1. Introduction

Wireless Sensor Networks (WSNs) [6] have attracted significant interest in today’s human
life through their major impact and useful support in the construction of intelligent envi-
ronments. In fact, new applications are continuously developed in order to meet different
requirements and purposes of different fields, including healthcare, industry, environmen-
tal monitoring and military domain. However, in WSNs researchers do not only interest to
develop new services and applications, but also, to extend the network lifetime [16] and to
make the developed applications operational as long as possible. The energy is the most
delicate resource in sensor devices due to the limited capacity of the equipped batteries
that can be expensive and even impossible to renew, particularly in hostile environments,
such as battlefields. Therefore, it is strongly recommended that any designed application
for WSNs should be power-efficient to overcome this limitation of energy and to increase
the network longevity. In addition, transferring the collected data to the sink represents a
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core task for any WSN application. For this reason, plenty of research projects are being
done, and many mechanisms and routing techniques are ongoing in order to optimize the
power consumption of sensor nodes [1] [18]. Applying DHT (Distributed Hash Tables)
over WSNs becomes an active branch and provides promising assets to meet WSNs prob-
lems [9]. The DHT-based routing solutions achieve better performances in terms of scal-
ability, self-organization, decentralization, network lifetime, fault tolerance and latency
[2]; besides that, they guarantee data delivery in a limited time. However, the DHT-based
routing schemes build a virtual overlay under a physical network topology, where nodes
are connected independently of their physical proximity in the network. Hence, two vir-
tual neighbors in the logical space with two close logical identifiers may be far apart and
could not be physical neighbors in the underlying network. In this case, a logical hop
transmission in a DHT-routing protocol may go through a several physical hops that may
cost many transmission packets and a huge amount of energy consumption, which is un-
suitable for energy constrained environments such as WSNs. In this paper, the advantages
of DHTs are exploited in favor of WSNs, while the divergence problem of the virtual
overlay and the underlying network is faced. Hence, we develop a Chord-based Hierar-
chical Energy-Aware Routing Protocol (CHEARP) for WSNs, which aims to ensure that
two neighbor nodes in the physical network are also neighbors in the virtual overlay. In
fact, Chord was introduced to accelerate the lookup and to locate efficiently the node
that stores the required data. In the proposed solution, we take the benefits of these two
characteristics and the other assets of Chord protocol to accelerate the routing process
and to locate efficiently the nodes that are connected to the sink (SCH). This allows to
relay the sensed data efficiently in a finite time, while consuming few amount of energy.
In this work, the network is organized in a two-tier hierarchical structure, in which only
cluster-heads perform routing tasks using a same routing policy of Chord protocol.

The remainder of this paper is structured as follows. The next Section provides a brief
overview of Chord protocol and points out the problem statement. Section 3 presents a
review of some relevant DHT-based routing solutions. Section 4 describes in details the
proposed protocol. Section 5 discusses the performance analysis results. Finally, Section
6 summarizes and concludes this paper.

2. Preliminaries

2.1. Brief View of Chord Protocol

Chord [17] is one of the first and most popular protocols for structured peer-to-peer (P2P)
systems, designed to address the issue of lookup in dynamic P2P overlays. It assigns for
both peers and resources, unique identifiers in the m − bit key space, using the same
hash function, where m represents the identifiers’ length. The peers in Chord overlay are
organized in one − dimensional virtual ring of modulo 2m size (from 0 to 2m−1), fol-
lowing the ascendency order of identifiers so that the previous node ID is always lower
than its successor, moving in one direction in clockwise. The Peers’ identifiers and ob-
jects’ keys are generated by hashing the peers’ IP addresses and data, respectively. To
store a pair of key/value of any distributed resource, Chord uses a hash function for gen-
erating the resource’s key. This latter indicates the node where the pair of key/value will
be maintained. Then, the key will be mapped onto the first node whose identifier is equal
or follows it in the identifier space.
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Chord introduces two variants of lookup schemes; the first one is simple but slow,
whereas the second holds additional information but accelerates lookup. In the simple
key location scheme, nodes require only to know their immediate successors in the ring.
Thus, looking for a given key involves passing through the successors around the ring
until finding the node that stores the key. To accelerate lookup, a scalable key location
scheme requires each node to maintain a routing table, called finger table, constructed so
that the ith entry of the nodes n includes a pointer to the successor of node n + 2i−1 in
the Chord ring. In other words, in an m − bit identifier space, a finger table includes up
to m entries. The first finger in the routing table of a given node represents its immediate
successor, and each entry in the table maintains information about the identifier, the IP
address, and the port number of the concerned finger. Hence, queries for a researched key
are forwarded to the node with the largest identifier that is equal to or precedes the key.

2.2. Problem Statement

The main problem that researchers have to hold in order to develop an energy efficient
DHT-based routing protocol for WSNs is how to deal with the divergence between the vir-
tual overlay and the underlying network. To illustrate this problem, an example of Chord
topology is shown in Figure 1, where the node N6 points to the node N17 even though the
node N35 is closer to it than N17, since the ring construction follows the ascending or-
der of identifiers. In case of wired networks, each node can reach any destination through
several physical neighbors without influencing the lifetime of the network. However, in
case of energy-constraint networks such as WSNs, any virtual hop may cause many phys-
ical hops, and hence, many transmission packets, which increases the consumed energy,
the end to end delay and the overhead in the network. In this paper, we address these
problems and develop CHEARP, a DHT-based energy efficient protocol, which takes the
benefits of DHT overlays to be a self-organized and a totally decentralized protocol that
suits the random deployed networks, such as WSNs. In the proposed solution, we handle
the structure shown in the Figure 1 in such way that the physical structure and the logical
overlay are approximated. This allows to guarantee that if two nodes are neighbors in the
physical network topology, they will be also neighbors in the virtual overlay.

3. Related Works

The development of routing protocols in WSNs is a subject of many researches. In fact, a
myriad of routing protocols are continuously developed with the aim of facing the chal-
lenges and the intrinsic constraints of WSNs, in particular, the energy consumption. Since
we grant more interest to P2P and DHT-based solutions, in this section, only some DHT-
based routing protocols are reviewed.

A survey of DHT-based solutions in WSNs could be found in [9], where the authors
study the applicability of DHT over WSNs.

In [3], the authors discuss the application of Chord, a DHT protocol, over WSNs to
improve the delivery ratio of the overlay architecture. The proposed scheme introduces
CREIDO packets to find out the eventual joining or leaving nodes in order to cope up
instantly the network changes by mean of stabilization function. This work focuses only
on detecting eventual changes in the Chord network for an instant update of the topology,
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N6

N28

N44

N17

N59 N35

  Physical Hop

    Virtual Hop 

_ _ _ _ _ _

Fig. 1. Illustration of the divergence between physical network topology and the virtual
overlay in Chord.

and the authors do not provide any details of the manner in which they apply Chord over
WSNs.

The work in [5] consists on a limited energy consumption model for Wireless Sensor
Networks, which consists on adapting the Chord protocol for WSNs. The authors orga-
nize the random deployed nodes on clusters and elects for each cluster a strongest node
in terms of energy as cluster-head. In the developed scheme, the Cluster-heads are inter-
connected according to Chord topology, and they represent the only nodes that perform
data transmission. The solution considers the energy level of nodes and permutes Cluster-
heads to save energy. However, it does not consider the physical proximity of nodes.

CLEVER is proposed in [8] as a Cluster-based Energy-aware Virtual Ring Routing
protocol [4] for WSNs. It applies a DHT-Virtual Ring Routing protocol for inter and intra
cluster communication. In addition, the solution makes a use of clustering mechanism,
where the energy powerful nodes are defined as super-peers that take charge of the virtual
routing in the network (virtual hops). Besides, for each node is assigned a transmission
power considering its energy amount, which seems good for saving energy. However, the
super-peers in different clusters could not communicate and require the implication of the
weak nodes in each data transmission to perform routing task (physical hops).

The authors in [7] present Coral-based VRR protocol that organizes the network space
in multilevel virtual rings. In this work, nodes are categorized according to their residual
energy under three classes, namely hyperpeers that represent nodes with a big amount of
energy, superpeers that are nodes with more energy than peers, and peers that are nodes
having critical energy amount. Indeed, the first Coral-based VRR level in the network re-
groups all categories of nodes, the second level includes only superpeers and hyperpeers,
while the third level includes only hyperpeers. Moreover, this classification of nodes aims
to exploit as much as possible the energy powerful nodes in routing. Then, VRR is applied
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to ensure transmission in each layer, while Coral-based VRR allows transition between
the three layers. This technique manages efficiently the network, nevertheless, it shows the
same drawback of CLEVER, where two virtual neighbors may be physically far away.

Concisely, from the above reviewed DHT-based solutions, it is noticed that most of
DHT-based solutions present the same problem of divergence of the physical and logical
neighborhood. We overcome this problem by providing an approximate virtual overlay to
the underlying network. More details are given in Section 4

4. Proposed Solution

In this section, the network model considered in this work is described and the details of
our proposal are given.

4.1. Network Model

Before giving the details about the principal of the proposed solution, a description of the
network model is given. First, we suppose a random deployment environment of WSNs,
where sensor nodes are static and organized in clusters according to the physical prox-
imity. Then, a cluster head is elected for each cluster using the objective function, which
is given further (Function 2). We consider a scenario of application, where nodes have to
sense physical parameters from the zone of interest, and to transmit the collected data to
the sink. In this proposal, a Chord-based overlay is built on top of the physical network.
Thus, sensors are organized logically in a virtual ring according to the ascending order
of their identifiers, as shown in Figure 2. Before the overlay formation, for each node is
associated a unique identifier using the same hash function used in Chord protocol. Two
kinds of links are distinguished, namely physical and logical. A physical link exists be-
tween two nodes if the distance separating them is less than or equal to the maximum
radio transmission power (d(n1, n2) ≤ r), which is supposed to be the same for all the
sensor nodes in the network. Whereas, the logical links are defined using Function 1,
where for each node n is associated a set of up to m neighbors (fingers). The set of the
node n fingers is denoted by Fingersn, the identifiers’ length by m, and the identifier of
the node n by nid. In this paper C is considered as the set of clusters, CH as the set of
cluster heads, and a summary of the used notations is given in Table 1.

Fingersn = {Successor [(nid + 2i−1)modulo 2m]} (1)

With 1 ≤ i ≤ m

4.2. Network Structuring

Preliminary Phase. This phase succeeds the deployment of sensors in the zone of interest
and consists on determining a ring band in the network, defined by external and internal
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Chord-based overlay

Fig. 2. Example of a Chord-based overlay.

Table 1. Notations.

NotationDescription
C The set of clusters

CH The set of cluster heads

CR The set of CH nodes constituting the CHEARP Ring

CHt A temporary cluster head

CH2 A second degree cluster head

CHinit The CH that initiates the ring creation

CHsucc The CH successor in the ring

CHpred The CH predecessor in the ring

CN The number of the formed clusters or cluster heads

Dgr Node degree

F The set of finger tables

Fingers A finger table of a node

f A finger of a node

NN The variable of the cluster nodes’ number

i, j Loop counters

idCH CH identifier

idNi,j Node N identifier

m Nodes identifiers length

Ni,j The jth node in the cluster Ci
r The transmission range

SCH A cluster head that is a one hope linked to the sink (con-
nected cluster head).

borders as shown in Figure 3. The goal behind is to avoid nodes at the boundary to be
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elected as cluster-heads in order to do not waste energy in communication since there are
no nodes at the external side of the boundary. On the other hand, the ring band is the most
suitable part in the network space where the CHEARP ring has to be created. Indeed, the
nodes in this part have more possibility to be directly connected to the sink, which makes
them the appropriate nodes for the CHEARP ring creation.

Internal border nodes

Inner nodes

External boundary 
nodes

Physical links to the neighbors of the external boundary nodes
Internal boundary of the bandExternal boundary of the band

Fig. 3. Example of a random network after the preliminary phase.

The boundary sensor nodes forming the perimeter of the network represent the exter-
nal borders of the ring band. There exist many algorithms in the literature to this end, such
as in [14][19][12]. To determine the inner nodes that belong to the band, each boundary
node sends a broadcast message through the network. The nodes that receive the messages
will be part of the ring band. The last nodes that receive the broadcast message along the
internal side of the network represent the internal borders of the ring band.

Clustering Phase. Based on clustering mechanisms, sensor space is divided into small
zones that regroup sensors considering given properties. The authors use a hierarchical
structure since it suites the energy-saving issue. This kind of structures is characterized
by a division of the network into clusters, where for each cluster is associated a cluster
head (CH). The clustering phase in this work is carried out in three steps, namely the
creation of basic clusters, the election of cluster-heads and the cluster expansion.
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1. Basic Clusters Creation
There exist several clustering mechanisms in the literature [10][15][13]; for some
of them, cluster heads are firstly elected for each cluster. After that, the sub peers
integrate the appropriate clusters. While for some others, sub peers belong first to their
appropriate clusters, then, CHs are selected for each cluster. In this first step of the
clustering phase, the network is structured considering the second class of clustering
approaches. The basic clusters could be formed using the physical proximity of the
nodes, where nodes that are geographically close form a cluster. At this stage, the
authors assume that the network is organized in a set of basic clusters that include
only the nodes in the ring band, as illustrated in Figure 4. Basic cluster creation. For
each cluster is associated, randomly, a temporary cluster head (CHt). The cluster
heads and the second-degree cluster heads (CH2) will be elected in the next step,
according to important parameters that are defined further.

Basic 
clusters

The out-of-band nodes

Fig. 4. Basic cluster creation.

2. Cluster Heads Election
After the formation of basic clusters, the election process of cluster-heads is executed
as shown in Algorithm 1. The nodes are chosen to be cluster-heads considering their
degrees, which are calculated using the Function 2. Each node Ni calculates its degree
Dgri based on its residual energy level Ei, its connectivity rate Ci, defined as the
number of its neighbors, and its signal strength to the sink Pi. The degrees are sent to
the temporary cluster heads CHts that were selected before. The nodes, whose Dgr
values are the highest in each cluster, are elected to be cluster-heads and establish
connections with the nodes of their clusters.

F : Dgri = Ei ∗ Ci ∗ (|Pi| ∨ 1) (2)

The degrees of nodes are defined in the Function 2 in such a way that we promote
nodes connected to the sink with a good signal strength (a non-null Pi), a good level
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of energy and that have more neighbors. The logic operator OR inclusive (∨) allows
to avoid a null value of Dgr when a given node Ni is not connected to the sink
( Pi = 0 ). Thus, if a node is connected to the sink, its degree will be defined as
Ei ∗Ci ∗ (Pi + 1); else, it will be defined as Ei ∗Ci ∗ 1. The elected CHs supervise
their clusters and handle the data transmission from their nodes to the sink. While the
second-degree cluster-heads take charge of the data aggregation mechanism to save
more energy.

Algorithm 1 Cluster heads election

Input: C: The set of clusters
Output: CH: The set of cluster heads

1: begin
2: for i = 1 to CN do
3: for j = 1 to NNi do
4: CHti sends broadcast message to the nodes of cluster Ci
5: Calculation of Dgr(Ni,j)
6: Sending Dgr(Ni,j) to CHti
7: end for
8: CHti selects the highest degree Dgr and returns the corresponding CHi
9: CHti selects randomly the second highest degree and return the corresponding CH2i

10: end for
11: end

3. Cluster Expansion
Once the step of CH election is completed, in the last step (cluster expansion), the
elected CHs extend the clusters by sending a multi-hop diffusion messages so that
nodes that did not belong to the band join any cluster and be a part of the hierarchical
structure of the network, as shown in Figure 5.

Final  
Clusters

Fig. 5. Cluster Expansion.
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As it was previously mentioned, the basic cluster creation includes only the nodes
in the ring band that includes effectively the border nodes. Hence, after the basic
cluster creation, each border node belongs to one of the created basic clusters. In the
next step of clustering phase, a cluster-head is elected for each basic cluster as it is
shown in the cluster heads election sub-section. The last step of clustering phase is
the cluster expansion that aims to integrate nodes that are not part of the band, i.e. the
nodes that are not part of the basic clusters, into the appropriate ones. To do so, each
cluster-head (CH) sends a multi-hop broadcast message through the network. The
nodes that already belong to one of the basic clusters (including the border nodes)
are not interested in the message hence they ignore it. However, the nodes that are
outside the band and that did not integrate any cluster, could now belong to one of the
basic clusters. The broadcast messages are sent in multi-hop in order to reach nodes
that probably could not be reached by cluster-heads. In this case, the connection is
ensured by the intermediate nodes of the same cluster.

4.3. Network Routing

Ring Topology Construction and Nodes Re-identification. To approximate the overlay
structure to the physical topology, CHEARP protocol proceeds by re-identifying the nodes
at the overlay construction step as resumed in Algorithm 2. The first node that initiates
the CHEARP ring determines the distances that separate it from other CHs in its vicinity,
using the signal strength, and points at the successor node that have the shortest distance.
After that, using the source node id, the successor pointer calculates its new id. This
procedure continues until the formation of the CHEARP ring is completed. The proposed
re-identification mechanism allows to obtain a logical structure (CHEARP ring) close
to the physical one. Indeed, the CHs identifiers are substituted after being part of the
CHEARP ring, where each new CH identifier is based on the previous CH identifier (the
predecessor of the current CH). Hence, this solution guarantees that:

– Each direct successor is the closest in the physical network and in the overlay too;
– ∀ CHi ∈ CR, idCHi−1 < idCHi.

This allows to shorten the length of paths, which minimizes the transmission response
time, reduces the amount of dissipated energy in the network, and hence, extends the
network longevity.

Construction of Finger Tables. This step succeeds the CHEARP ring creation phase,
and consists on the rooting tables construction. As in the basic Chord, each node in the
ring calculates its own finger table using the Function 1. The Algorithm 3 illustrates the
way in which these tables are formed.

Data Communication.

1. Connection initialization phase
After the formation of clusters and cluster-heads, connection phase has crucial im-
portance, since it involves the interconnection of the network to the sink. As shown
in Figure 6, once the clusters and cluster-heads are elected, the base station sends a
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broadcast hello message, including its address, in the network. Since the ring in the
CHEARP protocol includes only cluster-heads in routing, the latter nodes are the only
ones that are interested in the message sent by the sink. Then, the cluster-heads send
back a response message, including their identifiers. After that, the sink will be aware
about the cluster heads that could reach it, which is denoted by SCHs. In the next
step, the sink sends another packet to only the SCH nodes, containing the set of the
interconnected SCH identifiers. Then, each SCH relays the packet to its CH neigh-
bors, except of those figured in the packet. Each CH do the same until all the CHs
receive the SCH table. Hence, CHs that are not SCHs hold another information
besides the routing table, which consists on the table of the SCHs. The redundant
SCHs ensure the connection availability to the sink and ensure the load sharing.

Algorithm 2 Ring creation and nodes re-identification

Input: CH: The set of cluster heads
CHinit: The initial CH
m: The identifiers length

Output: CR: CHEARP Ring

1: begin
2: CH1← CHinit
3: CR ← CHinit
4: α← m
5: β ← 1
6: while CH 6= ∅ do
7: if cardinality(CH) = 1 then
8: CH ← CH− CHinit
9: CR ← CR+ CH1

10: end if
11: for i = 1 to CN do
12: for j = 1 to NNi do
13: idNi,j ←idCHinit + j
14: end for
15: end for
16: β← β +1
17: CHi sends a request message to its CHs neighbors
18: if N ∈ CH then
19: N sends a reply message containing the distance that separates it from CHinit
20: else
21: N drops the message
22: end if
23: CHti selects the minimal distance and points to the corresponding CHsucc
24: CH← CH - CHinit
25: CR← CR + CHsucc
26: idCHpred← idCHinit
27: CHinit← CHsucc
28: idCHinit← (idCHpred)

αβ

29: end while
30: end
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Algorithm 3 Creation of finger tables

Input: {idCH}: The set of CHs identifiers
m: The identifiers length
r: The transmission radius

Output: F : The set of finger tables

1: begin
2: for i = 1 to CN do
3: Fi← ∅
4: Fingersi← ∅
5: for j = 1 to m do
6: fi,j ← Successor ((idCHi + 2l−1)mod 2m)
7: if Dist(CHi, fi,j) ≤ r then
8: Fingersi← Fingersi + fi,j
9: end if

10: end for
11: {F} ← {F + Fingersi}
12: end for
13: end

Hello Packets 

CHs

1

Base   Station

3
2

Sub-peers

Connected cluster-heads (SCH)1 2 3
Response Packets

1, 2, 3

1, 2, 3

1, 2, 3

1, 2, 3

1, 2, 3

1, 2, 3

1, 2, 31, 2, 3

1, 2, 3 Table of SCHs

Fig. 6. CHEARP initialization Phase.

2. Data delivery phase
In order to project the Chord basic objectives to the proposed solution, the SCHs
are identified as the unique keys that all the sensor nodes are looking for in order to
transmit the collected data to the sink. By exploiting the routing strategy of the basic
Chord, CHEARP protocol provides data transmission in an average of O(logn) hops
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[2], where n represents the number of nodes in the ring. In this section, a description
of how the packets are routed by CHEARP is given as follows:

– Intra-cluster routing: the communication inside each cluster is in multi-hops.
Subpeers send data to the CH2 for eventual aggregation, then the CH2 relays
the data to the CH , where they will be transmitted to the sink.

– Inter-cluster routing: the communication inter-cluster is in multi-hops, follow-
ing the routing policy of the basic Chord. When a CH receives data from its
subpeers, via the second-degree CH2, it selects randomly one SCH among the
SCHs set as a key to look for. Hence, the given CH checks in its finger table,
the CH with the largest closest identifier to the key and relays the data to it. In
this way, the data are passed around the CHEARP ring through the successor
pointers until achieving the random selected SCH (the requested key), which
takes in charge the transmission of the data to the sink.

73

55

63

42

21

Base   Station

89

27

Sub-peers

SCHs = {73, 85, 89}

Fingers = {21, 35}

Fingers = {73, 85}

7

9

1

85

Fingers = {42, 63}

CH2s

35

Fig. 7. Example of routing in CHEARP.

An example of routing in CHEARP protocol is given in Figure 7, where a data trans-
mission is supposed from the node N7. The latter sends the data packet to the ap-
propriate CH2 in its cluster for eventual data aggregation. Then, the CH2 sends the
packet to the cluster head N9 that takes in charge the data transmission. First of all,
N9 selects randomly one SCH key among the SCH list, for example N85. After
that, the query will be resolved as follows. N9 picks out in its finger table the succes-
sor with the closest identifier to N85, which is N35. This latter points to the finger
N63 that owns the largest identifier, and next, N63 finds out in its finger table an
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entry to the key N85 and relays the data packet to it. Finally, N85 transmits the data
to the sink.

4.4. Network Updates

To maintain the correctness of the network topology in this work, the basic Chord func-
tions are taken back while providing the necessary modifications.

Joining Process. The CHEARP ring includes only cluster heads. New sensors may inte-
grate the ring, if they satisfy the required conditions during the updating phase. However,
they have first to belong to any cluster in the sensor space. To join one of the clusters, a
new sensor broadcasts a joining request. The sensor nodes in its vicinity could respond
with a joining reply, containing the necessary information about the CH and the CH2 of
the appropriate cluster. By this way, the new node will join the first node that replays its
request, and integrates the same cluster. The new node could replace the current CH if its
energy level is higher.

Leaving Process. The network updates for leaving process depends on whether the leav-
ing node is a CH or a subpeer. In the case of subpeer, the node failure does not influence
the network topology and the table correctness. However, if the node that leaves the net-
work is a CH , it becomes mandatory to cope up the network changes in order to maintain
the network availability and correctness. A failure is detected by physical neighbors as the
same as basic Chord, using the function check− predecessor() [17]. If a predecessor of
the current node does not response, the current node turns its predecessor to null. Since
each node in CHEARP ring holds up to m entries in its finger table, if the node’s succes-
sor fails, another finger could be chosen. To distribute the energy consumption over the
nodes in CHEARP, we proceed by the distribution of the cluster head role among the ring
band nodes in each cluster. Each CH node checks periodically its instant energy level,
if it fits under the fixed threshold (2/3 of its initial energy), the re-election processes is
triggered, and the CH leaves the ring and becomes subpeer. The new elected CHs and
the old one permute their identifiers to keep correct the finger tables of the other CHs
in the CHEARP ring. As it have been motioned in the preliminary phase of CHEARP, a
node could be cluster head if only it belongs to the ring band. Thus, only inner nodes are
concerned by the re-election of the new CH .

5. Performance Analysis

5.1. Radio Energy Model

Many energy models have been proposed in the literature, we use for our analysis the
model discussed in [11], which is the first order radio model for energy dissipation. Ac-
cording to this, the transmission and the reception energy costs expended for the transfer
of an l − bit data message between two nodes over a distance of d − meter are given,
respectively, by Equations 3 and 4.
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ET (l, d) = l ∗ Eelec + l ∗ Eamp ∗ d2 (3)

ER(l) = l ∗ Eelec (4)

Where, ET (l, d) in Equation 3 and ER(l) in Equation 4 denote, respectively, the
total energy consumed in the source node transmitter and in the destination node receiver.
The parameter Eelec represents the required electronic energy to run the transmitter or
the receiver circuit. While, Eamp characterizes the energy dissipated by the transmitter
amplifier.

5.2. Simulation Environment and Parameters

To position the efficiency of the CHEARP protocol, extensive simulation experiments are
conducted under Matlab/Simulink environment, and the obtained results versus the recent
DHT-based routing protocol: CLEVER [8] are likened. In this regard, a random deployed
network of 100− 500 nodes is considered on a squared size field of 500 ∗ 500m2, which
means that the abscissa (horizontal) and ordinate (vertical) coordinates of each sensor are
randomly selected between 0 and the maximum value of the space dimension. For each
node is assigned a transmission range equals to 150 m and an initial energy value of 2 j,
while the energy values of Eelec and Eamp are respectively set to 50 nj and 0, 0013 pj.
The summary of simulation parameters used in this model is given in Table 2.

Table 2. Simulation Parameters Value.

Parameter Value
Sensor field 500 ∗ 500m2

Network size 100− 500 nodes
Packet size 4000 Bits
Initial energy 2 j
Eelec 50 nj
Eamp 0.0013 pj
Node’s transmission range 150m

5.3. Simulation Results

The subsequent sections illustrate the performance evaluation of CHEARP protocol com-
pared to CLEVER. We grant more interest, particularly, to four important performance
metrics, namely the transmission load, the end-to-end delay, the average dissipated en-
ergy and the network lifetime. The transmission load is measured as the number of pack-
ets in function of transmission frequency (number of transmissions per second) and the
number of nodes. The end-to-end delay measures the time (S) that takes a transmission to
achieve the destination. The average energy dissipation determines in joules the amount
of depleted energy of nodes during the network operations.
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Fig. 8. The impact of transmission frequency on transmission load.
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Fig. 9. The impact of transmission frequency on end to end delay

Transmission Frequency Impact. The transmission load of both CHEARP and CLEVER
protocols in function of the transmission frequency is depicted in Figure 8. The results
are obtained as the number of transited packets in the network versus the transmission
frequency ranging from 10 to 500 packet/s. From this figure, CHEARP reveals good re-
sults compared to CLEVER. This is justified by the consideration of physical proximity
of CH nodes that CHEARP provides. In fact, the proposed protocol shortens the trans-
mission path, since the virtual successor is exactly the physical one, which reduces the
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Fig. 10. The impact of transmission frequency on dissipated energy
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Fig. 11. The impact of transmission frequency on network lifetime

number of visited nodes during transmissions, and hence, the number of transited packets
in the network. However, a virtual successor in CLEVER could be reached through sev-
eral physical hops, which increases drastically the number of transmitted packets in the
network, and consequently, the transmission load.

The performance of CHEARP and CLEVER in terms of packet transmission delay
are compared in the Figure 9. The obtained results demonstrate clearly that CHEARP
outperforms CLEVER with a tolerable increase in front of the excessively high trans-
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mission frequency values. Even the use of hierarchical structure and the minimization of
the virtual path length, CLEVER shows higher values of end-to-end delay compared to
CHEARP due to the high number of packets transmitted through several physical suc-
cessor nodes before reaching the destination. In contrast, CHEARP allows reaching the
destination in short delays, thanks to the approximate physical overlay that it uses.

Figure 10 and Figure 11 compare respectively, CHEARP and CLEVER, in terms of
average dissipated energy and network lifetime, where CHEARP proves once more its
efficiency against CLEVER. As depicted in Figure 10, CLEAVER consumes more en-
ergy than CHEARP since it involves many physical successor nodes in data transmission,
which decreases the network lifetime.
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Fig. 12. The impact of network scalability on transmission load

Network Scalability Impact. In the Figures 12, 13, 14 and 15, the authors measure
respectively, all of the transmission load, end-to-end delay, dissipated energy as well as
the network lifetime, in function of the network size, that ranges from 100 to 500 nodes,
where the transmission frequency is fixed at 200 packets/s. From these figures, it is
noticed that CLEVER generates an increase in terms of load transmission, transmission
delay and energy consumption compared to CHEARP. This is due to the lack of the num-
ber of transmitted packets through several intermediate sensor nodes (physical hops) be-
fore reaching the destination. Besides that, it is noticed that the percentages of the total
remaining energy of both CLEVER and CHEARP are almost very close despite the in-
crease of network size, since the total energy of the network increases with the increase of
the number of nodes. Hence, even if increasing network size increases the path length, for
a same value of transmission frequency, the dissipated energy, in function of network size
increase, increases lightly. Through the obtained results, the proposed CHEARP protocol
proves its effectiveness as a DHT-based routing solution for WSNs.
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Fig. 14. The impact of network scalability on dissipated energy

6. Conclusion and Future Works

This paper presents a Chord-based Hierarchical Energy-Aware Routing Protocol (CHEARP),
which addresses the energy consumption issue in WSNs. In this regard, the proposed so-
lution takes benefits of distributed hash tables, and hierarchical structures to build a hybrid
energy aware protocol. Indeed, the proposed protocol copes up the independence between
the virtual overlay of the DHT and the physical network topology by re-identifying nodes
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Fig. 15. The impact of network scalability on network lifetime.

during the virtual ring construction. Hence, the proposed solution approximates the two
structures and constructs a kind of physical ring, in which CHEARP guarantees for each
node, the same set of physical and virtual neighbors. Besides, the proposed protocol suits
well the randomly deployed networks, where only a part of sensor nodes could reach the
sink. By handling only the identifiers of the interconnected nodes to the sink, any node in
the network could transmit the data packets to the sink, following routing principal sim-
ilar to basic Chord. Furthermore, CHEARP is compared to another DHT-based routing
protocol, CLEVER, through which we prove the effectiveness and the good results that
CHEARP reveals. In other words, the proposed protocol and its approximate strategy get
to reduce the routing path (hop count), which decreases the transmission load and the
end-to-end delay, and hence it minimizes the dissipated energy and extends the network
longevity, which is the main purpose of this work.
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Abstract. Business Processes facilitate the execution of a set of activities to achieve
the strategic plans of a company. During the execution of a business process model,
several decisions can be made that frequently involve the values of the input data of
certain activities. The decision regarding the value of these input data concerns not
only the correct execution of the business process in terms of consistency, but also
the compliance with the strategic plans of the company. Smart decision-support sys-
tems provide information by analyzing the process model and the business rules to
be satisfied, but other elements, such as the previous temporal variation of the data
during the former executed instances of similar processes, can also be employed to
guide the input data decisions at instantiation time.
Our proposal consists of learning the evolution patterns of the temporal variation of
the data values in a process model extracted from previous process instances by ap-
plying Constraint Programming techniques. The knowledge obtained is applied in a
Decision Support System (DSS) which helps in the maintenance of the alignment of
the process execution with the organizational strategic plans, through a framework
and a methodology. Finally, to present a proof of concept, the proposal has been
applied to a complete case study.

Keywords: Business processes, Input Data, Decision-making support, Evolution
Models of variables, Constraint Programming, Process Instance Compliance

1. Introduction

The operational plans of organizations are documents that include in detail all technical
and organizational aspects related to the development of their products or services. Orga-
nizations frequently perform their operations by using Business Processes to support the
services offered. A Business Process consists of a set of activities that are performed in
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coordination within an organizational and technical environment to achieve an objective
[43]. In process orientation, business processes are the main instrument for the organiza-
tion [18], where commercial Business Process Management Systems are incorporated to
facilitate the automation and monitoring of their daily processes, and that they are aligned
with their objectives and data at the same time [32]. These systems support the imple-
mentation, coordination, and monitoring of the business process executions, and produce
a great quantity of data that can be stored for its later application in deriving a data evolu-
tion pattern temporal variation.

In order to maintain the correct management defined in the strategy plans, companies
evaluate the status of the organization by analyzing the suitability of their Key Process In-
dicators (henceforth referred to as KPI) [34]. However, some of the decisions made during
the process instances take into account information not available when the decisions are
made, because it depends on the activities that will be executed later in the process and
how the KPIs will evolve in the future. The process model describes activities that will be
executed until the process instance ends. However, to know how the KPIs will evolve, it
is necessary to analyze former instances, and the values of the variables that represent the
measurements concerning the evolution of the process instances. This data allows a target
value to be monitored over specific periods through extraction this value from the execu-
tion of business processes. For this reason, this set of observational variables represents
the stage of the business, in terms of measurements.

In this paper, we propose a methodology to support the decisions about the values of
input variables in business process instances introduced by the business experts at runtime.
Frequently, these decisions are made by the expert experience, that can be partial and
subjective. But, what can be done when the process instance evolution is not aligned
with the KPIs defined. For this reason in this paper, we support the decision-making for
the alignment of the execution of the processes with the KPIs, guided by how previous
instances of the same process evolved.

To clarify our contribution, the application of our proposal will be illustrated using
an example. In the organization of a scientific conference, a set of decisions must be
made. Months before the celebration and the attendees are registered, the business experts
must decide the early and late registration fees, the venue, or the number of proceedings
to print. These decisions affect the successful execution of the conference. Usually, to
make these decisions, experts consult previous editions of the same or similar conferences.
The analysis of how the number of registrations evolves, and how it is affected by the
proximity to the end of the early registration period can avoid making incorrect decisions.
Furthermore, the decision-makers can check if the information obtained is aligned with
the business goals and organizational constraints.

1.1. Challenges

A methodology to guide decision point during process instantiation was addressed in pre-
vious work [15,14]. That methodology was based on modeling the restrictions extracted
from the operational plans, by using a special type of Business Rules called Business Data
Constraint [16].

However, the previous approximations fail in the following aspects, which are tackled
in the current paper:
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– Analyze the temporal variation of the relevant data during the process instances by
consistently incorporating the fluctuating patters, their trends and recurring behavior.

– Incorporate into the decision point results obtained by cases with analog contextual
patterns. The activities executed during each instance describe the stage of an in-
stance, although other factors can influence the temporal variation of the data in-
volved.

– The degree of uncertainty of the variables handled at the decision points, was not
accounted in the previous methodology. It is essential to include this uncertainty since
it is not the same to decide the value of a variable in an initial stage of the business
process instance, in which its uncertainty is very high, as is in an advanced stage, in
which the uncertainty is reduced.

1.2. Objectives

Taking into account the above challenges, in this paper we propose an extension of the
previous study to achieve the objective: The creation of a methodology that supports the
decisions made during the process model execution about the input data values. The basis
of the methodology is to provide the proper range of values taking into account the stage of
the instance and the possible evolution of the variables in the future according to analog
models, i.e. related former-instances.

This objective implies the achievement of the three following sub-objectives:

1. Problem Modeling: During modeling time, the different parts of the problem are in-
corporated using the business Expert Knowledge. The elements that must be modeled
are: The Business Process Model, Dictionary, Stages and Business Rules.

2. Creation of evolution patterns of variables: Before starting the instance in which
decisions have to be made, it is necessary to create the the patterns of the data tempo-
ral variation, by analyzing how they evolved in analog models.

3. Decision-making support for input data at runtime: For each decision, the sys-
tem uses the knowledge extracted from data temporal variation in previous instances,
adapted to the current stage of the Process-Observational Variables in the decision-
making moment. This is performed by using the Constraint Programming paradigm
that provides different techniques to solve constraint problems.

Thanks to this new approach, the board and executive team of an enterprise can com-
pare the current status of an instance with previous statuses, thereby helping to maintain
the alignment of all business processes with the defined KPIs. On the other hand, thanks
to the base of knowledge obtained, we will have the capacity to predict how the business
instance will evolve, and how undesirable variation can be detected at an earlier stage.

The paper is organized as follows: Section 2 introduces a real world case study,
used throughout the paper to illustrate the various aspects. Section 3 presents a graphical
overview of the basic aspects of the methodology. The subsequent three sections describe
the three phases of the methodology: Problem Modeling in Section 4, creation of variable
evolution pattern in Section 5, and Decision-making support for the input data phase in
Section 6. Section 7 describes related work. Finally, conclusions are drawn and future
work is proposed in Section 8.
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2. Case Study

In order to describe our proposal, a case study is presented to make the methodology
accessible. The case study is a sample extracted from an event organization company
focused on conferences. The company offers the service by using a web-based application,
through which the customers can manage the conferences that they organize. Thanks to
this service, the company has a large database of past events that can be consulted in order
to improve decisions regarding conferences of the future. Figure 1 shows the process
that support a conference organization that follows the operational business plans of the
company. The example represents a research conference where participants can present
a research work that has been previously reviewed and accepted. The process has been
simplified to illustrate the example.
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Fig. 1. Example of processes for Conference Organization.

The process Conference management is performed by the Conference Chair, and sup-
ports the operations for the establishment and management of the conference organiza-
tion. The first task is to Configure conference and publicity, where the conference chair
decides to set up the parameters of the conference, by defining the initial data values.
Some of this data, represented by means of variables in the process, is related to regis-
tration fees at different times, available budgets, and the important dates. There is a data
element associated with the activity Configure conference and publicity where the input
variables, whose values must be established, are depicted (e.g. early registration fee, late
registration fee, date of submission closes, date of early registration closes, etc.). Once the
conference is configured, some values of the input variables cannot be changed, for ex-
ample, the early registration fee, this is why to take into account how the process instance
can evolve is so relevant. Afterwards, Contact partners is performed in parallel with the
Review of papers, as shown in Figure 1. These two latter activities can start once the
Submission time has expired. Subsequently, the Print proceedings and Hire venue tasks
are executed in parallel. The subsequent steps are Book gala dinner and in parallel Book
lunch. In the case where a profit of more than 4,000 euros is expected, speakers can be
invited. This is performed in the task Invite speakers. Finally, the conference takes place
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when the task Hold conference is executed, and payments and final reports are performed
in the task Prepare final reports and make payments.

The second process, (2) Submission, is carried out by Authors. The first task is Se-
lect available conference with open submission process, since several conferences can
be available for the submission of contributions at the same time. The next task consists
of collecting information on the author and the contribution in Register the paper data.
The author must subsequently wait until the revision is completed. Finally, the author is
notified once the task Receive notification is executed.

The third process is (3) Registration management, which is in a pool assigned to the
Attendees for their registration in a conference.

This case study is challenging for several reasons: (1) it includes several actors in the
process: organizers, authors, reviewers, and attendees; (2) there is a relationship between
various processes with a significant number of shared variables, such as conference id,
number of attendees, etc.; and (3) there are many decisions about variable values needed
throughout the process that are key to the success of the process: registration fees, venue
cost, lunch and gala dinner prices, etc. One of the main problematic issues of the confer-
ence organization is that several decisions must be made before a specific value is known.
Many activities include decisions on the value of variables that are key to the success-
ful celebration of the conference. For example, in the Configure conference and publicity
activity, the values of registration fees are established without knowing the number of
participants. A low registration fee and few attendees could mean that no speakers can be
invited to give the keynotes or there may not be enough money to hire the gala dinner.
In order to avoid this type of problems, these decisions tend to be made according to the
previous experiences of the organizers, but frequently based on subjective aspects. The
evolution of the number of papers sent, or the number of early registered can give clues
about how the process instance can evolve in the future, making the current decisions
more proper and accurate. Without the use of a decision-making support system, the or-
ganizer of a conference cannot come ahead of time when the number of attendance are
not evolved as expected (in comparison with previous instances), and how the decisions
of the future can be made to avoid an unwanted situation.

Thanks to our proposal, the organizers can obtain information of previous instances
and make decisions according to this information at runtime. Following with the keynotes
problem and let’s assume that income is only dependent on registrations. When the or-
ganizers have to decide who to invite to give a keynote, they are going to have available
not only the number of people registered up to that moment, but also how that value is
evolving with respect to previous instances. If the evolution is very negative (many less
registered), our framework will let the organizers know how much money they will have
available approximately according to that evolution. How the framework is integrated in
the business process and in which points the decisions are made are explained in the fol-
lowing sections.

3. Methodology for Decision-Making Support of Input Data

The main objective of our proposal is to assist the business experts in the decision-making
during process execution. Figure 2 graphically summarizes our methodology. The sum-
mary is introduced in this section, and details are provided in the following sections.
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Fig. 2. Steps of the Methodology proposed.

1. Problem Modeling: This takes place during the definition of the business process by
the business expert as detailed in Section 4:

– The Business Process Model must be included to describe the behavior of the
organization (Subsection 4.1).

– The Dictionary of Process-Observational Variables is defined, with the objec-
tive of maintaining a common language that facilities the following steps of the
methodology, explained in Subsection 4.2.

– Business Rules enrich the Business Process Model to describe the business rules
involving Process-Observational Variables as described in Subsection 4.3.

– The set of relevant Stages (S), in which the Business Process Instances (BPI) can
be, must be defined. Based on the strategic plans of the company and the business
experts’ knowledge, in Subsection 4.4 we propose a mechanism to model and
compute the S that represents the BPI temporal variation.

– Identify activities where decisions will be made, so that different decision points
can be pinpointed in the business process (Subsection 4.5).

2. Creation of the evolution pattern of the variables: The temporal variation of the
relevant variables and how each stage can affect them is fundamental in the later
decision-making process. Since the BPI works in various ways, the selection of a
subset of instances similar to the instance subject to a decision is essential. Section 5
details the following information:

– A mechanism enables business experts to specify the Comparable Instance cri-
teria, to select the former instances that are more related to the instance under
decision. These aspects are discussed in Subsection 5.1.

– According to the Comparable Instance and by analyzing the former instances,
the temporal variations of the Process-Observational Variables are obtained as



Decision-Making Support for Input Data in BP according to Former Instances 841

detailed in Subsection 5.2. The discovery of the evolution pattern is crucial for
the understanding of how the business works, thereby helping in the decision-
making process.

– A model template is automatically created by traversing Business Process Mod-
els and combining the Business Rule associated with each activity. Once the evo-
lution patterns are created, we propose the use of the Constraint Programming
Paradigm, thereby creating a Constraint Satisfaction Problem template that con-
tains the temporal variation patterns obtained and the structure of the process, as
detailed in Subsection 5.3.

3. Decision-making support for input data: During the execution of each Decision
Point in an instance under decision, decisions regarding input data can be made. In
order to determine the correct input domain, we propose the combination of the cur-
rent stage with the Constraint Satisfaction Problem created in the previous step, as
discussed in Section 6.

4. Problem Modeling

The model of the problem is composed of a Business Process Model, a Dictionary of
Process-Observational Variables, the Business Rules, the Stage descriptions, and the De-
cision Points. Each component is described in the following subsections.

4.1. Business Process Model

Business Process Models permit the description of the activities developed by an organi-
zation. The standard BPMN 2.0 [31] is usually employed for this purpose. The example of
Figure 1 includes three business processes. Business Processes can include: a start event,
end events, activities, gateways, and conditions associated with the gateway branches (OR
and XOR). These components are combined in a control flow structure that manages the
order of execution of the activities.

4.2. Dictionary (D)

In order to describe the relevant control variables that will be involved in the business rules
and in the KPIs, the business experts must describe the Dictionary of terms. A Dictionary
is formed of a set of Process-Observational Variables {POVar1, . . ., POVarn}, whose
values are relevant for the organization to know whether their policies comply and their
KPIs are reached or not. Each Process-Observational Variable is composed of a name of
the variable and its description (〈name, description〉). The description contains informa-
tion that enables its value to be extracted from the Business Process Management System
for each instance. In our case study, examples of the Process-Observational Variables
include:

– earlyRegFee: Cost in the early registration period.
– lateRegFee: Cost in the late registration period.
– maxPapers: Maximum number of papers that can be accepted.
– submissionOpen: Date when the paper submission opens.
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– regOpen: Date when the registration opens.
– earlyRegClose: Date when the early registration closes.
– submissions: Number of submissions to the conference.
– earlyReg: Number of registrations in the early registration period.
– totalReg: Number of attendees.
– sponsorship: Total amount reached by sponsors.
– acceptedPapers: Number of accepted papers.

In order to describe the meaning of the Process-Observational Variables and to auto-
matically evaluate and monitor these variables, the use of Process Instance Query Lan-
guage (PIQL) [33] is proposed. PIQL enables business experts to extract information from
the process instances that match with specified criteria, and includes a set of operations
over the selection. Not only does PIQL allow the selection of instances under execution,
but also that of former instances. PIQL is oriented to business experts, offering a natural-
language-like specification.

It should be borne in mind that although PIQL is the language selected to specify Pro-
cess-Observational Variables, the study of PIQL itself remains outside of the scope of this
paper. Certain details are provided below for a better understanding, but the formal syntax,
and in-depth details are available in [33]. The types of operations that can be performed
over processes and task instances can be seen in Table 1.

Table 1. Operations over a set of process and task instances.
Operation PIQL Syntax
Count all selected instances The number of instances of processes
Obtain the value of a variable of the data-flow if just
one instance matches

The value of variable of the process p

Obtain the average of values of a variable of the
data-flow for the selected instances of a process

The average value of variable of the
process p

Obtain the maximum value of a variable of the data-
flow for the selected instances of a process

The maximum value of variable in the
process p

Obtain the minimal value of a variable in data-flow
for the selected instance of a process

The minimum value of variable in the
process p

Count the task instances for all the selected in-
stances

The number of instances of task t

Additionally, the attributes of Table 2 can be used for the filtering of processes and
task instances. Moreover, certain arithmetical, logical, and comparison operators can be
used. Moreover, a set of predicates can also be used as detailed in Table 3.

By using PIQL, several of the Process-Observational Variables specified above can
be modeled as follows:

– maxPaper: The value of maxPaper of the process “Conference Management”.
– regOpen: The value of regOpen of the process “Conference Management”.
– submissions: The number of instances of “Submission process” that are finalized.
– earlyReg: The number of instances of “Registration Management process” that end

before earlyRegClose.
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– totalReg: The number of instances of “Registration Management process” that are
finalized.

– acceptedPapers: The number of instances of “Submission process” with “accepted”
= “true”.

– notified: The number of instances of “Author notifications” task of process “Confer-
ence Management process”.

Table 2. Attributes of process and task instances.
Attributes PIQL Syntax
idCase with a case id idCase
Process Name with a name process name
Task Name with a name task name
Start with a start date date
End with an end date date
Cancelled cancelled
Who executed by the user user

Table 3. Predicates allowed
Predicates Transformed pattern
are finalized end date is not equal to Null
are not finalized end date is equal to Null
are cancelled cancelled is not equal to Null
are not cancelled cancelled is equal to Null
executed by {name} the user is equal to {name}
start before {date} a start date is less than {date}
end before {date} an end date is less than {date}
start after {date} a start date is greater than {date}
end after {date} an end date is greater than {date}

4.3. Business Rules

The strategic plan of a company is commonly a set of documents written in natural lan-
guage. These documents must be translated into something computable in order to know
whether a Business Process Instance has finalized correctly or not, according to the poli-
cies of the companies. Numerous studies propose a variety of taxonomies to classify the
definition of business rules [7,19]. One of the most frequent definitions is: A specification,
a policy or a standardized procedure, that represents a natural step towards the inclusion
of semantic requirements between business functionality and data. However, if the rela-
tions between the variables that delineate the Stages of the business have to be described,
then Business Rules have the capacity to describe Business Compliance Rules [5]. This is
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the focus of this subsection, the modeling of the Business Rules by using an adaptation of
the Business Data Constraints introduced in [13,16].

A Business Rule is a Boolean combination of numerical constraints whose evaluation
can be true (satisfied) or false (unjustifiable). These numerical constraints can be specified
by means of operators of comparison and Process-Observational Variables defined in the
Dictionary. Business Rules represent the semantic relation between the data values that
are introduced, read, and modified during the execution of the Business Process Instances
[12].

In our case study, the set of constraints associated with the main process includes:
Expenses must be less than or equal to income for every conference; The maximum ac-
cepted papers cannot be exceeded; All attendees must possess a copy of the proceedings;
It is forbidden to exceed the maximum capacity of the auditory.

Business Rules can be associated with an activity, a set of activities, or as an invariant
of the whole process. For example, when the activity Invite Speakers is executed, then the
constraint the total cost of bringing a speaker to the conference cannot exceed 30% of the
income reached by sponsorship must be satisfied.

Business Processes describe relations between Process-Observational Variables. The
scope of these Process-Observational Variables can involve various instances of numer-
ous processes. Business Processes therefore take into account not only relations between
the local status of individual instances of a process, but also the global status of the com-
pany. Business Rules have been addressed in [15], which is adapted to our proposal, where
both the Process-Observational Variables and the variables defined in the data-flow of the
process can be involved.

These constraints can appear from different sources, such as business strategic plans,
business rules, and manager restrictions. The principal aspect here is to determine if these
constraints are mandatory for the defined scope, since, in the case where they remain
unsatisfied, the process cannot be considered as having been finalized successfully. One
example of Business Process related to the case study is: “expenses must be less than or
equal to income for every conference”. This is defined by the manager, and in the case
where it remains unsatisfied, the instance of the process in which it has been defined, will
not finish properly.

In our case study, the set of constraints associated to the main process is:

– Expenses must be less than or equal to income: expenses ≤ income.
– All attendees must possess a copy of the proceedings: numberOfProceedings ≥
totalReg.

– It is forbidden to exceed the maximum capacity of the auditory: venueCapacity
≥ totalReg.

– The cost of inviting a speaker must be less than 30% of sponsorship income:
speakersCost ≤ sponsorship× 0.3.

On the other hand, there are also other Business Rules oriented towards the definition
of intermediate variables, such as:

– Income is the result of multiplying the number of early registrations by the early
registration fee, plus the result of multiplying the number of late registrations by
the late registration fee, plus the income by sponsorship: income = earlyReg ×
earlyRegFee+ lateReg × lateRegFee+ sponsorship.



Decision-Making Support for Input Data in BP according to Former Instances 845

– Expenses is the result of adding the total cost of publicity, plus the number of copies
proceedings printed multiplied by the price of each copy, plus the total venue cost,
plus the gala dinner cost, plus the lunch cost, plus the total cost of inviting speakers to
the conference: expenses= publicity+ numberOfProceedings× proceedingPrice
+ venueCost + galaDinnerPrice + lunchPrice + speakersCost.

BRs are stored and queried using a Constraint Database as described in [37,11].

4.4. Business Process Stages

The temporal variation of the Process-Observational Variables is frequently related to the
execution of the activities that form the Business Process Model. However, certain exter-
nal factors may also influence these variables. For instance, conference chairs know that
the information about the number of registrations (TotalReg) of a conference increases
fairly quickly once paper notification has been performed. However, this type of infor-
mation cannot always be included explicitly in a BPMN model, and cannot be extracted
directly from the business process. Since this information is crucial to know the variation
at any moment, we propose a simple description of these Stages, to be used in the process
instance analysis developed for the decision-making process. When a decision has to be
made, the user will consult the status of the variables related to this decision.

As can be observed, and according to our case study, the definition of these Stages
is not exclusively dependent on which activities are being executed, and is related to the
variation of the values of some Process-Observational Variables. For example, in our
case study, there is no specific activity to make a late registration, but there is a period
of time where the registration is more expensive (after the earlyRegClose). Therefore,
even though all registrations are made using the Registration Management Process, the
variation of the number of registrations depends on the stage of the registration (early or
late).

Let S be 〈s1 . . . sn〉, which represents all Stages defined by the business experts for a
Business Process Model, where at least one stage must be defined. In our case study, the
set of stages defined are:

– Paper submission: Period of time in which the paper submission is open to authors.
The period between submissionOpen and submissionClose.

– Early registration: Period of time in which the registration is the cheapest. More
specifically, the period between regOpen and earlyRegClose.

– Late registration: Period of time in which the registration is open in a late registration
phase, which is the period between earlyRegClose and regClose.

– Notified: When the activity Notify is executed.
– Conference: Period in which the activity Hold Conference is executed.

In order to describe the Stages, we also propose the use of Business Data Constraint
[15], by using the Process-Observational Variables defined in the Dictionary, as shown
above. currentDate, currentDay and currentHour placeholders are also allowed, and
the engine automatically sets their values at runtime.

Listing 1.1 shows an example of Stages using Business Data Constraints, where the
Stages paperSubmission, earlyReg, lateReg, notified, and conference are defined.
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[ p a p e r S u b m i s s i o n ]
s u b m i s s i o n s ≥ 0 AND n o t i f i e d = 0

[ e a r l y R e g ]
regOpen ≤ $ c u r r e n t D a t e AND e a r l y R e g C l o s e > $ c u r r e n t D a t e

[ l a t e R e g ]
e a r l y R e g C l o s e ≤ $ c u r r e n t D a t e AND r e g C l o s e > $ c u r r e n t D a t e

[ n o t i f i e d ]
n o t i f i e d > 0

[ c o n f e r e n c e ]
h o l d C o n f e r e n c e > 0

Listing 1.1. Stages defined for the example

There are no restrictions regarding the number of stages defined by the business ex-
perts. They can define the set of stages that they consider relevant for the knowledge
extraction phase. The overlapping of stages is of no consequence; this issue will be con-
sidered in the normalization phase explained in Subsection 5.2.

At moment (t) of the Business Process Instance, the possible Stages defined by a
business expert can be in either of two positions: Activated or Deactivated. A status is
Activated when the Business Process Instance meets the conditions defined for this Stages
and the Boolean expression is true; it is Deactivated and false otherwise.

4.5. Decision Points

During the instantiation of a business process model, the activities can include forms
to introduce values of variables of the process. The value of the input variables can be
provided by the third party not being necessary a decision (e.g. the gathered sponsorship),
or by a business expert as a product of decision-making about the most proper value for
the variable (e.g. the number of copies of the proceedings according to the estimation of
attendance before the final number is known). A Decision Point is associated to activity
of the business process, where some values of a set of input variables must be introduced
at instantiation time [6]. Each Decision Point is formed of a tuple 〈Decision Variables,
activity〉.

For the first process of Figure 1, (1) Conference Management Process, there are six
Decision Points (Decision Variables, activity):

– Decision Point 1: 〈{earlyRegFee, lateRegFee, publicity}, Configure conference and
publicity〉
• earlyRegFee: Cost of early registration fee.
• lateRegFee: Cost of late registration fee.
• publicity: Estimation of the cost for publicity actions.

– Decision Point 2: 〈{numberOfProceedings, proceedingPrice}, Print a copy of the
proceedings〉
• numberOfProceedings: The number copies of the of proceedings to print.
• proceedingPrice: The price of printing a copy of the proceedings of one

conference.
– Decision Point 3: 〈{venueCost}, Hire venue〉
• venueCost: Venue cost.



Decision-Making Support for Input Data in BP according to Former Instances 847

– Decision Point 4: 〈{galaDinnerPrice}, Book dinner〉
• galaDinnerPrice: The price of gala dinner.

– Decision Point 5: 〈{lunchPrice}, Book lunch〉
• lunchPrice: The price of lunch.

– Decision Point 6: 〈{speakersCost}, Invite speakers〉
• speakersCost: The total cost of inviting speakers to the conference.

When a process instance reaches an activity with a Decision Point, the DSS must
evaluate the range of values for the input data that enable the aim of the Business Process
to be achieved. This range is derived from the analysis of the former instances of the
process to ascertain how the values of the Process-Observational Variable can evolve
until the process ends according to the stage of the current process instance. The following
section analyzes how the Process-Observational Variable evolution patterns are created
in order to facilitate decision making.

5. Creation of evolution pattern of Process-Observational Variables

In order to make the decisions during process execution, it is important to take into
account the context of the decision, in terms of the stages of the Business Process In-
stance. For example, to decide the most appropriate number of copies of the proceedings
to print (numberOfProceedings), it is necessary to derive the number of attendees
(totalReg). However, this decision must be made several months before the conference
starts. The number of attendees can be derived from the number of those already regis-
tered and how this value evolved in previous and similar conferences (e.g. conferences in
the same research area, city, or period). Obviously, the final totalReg depends on the
current value of the variable, and the rest of POVar, or the stage of the instance (before or
after the lateReg stage). How the POVar can evolve in the future can be derived by ana-
lyzing the BP, and how they evolved in previous process executions. However, in order to
compare the Business Process Instance under decision with previous ones, it is necessary
to extract only the Comparable Instance (e.g. conference of the same research area) as
explained in Subsection 5.1, and to extract the evolution patterns (Subsection 5.2). The
subsections below describe how this can be performed.

5.1. Specify Comparable Instances

A Business Process Instance (BPI) represents a specific case in an operational business
process, and an execution of a Business Process Model. All BPIs {bpi1 . . . bpin} of a
model, are individually described by the tuple 〈M , Start, End, UpdateEvents〉: M is
the Business Process Model, Start is the start data when bpii started; End is end date
when the bpij finalized (empty if not finalized); and UpdateEvents is a set of updated
events, that is, the moments at which the value of any variable of the BP instance has been
modified. We differentiate between two types of Business Process Instance:

– Non-former instances (NFI): Business Process Instances that are still under execu-
tion, that is, are not finalized. NFI ∈ BPI; ∀nfi ∈ NFI, nfi.End = null. In
certain non-former instances, decisions regarding data must be made; these instances
are called Instances Under Decision.
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– Former instances (FI): Business Process Instances already finalized. FI ∈ BPI;
∀fi ∈ FI, fi.End 6= null. The set of former instances constitutes a major part
of our proposal, since they represent historical information about the executions. In
some of these former instances, decisions have been made.

The analysis of former instances will be very useful to understand the temporal varia-
tion of the variables in the various Business Process Instances, and the DSS is able to use
this information to help business experts make better decisions regarding the instances
under study. A subset of the former instances can be selected to create a evolution pattern
for the decision point.

Let comparable instances CI 〈ci1 . . . cin〉 be the set of former instances that share
certain characteristics with the instance under study. These related instances are able to
analyze the Process-Observational Variables in former instances, to improve the deci-
sions. In our case study, examples of characteristics defined by business experts include:
(i) Topic: software engineering(ii) End date: 5 days before the current date; and (iii) Num-
ber of registrations: the final register will be less than 250 and greater than 100 attendees.

The former instances that comply with the criteria defined above are considered com-
parable instances to the non-former instances in which decisions must be made. There-
fore, the former instances that comply are valid for analysis and for the extraction of
useful knowledge to be used in the DSS.

By using the set of variables defined in the Dictionary, and by using the grammar
defined for PIQL, business experts can define those characteristics as shown in Listing
1.2.

topic IS EQUAL TO ’software engineering’ AND
holdConference IS GREATER THAN $currentDate − 5 years AND
totalReg IS LESS THAN 250 AND totalReg IS GREATER THAN 100

Listing 1.2. Example of the definition of Comparable Instances

5.2. Extracting of patterns of evolution of Process-Observational Variables

This step consists of automatically creating a temporal variation model of the Process-
Observational Variables of the business processes by analyzing the former instances.

It should be borne in mind that each instance and its aforementioned Stages, can have
a different duration. For instance, in the example presented in Section 2, conference man-
agements can differ in their duration. Figure 3.a shows the variation of the Process-Ob-
servational Variable “number of registrations” (totalReg for the organization of three
conferences (i.e., three different instances of “conference management process”). In order
to facilitate the understanding of the example, these three processes start at the same time
(t = 1). As can be observed, P1 has a duration of 40 units of time, P2 has a duration of
20 units of time, and P3 has a duration of 30 units of time.

The differences in the duration introduce complications into the comparison of the
POVar variation between different Business Process Instances and into the creation of
evolution patterns. However, this comparison is essential to obtain expected data value
evolution. For this reason, it is necessary to establish mechanisms that enable the compar-
ison of various instances with different duration and into various periods of activities or
stages.
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(a) Variable not normalized

(b) Variable normalized

Fig. 3. Normalization Process of the execution time of a Process-Observational Variable

Normalization The most evident mechanism of comparison is that of data normalization
[10]. A representation of this mechanism is shown in Figure 3, where the execution times
are normalized according to the events that occur during the instance-life. Normalization
involves the adjustment of the values in different scales to a notionally common scale.
Once the Business Process Instances are established on the same scale, they can then be
compared.

However, the evolution of the values of the Process-Observational Variables is not
constant throughout the whole life of the Business Process Instance. The evolution can
differ depending on the Stages. Moreover, the duration of each Stages in different in-
stances can be different, being necessary the normalization of the Process-Observational
Variables when they are compared. For this reason, our proposal includes a normalization
process that homogenizes the evolution of the values of the Process-Observational Vari-
ables to be comparable, taking into account the Stages and the duration of each business
instances.
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Therefore, the normalization process consists of two phases: (1) Displace the start
instant of all Comparable Instances to the same instant, Start=1; and (2) Set the differ-
ent duration of Business Process Instances to a common scale to compare the temporal
variation of each variable involved in the various instances.

Thanks to this normalization, every instance is scaled to the same duration, where
this duration is the maximum duration of the former instances (12 units of time for this
example), as shown in Figure 3.b. Once normalized, the Business Process Instances can
be compared, and the degree of similarity among the temporal variations can be observed.
Table 4 shows an application of the Stages defined by business experts over the set of data
shown in Figure 3.a. In this case, we can observe three possible Stages represented with
three colors. Three sets of data are obtained (because three stages have been reached), and
the results once the stage is started are shown graphically in Figure 4.

Table 4. Variable Registrations with the stages colored in each instance
t 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

P1 0 0 0 0 0 0 0 0 0 0 1 3 4 5 7 8 9 10 12 13
P2 0 2 3 5 6 8 10 11 13 14 16 18 19 21 22 28 35 43 54 67
P3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40
P1 14 16 17 18 20 21 22 23 25 26 29 31 35 38 42 46 51 56 61 67
P2
P3 2 3 5 6 8 12 19 29 44 67

Finding out the Envelopment Temporal Variation of Process-observational variables
Once the temporal variation of the variables is normalized, techniques of knowledge ex-
traction can be applied. For every detected possible combination of Stages and all vari-
ables in these Stages, this step consists of computing the minimum and maximum slope
of the Process-Observational Variable. It represents the degree by which the variable in-
creases or decreases, from the Stages understudy, to the final value of the variable, at the
point of finalization. This implies the computing of the maximum and minimum percent-
age of increment or decrement of the variable from the Stages to the end of the process.
Slopes for early stages contain more uncertainty than those for late stages; however, this
information will be beneficial in the estimation of the potential final range of values of the
Decision Variable.

There exist numerous references in the literature, where methodologies and tech-
niques are proposed for the creation of models by using the observations, such as curve fit-
ting [24], linear regression [29], and non-linear regression [30]. These models are needed
for the computation of the potential increase or decrease of the variable, and hence, our
proposal is based on the calculation of the slopes, although other techniques, such as those
described below, could be applied.

The slopes are computed by dividing the difference between the final and initial value
by the duration of the process. Minimum and Maximum slopes are calculated by taking
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Fig. 4. Variable normalized according to the stage

minimum and maximum values into account, as shown in Figure 5 where the Stages is
“started, not notified”. This consists of calculating the slopes by using the lowest value for
any instance at the beginning of the stage, and the lowest final value of an instance for the
computation of the minimal slope. On the other hand, by using the highest values at the
beginning of the stage for any instance and the highest values at the end of the process,
the maximum slope is computed.

5.3. Combination of the element of the Models by means of a CSP template

Once the different elements of the model have been described or derived from former in-
stances, they must all be combined for overall reasoning. This implies to link the business
rules to the activities, along with the Decision Points and the possible envelopment vari-
ation according to the stages. We propose to use an approximation similar to [15], where
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State “started, not notified”

Units of time (time)

Registration (reg)

𝑀𝑎𝑥𝑆𝑙𝑜𝑝𝑒 = 	
MaxFreg - MaxIreg

MaxFtime	 −MaxItime

Max final value
(MaxFtime, MaxFreg)

Min final value
(MinFtime, MinFreg)

Min initial value
(MinItime, MinIreg)

Max initial value
(MaxItime, MaxIreg)

𝑀𝑖𝑛𝑆𝑙𝑜𝑝𝑒 = 	
MinFreg -MinIreg

MinFtime	 − MinItime

Fig. 5. Graphical representation of the max and min slope for one stage

the elements were associated to the business process model according to the control-flow
structure of the process. The various business rules associated to each activity or set of
activities (as explained in 4.3) can be combined in a Constraint Satisfaction Problem
to ascertain how the Process-Observational Variables variation can affect each decision.
Since the Business Process Model contains elements that route the execution flow of the
process (such as gateways), it is necessary to analyze the control-flow structure and its
associated business rules. The problem of analyzing the structure of the business process
has been addressed in [15], which tackles how to obtain the set of Business Rules in ac-
cordance with the control-flow. The basic principles of how the Constraints are combined
following the control flow are depicted in Figure 6. The set of patterns to combine the
constraints are:

– Sequence (Figure 6.a). All the instances must execute these activities, hence all the
Business Rules must be satisfied. Therefore they are put together with an AND Boolean
relation between them.

– AND Split (Figure 6.b). Similarly with the AND split control flow, all the instances
have to execute all the activities of the different branches, although the order is un-
known. Therefore, the business rules of all these activities will be combined by means
of an AND Boolean combination.

– XOR Split (Figure 6.c). In the case of the XOR control flow, where only one branch
can be executed for an instance, the condition associated with each branch will be
combined with the Business Constraints of the activities for each branch. The Busi-
ness Constraints of the activities of a branch have to be satisfied only if the branch is
executed. Therefore, the Business Rules of the activities of the different branches will
have an OR Boolean relation between them, and the conditions are combined with an
AND Boolean relation with the Business Rules of the activities for each branch. A
special treatment is performed for the default branch, where the conditional flow of
execution implies the non-compliance of the condition for the rest of the branches,
thereby implying the negation of the rest of the conditions.
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Fig. 6. Combination of Business Rules in terms of the control flows and their conditions

– OR Split (Figure 6.d). OR control flow is very similar to XOR, the only difference be-
ing that more than one branch can be executed, and hence the default option negating
the rest of the branches does not appear since this would make no sense.

Invar
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Config. S1 S2

Review

Partner

J1

Venue

S3J2

Speaker

J3 PaymentHold END

Print

Legend

Constraint
AND 
Split

JoinEvent

XOR 
Split

Fig. 7. BPMN Graph for Conference Organization.

These algorithms enable to approach a Business Processes as a BPMN-graph that
is traversed to build a Constraint Satisfaction Problem that guides during the decision-
making process. For example, the BPMN-graph created for the process used in the paper
is shown in Figure 7. Each node represents: start event (with the invariant constraints
associated); an activity with the associated constraint, if correspond; gateways (and-split,
and-join, xor-split, xor-join), and; end event.
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The problem obtained has the following form:
CInvariant ∧ (CConfig∧(CReview∧CPartner)∧(CPrint∧CV enue)∧(¬(Income−

expenses < 4, 0000) ∧ CSpeak) ∧ CHold ∧ CPaym)
The details about the traverse algorithm can be found in [15].
A Constraint Satisfaction Problem (CSP) represents a reasoning framework that con-

sists of of variables, domains, and constraints. Formally, it is defined as a tuple 〈X, DO,
C〉, where X = {x1, x2, . . ., xn} is a finite set of variables, DO = {do(x1), do(x2),
. . ., do(xn)} is a set of domains of the values of the variables, and C = {C1, C2, . . .,
Cm} is a set of constraints. Each constraint Ci is defined as a relation R on a subset of
variables V = {xi, xj , . . ., xl}, called the constraint scope. The relation R may be repre-
sented as a subset of the Cartesian product do(xi) × do(xj) × . . . × do(xl). A constraint
Ci = (Vi,Ri) simultaneously specifies the possible values of the variables in V in order
to satisfy R. Let Vk = {xk1

, xk2
, . . ., xkl

} be a subset of X . An l-tuple (xk1
, xk2

, . . .,
xkl

) from do(xk1), do(xk2), . . ., do(xkl
) can therefore be called an instantiation of the

variables in Vk. An instantiation is a solution if and only if it satisfies the constraints C.
In order to solve a CSP, a combination of search and consistency techniques is com-

monly used [9]. The consistency techniques remove inconsistent values from the domains
of the variables during or before the search. During the search, a propagation process is
executed which analyzes the combination of values of variables where the constraints are
satisfiable. Several local consistency and optimization techniques have been proposed as
ways of improving the efficiency of search algorithms.

In a CSP, the inclusion of a constraint in the set C has the same effect as including
this constraint with an AND (∧) relation with the set C . For this reason, the CSP template
is composed of:

– X: {Related variables defined in the Dictionary } ∪ {Decision Variables}
– DO: Estimated ranges for each variable in X, in the Stages in which the decisions are

going to be taken
– C: {Business Rules defined for the whole Business Process} ∪ {BDC obtained by

traversing the Business Process}

Not all Process-Observational Variables defined in Dictionary are included in the
CSP template. Only those variables in the intersection between the Process-Observational
Variables defined in Dictionary and the set of variables that have been used to define the
Business Rules, are included in the CSP template. The reason is that, if Process-Obser-
vational Variable is defined in Dictionary but is not used in any Business Rules, then it
implies that the variable exerts no affect, and therefore its inclusion can be omitted.

This CSP template represents the whole process since the template contains all rel-
evant Process-Observational Variables, and the combined Business Rules are in accor-
dance with the control flow. The only element in the preceding template that needs to be
specified is the specific value of the DO of each Process-Observational Variable at the
specific moment at which the decision must be made.

For the example, the CSP pattern built to analyze the possible valid values of a Deci-
sion Variable is presented in Figure 8. The orange parts can be defined with the business
process analysis, although the green parts (instantiation of min and max ranges and defi-
nition of the input variable to be decided) will depend on the execution decision-making
points.
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Instantiation of Min and Max ranges

Define the input variables to decide (Decision Variable)

Relevant variables of the dictionary maxPapers, submissions, totalReg, … Integer

Range of the data-flow variables obtained 
from the pattern evolution of former 
instances

maxPapers [MINmaxPaper...MAXmaxPaper] Integer
submissions  [MINsubmissions...MAXsubmissions] Integer
...
totalReg [MINtotalReg...MAXtotalReg] Integer 

Business Constraints obtained by
traversing the business model

income – expenses >4000 -> speakersCost <= sponsorship*0.3
...

Global Business Policies
expenses <= income
numberOfProceedings >= totalReg
...

Fig. 8. Pattern of CSP for input-data decision-dmaking.

Constraint Satisfaction Problems provide possible tuples of variables that satisfy the
constraints. On the other hand, Constraint Optimization Problems provide the tuple of
values that optimize a function. We can consider the utilization of an optimization in
this context, however, it was dismissed for avoiding the reduction of the domain of the
decision variables, necessary in uncertain scenarios. For the example, to minimize the
outcomes, the person in charge of the decision can always select the lowest quantity of
expenses and the highest of revenue. However, these decision could reduce the domain
of the future decision provoking possible unsatisfiable business rules. This is why the
proposal provides the possible range instead of a single value.

6. Decision-Making Support for Input Data in Decision Points

In this section, the whole DSS process is followed using a real set of Process-Obser-
vational Variable values applied to the example presented in Section 2. In the example,
the number of copies of the Proceedings (numberOfProceedings) is an input vari-
able whose value must be decided before the registration process is closed. However, our
methodology can help in the decision-making regarding input data once the execution
of an instance reaches a Decision Point, in this case, to decide the number of copies of
proceedings to print in the activity Print Proceeding.

6.1. Ascertaining the current Stage

Table 5 shows the temporal variation of the most relevant Process-Observational Vari-
ables defined in the Dictionary of Section 4.2 for one simple former instance. This data
has been processed with the aim of showing an understandable dataset, and, for this rea-
son, every row has been summarized into weekly data, and several less relevant weeks
have been removed. Several interesting aspects can be seen in this former instance, in-
cluding aspects such as: The income for sponsorship remains unchanged from week 6;
the submissions start in week 6, and their number remain unchanged after week 19; and
the total number of registrations is 121 and this remains unchanged from week 36.
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Table 5. Temporal variation of the main POVars in the Dictionary
week sponsorship submissions totalReg earlyReg lateReg acceptedPapers

0 0 0 0 0 0 0
1 100 0 0 0 0 0
2 10000 0 0 0 0 0

...
6 25000 1 0 0 0 0
7 25000 5 1 1 0 0
8 25000 5 4 4 0 0
9 25000 10 6 6 0 0

10 25000 25 8 8 0 0
...

19 25000 50 54 54 0 20
20 25000 50 66 66 0 20
21 25000 50 66 66 0 20
22 25000 50 67 66 1 20
23 25000 50 69 66 3 20

...
35 25000 50 114 66 48 20
36 25000 50 121 66 55 20

...
40 25000 50 121 66 55 20

6.2. Estimation of the ranges for each Process-Observational Variable

The estimation of the ranges will be performed based on the current Stage at the moment
of the decision, and the knowledge extracted regarding Process-Observational Variable
temporal variation patterns. These ranges involve the possible ranges of potential final
values of each Process-Observational Variable, based on the variation of Process-Obser-
vational Variables extracted from former instances of the business processes, as explained
in Subsection 5.

The Stages defined by business experts in Section 4.4 are applied with the experi-
mentation data, and the data in each possible set of Stages that can be matched together
are normalized to be comparable (shown in Section 5). The evolution patterns found are
shown in Table 6. In order to create a comprehensible sample, only the most relevant
Process-Observational Variables are shown.

Table 6. Knowledge extracted from Minimum and Maximum slopes for each POVar.
Stages

POVar \ sponsor. submi. totalReg earlyReg lateReg accepted
papers

earlyReg 0.00 - 625.00 1.25 -1.25 1.55 - 3.00 1.00 - 1.62 0.55 - 1.37 0.50 - 0.75
earlyReg

paperSub 0.00 - 405.40 0.00 - 1.32 1.67 - 2.78 1.08 - 1.30 0.59 - 1.49 0.54 - 0.81

earlyReg
notified 0.00 - 0.00 0.00 - 0.00 1.68 - 2.68 0.48 - 0.80 0.88 - 2.20 0.00 - 0.00

lateReg
notified 0.00 - 0.00 0.00 - 0.00 0.00 - 1.10 0.00 - 0.00 0.00 - 1.10 0.00 - 0.00

lateReg
notified
confer.

0.00 - 0,00 0.00 - 0.00 0.00 - 0.00 0.00 - 0.00 0.00 - 0.00 0.00 - 0.00
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6.3. Instantation of the CSP template

When the possible ranges of the Process-Observational Variables have been obtained
from the previous step, it is the moment to incorporate the obtained values into the CSP-
template and to include the decision variable as the goal of the CSP. The way in which the
template is instantiated is presented below.

Table 7. Predicted minimum and maximum values for the related Process-Observational
Variables in stage “earlyReg and notified”

Variable Min Max Current Estimated Estimated
Slope slope value min value max value

earlyReg 0.48 0.80 24 35.52 43.20
lateReg 0.88 2.20 0 21.12 52.80

totalReg 1.68 2.68 24 64.32 88.32
acceptedPapers 0.00 0.00 19 19 19

maxPapers 0.00 0.00 20 20 20
sponsorship 0.00 0.00 20000 20000 20000

earlyRegFee 0.00 0.00 300 300 300
lateRegFee 0.00 0.00 400 400 400

publicity 0.00 0.00 20000 20000 20000
venueCost 0.00 160.00 0 0 3840

venueCapacity 0.00 3.20 0 0 76.80
numberOfProceeding 0.00 2.80 0 0 67.20

proceedingPrice 0.00 3.20 0 0 76.80
galaDinnerPrice 1.60 2.80 0 38.40 67.20

lunchPrice 0.60 1.00 0 14.40 24
speakersCost 200.00 400.00 0 4800 9600

Table 6 presents the knowledge regarding the temporal variation of Process-Observa-
tional Variables that has been extracted by analyzing the Comparable Instances. In Table
6, it can be observed how certain variables leave the value unchanged in certain stages, for
instance, earlyReg has positive slopes when the set of stages defined by business experts
is: earlyReg (Min: 1.00, Max: 1.65), earlyReg and paperSubmission (Min: 1.08, Max:
1.30), earlyReg and notified (Min: 0.48, Max: 0.80). This means that, in this situation, the
variable has increased minimal and maximal values. However, in the stages lateReg and
notified, and lateReg and notified and conference, the slopes are Min: 0.00, Max: 0.00,
which means that, in these stages, the variable earlyReg remains unmodified.

Thanks to this information, once a decision regarding data has to be made, it is pos-
sible to estimate the final range of values of each variable, and a Constraint Satisfaction
Problem can be built in order to verify that all constraints in the process are satisfied, and
to inform the decision maker of the range of values of the Decision Variable.

In the aforementioned conference example, one instance of a decision is given in
the establishment of the value of the variable numberOfProceedings, which is decided
upon in the task Print Proceedings. For this example, the decision has been made at mo-
ment t = 16 weeks, and with the current values for the process following the current
Stages of the Process-Observational Variables defined in the Dictionary: {submissions:
53, earlyReg: 24, lateReg: 0, totalReg: 24, acceptedPapers: 19, notified: 1, holdConfer-
ence: 0, maxPapers: 20, submissionClose: 11, regOpen: 4, earlyRegClose: 23, regClose:
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38, sponsorship: 20000, earlyRegFee: 300, publicity: 20000, lateRegFee: 400, venueCost:
0, numberOfProceedings: 0, proceedingPrice: 0, galaDinnerPrice: 0, lunchPrice: 0, speak-
ersCost: 0}.

Therefore, by mapping this information with Dictionary, it is possible to observe that
the stages activated are earlyReg and notified. As can be seen in Table 7, by using the
previous knowledge extracted from former instances, it is possible to know how these
variables will probably evolve. For instance, current totalReg is 24, and since the mini-
mum slope and maximum slope calculated for these stages are: Min 1.68 and Max 2.68.
Thereby, the final values will probably lie between:

- EstimatedMinV alue = (40t − 16t) × 1.68 totalReg
t + 24totalReg = 64.32

totalReg
- EstimatedMaxV alue = (40t − 16t) × 2.68 totalReg

t + 24totalReg = 88.32
totalReg

Other Process-Observational Variables, such as sponsorship, have a Min and Max
slope of 0.00 in this set of stages and hence we consider that this value is fixed, in this
case, to 20,000.

With this information, the CSP-template is instantiated according to the envelopers
and the current stage, as shown in Figure 9. The instantiation of the Min and Max Ranges
of the variables that evolve, and the input variable under decision is included (green part).

 

maxPapers, submissions, totalReg, … Integer

maxPapers [MINmaxPaper...MAXmaxPaper] Integer
...
totalReg [MINtotalReg...MAXtotalReg] Integer 

income – expenses >4000 -> speakersCost <= sponsorship*0.3
...
numberOfProceedings >= totalReg
...

Instantiation of Min and Max ranges
MINearlyReg=35 MAXearlyReg=44
MINlateReg=21 MAXlateReg=54
MINtotalReg=64 MAXtotalReg=89 

Define the input variables to decide
(Decision Variable) Goal for branching(numberOfProceedings)

Fig. 9. Pattern of CSP for input at decision time.

The domain of the Process-Observational Variables depends on the stage of the vari-
ables when the decision is made, and how the value of the variables can evolve according
to the envelopment temporal variation obtained in the previous subsection. The stage of
the variables is known at decision time, and therefore the specific domain of the variables
cannot be included in the CSP template, for the example MINmaxPaper, MAXmaxPaper,
MINsubmission, MAXsubmission, MINtotalReg and MAXtotalReg.

Since the CSP solver returns all the possible values of the variables, it is necessary
to limit it further to present only the values of the Decision Variables. To this end, the
decision variables are defined as objectives during the propagation process where the
variables are instantiated. This limitation enables the search to stop the propagation in
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those branches where no new values of decision variables can be found, thereby halting
the unnecessary combinations of values. For each solution found, each value of the Deci-
sion Variables is stored in a sorted list. Each of these sorted lists is conditioned to return
the list of intervals for each variable of decision. For example, if the values {1, 2, 3, 5, 8,
9, 10} are found for the variable x, then the list of intervals built is {[1, 3], [5, 5], [8, 10]}.

6.4. Solution of the Constraint Satisfaction Problem

In order to compute the range of the Decision Variable to guarantee a successful exe-
cution, a Constraint Programming solver must solve the CSP, and obtain the possible
range of the decision variable, numberOfProceedings for the example of the CSP above.
Numerous commercial solvers are available. In this case, we have selected ChocoSolver
[36].

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40

earlyRegFee

lateRegFee

numberOfProceedings

lunchPrice

galaDinnerPrice

speakersCost

submissions

earlyReg

totalReg

Configure 
conference 

...

Review 
of pap..

Contact 
partners

Print 
proceed…

Hire 
venue

Book 
dinner

Book 
lunch

Invite 
speakers

Hold 
confer..

Prepare 
final rep…+ + + + + + x x

incomes-expenses<400

earlyReg
earlyReg

paperSubmission

earlyReg

notified notified

lateReg
notified
lateReg

conference

Stages

de
ci

si
on

de
ci

si
on

de
ci

si
on

decision
decision de

cis
ion

D
ec

is
io

n 
va

ria
bl

es
Ev

ol
ut

io
n 

va
ria

bl
es

fro
m

 6
1 

to
 6

8

Fig. 10. Decisions and support system.

Figure 10 describes a possible process instance where the activities are executed and
the decision are made, in accordance with the evolution of the evolution of the variables.
For example, several decisions are made before the task print proceedings is executed,
where the numberOfProceedings to print out has to be decided. Moreover, there
is a set of evolution variables that are changing during the process instance. Following
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the resolution of the CSP, the values of the decision variables, that make possible the
successful execution of the instance, are found, and the recommendation to the decision-
maker is made. In the case of the numberOfProceedings to print out, the system
determines that the value should lie between 61 and 68. With this information, the experts
makes the last decision, and once it is made, as can be seen in Figure 10, the value of this
variable is set. Of course, this value can also affect to future decisions.

As can be seen in Figure 10, for each decision, the system offers a range of values
with which the process can be completed correctly, this is, in compliance with all the
business rules. To ascertain better how the variable can evolve, the corresponding patter of
evolution with the stage is used in each decision (represented with different color tones).

7. Related Work

In business processes, decision-making support contributes towards helping the business
process designer choose the best combination of activities, to achieve a given objective.
In the literature, simulation-based approaches have been proposed, such as [40] for com-
plex dynamic systems and for the inclusion of uncertain data, or methods to optimize
processes with fuzzy descriptions [41]. We observe that these types of methods ignore
how the process works at runtime and fail to consider the importance of the variables of
the data-flow. They are oriented towards the design of the model or the redesign of the
business process [23] by analyzing the quality of the process at design time. Data has also
been involved in other studies related to decision support; for example, [25] proposes op-
erational decision support for the construction of process models based on historical data
to simulate processes. That proposal includes a general approach to a business process for
operational decision support and includes business process modeling and workflow sim-
ulation with the models generated, by using process mining. There are studies related to
how to model the processes, such as that in [2], which proposes a framework of assistance
in the creation of models by taking the necessary resources involved in the process into
account. In that paper, the data that describes the resources of the execution of the process
is used, but not the data that flows at run-time, nor is it considered how this assistance can
function at run-time. Previous studious have faced the problem of optimal execution of
decision models [4], where authors minimize and prioritize the acquisition of decision-
related data by classifying decision inputs into decision trees, according to the degree of
their influence on the outputs. The literature also contains methods for the discovering
of the business process from logs, which can be used as a starting point for the business
process design.

In general, we found that the literature is largely centered on the activity selection [3],
or on the optimization of the process design [35], but not on the assistance of the user for
the input data. Although work such as [21] is oriented towards auditing the process in
order to detect gaps between the information system process flow and the internal control
flow in the business process, the quality of the data values at run-time is not a cause of
concern for the authors. Errors in the quality of data can be derived from the existence
of an oversight in the description of the semantics of data in the business processes. The
use of compliance rules has traditionally been used for the validation of the business
process, and not for user assistance. The validation of business process traces has provided
a field of intense research in recent years using business compliance rules; see [8] as an
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entry point into this literature. However, these types of proposals cannot be used in the
decision-making support for input data since they are focused on compliance with the
process model structure [38], [26].

Regarding how to model data-aware compliance rules, studies such as [42], [27],
[20], and [1], have defined graphical notations to represent the relationship between data
and compliance rules by means of data conditions. These types of compliance rules can-
not, therefore, be employed to infer the possible values of the variables that are involved in
the decisions. In [28], “semantic constraints” and the SeaFlows framework are proposed in
order to enable integrated compliance support. Furthermore, in [22], a preprocessing step
that allows the efficient verification of data-aware compliance is presented, whereby the
data describes under what conditions the activities can be executed. In general, many ex-
amples can be found where data objects are used for compliance verification, for instance,
the semantically annotating activities with preconditions and effects that may refer to data
objects are introduced in [17], and the detection of tuples from different data-sources that
refer to the same real-work entity can be found in [39], but none assist the user with this
knowledge at run-time.

Summarizing, and to the best of our knowledge, only the preliminary studies [14] and
[15] make use of the knowledge of the Business Process Model and the Business Rules
for decision-making support for input data, while all other proposals are focused on the
design or redesign of the model (Business Process Model). The current paper constitutes
an improvement on these two previous papers by including not only Expert Knowledge
but also the analysis of previous executions, in order to automatically extract knowledge
that enables the evolution of the variables involved to be discovered, thereby offering
better recommendations regarding input data to the decision maker.

8. Conclusions and Future work

Several decisions must be made at the operational level of an organization. Moreover,
the are numerous situations that can affect the evolution of the organization. For this
reason, when a decision is made, it is necessary to analyze the process model, the stage
of the instance process, and to consider how other instances evolved in the past. All these
elements are combined in the proposed DSS to help in the data input during process
execution. This system provides a guide as to the correct management as defined in the
business plans, by taking advantage of the information regarding former instances and
business process knowledge. Thanks to this analysis, the information is set up to help in
the decisions concerning input data in current instances, which for exceeds the simple use
of this information for Stages reports or post-mortem analysis.

In order to develop the DSS, it is necessary to: model the problem, and include the
business rules that define the goals of the organizations; create pattern of the temporal
variation of the variables according to former instances; and create a CSP model that
provides the correct domain for the input data that facilitates the correct finalization of the
process.

Regarding future work, we consider three areas where our work could be more helpful:
(1) through the improvement of the mechanism to ascertain the behavior of the business
and its variables by applying data mining techniques; (2) through enriching the model with
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further components, such as the inclusion of external constraints related to services; and
(3) through assistance in not only satisfying the strategic plan, but also in the optimization.
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32. Pérez-Álvarez, J.M., Gómez-López, M.T., Eshuis, R., Montali, M., Gasca, R.M.: Verifying the
manipulation of data objects according to business process and data models. Knowledge and
Information Systems (Jan 2020)
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Abstract. As traditional networks, the software-defined campus network also suf-
fers from intrusion attacks. Current solutions for intrusion prevention cannot meet
the requirements of the campus network. Existing methods of attack traceback are
either limited to specific protocols or incur high overhead. To protect the data cen-
ter (DC) of the campus network from internal and external attacks, we propose an
Intrusion Prevention System (IPS) based on the coordinated control between the de-
tection engine, the attack traceback agent, and the software-defined control plane.
Our solution includes a novel algorithm to infer the best switch port for defending
different attacks of varied scales based on the inverse HSA (Header Space Analy-
sis) and the global view of the software-defined controller. The proposed scheme
can effectively and timely block the malicious traffic not only protecting victim
hosts from attacks but also preventing the whole network from suffering unwanted
transmission burden. The proposed IPS is deployed on the bypass of the DC switch
and collects network traffic by port mirroring. Compared with the traditional serial
deployment, the new design helps defend the DC internal attacks, reduce the proba-
bility of network congestion, and avoid the single point of failure. The experimental
results show that the overhead of our IPS is very low, which enables it to meet the
real-time requirements. The average defense time is between 10 and 14 ms for the
data center internal attacks of different scales. For external attacks, the maximum
defense time is about 76 ms for a large-scale network with 100 switches.

Keywords: IPS, Intrusion Prevention System, SDN, Software-defined Network, At-
tack Traceback, Inverse Forwarding Function, HSA, Header Space Analysis, Cam-
pus Networks, DC, Data Center.

1. Introduction

The overall situation of network security is not optimistic in recent years. Intrusions from
the Internet have brought serious consequences, which pose a great threat to information
security of networked systems. In the first quarter of the year, DDoS attacks rose more
than 278 percent compared to Q1 2019 and more than 542 percent compared to the last
quarter, according to Nexusguards Q1 2020 Threat Report [16]. In addition, attacks from
the internal hosts infected by computer viruses have exhibited great destructiveness in
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868 Guangfeng Guo et al.

several security incidents. Worms play an important role in internal attacks. The worm
installs itself in the memory of the computer but it has the capability to transfer itself
to other hosts automatically even without human intervention, thus making it much more
serious than a virus. In recent two years, some enterprises have been attacked by the worm
GandCrab, which encrypts victims' files and demands ransom payment in order to regain
access to their data. Since launching in January 2018, GandCrabs authors claimed to have
brought in over $2 billion in illicit ransom payments [15].

Software-defined networking (SDN) [26] has its roots anchored deeply in education
and drives the evolution of the campus network. It demonstrates that the campus network
can do more than serving universities, and they are also capable of helping a diverse set of
users with varying needs. Therefore, the software-defined campus network is becoming
increasingly important. The data center (DC) of the campus network holds the most crit-
ical data assets of a university, college, or institute, so it is the key protection unit of the
network and also the focus of this paper. Unfortunately, the security of software-defined
campus networks is worrying. As traditional networks, software-defined networks also
suffer from attacks such as DoS (Denial of Service), U2R (User to Root), R2L (Remote
to Local), Probe, etc. Given that SDN is famous for its contributions to the network archi-
tecture, we consider taking advantage of its dynamic flow control, network-wide visibility,
and network programmability to improve its security, especially its intrusion prevention
capability.

The Intrusion Prevention System (IPS) has been widely adopted to enhance network
security. Traditionally, it is deployed between the core switch of the campus network
and the DC switch in series. Once external malicious traffic attacks DC hosts through
the IPS, it can effectively protect them from these attacks. However, before entering the
IPS, a large amount of malicious traffic is often forwarded by other switches inside the
campus network, which brings additional burden to the network. Moreover, if an internal
malicious host attacks other DC hosts, the IPS can no longer protect them because the in-
ternal malicious traffic is forwarded by the DC switch without through the IPS. Therefore,
we want to build an innovative intrusion prevention system that protects DC hosts from
both internal and external attacks. The proposed system is deployed on the bypass of the
DC switch and it collects network traffic with port mirroring. The new design prevents
the IPS-incurred single point of failure from happening, avoids the network congestion
caused by the serial deployment, and defends the DC internal attacks. Further, the new
system makes use of the inverse forwarding functions derived by expanding the Header
Space Analysis (HSA) [20] framework to accurately trace attack traffic back and find the
best switch port for blocking it. Finally, the system harnesses the synergy of the intru-
sion detection engine, the attack traceback agent, and the software-defined control plane
to block intrusion attacks from the source in real time using the OpenFlow protocol and
prevents the malicious traffic from soaring at the beginning of attacks.

The contributions of this paper are as follows:

– To protect the data center of the campus network from internal and external attacks,
we propose an intrusion prevention system based on the coordinated control between
the intrusion detection engine, the attack traceback agent, and the software-defined
control plane.
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– According to the inverse HSA, we design a novel real-time protocol-independent
algorithm to infer the best switch port for preventing different intrusion attacks of
varied scales using the forwarding model of the entire network.

– We implement a prototype of the proposed IPS and evaluate its performance in the
software-defined campus networks of various scales under the intrusion attacks such
as NULL scanning and FIN scanning.

The rest of the paper is organized as follows. Section 2 summarises related work to
the IPS in SDN and Attack Traceback. In Section 3 we describe our design principles and
system architecture. Section 4 presents our algorithm of finding the best defense switch
port. Section 5 presents the implementation details of the proposed IPS. Section 6 de-
tails our performance evaluation experiments. In Section 7 we discuss the advantages and
drawbacks of various attack traceback methods. Finally, conclusions are drawn in Section
8.

2. Related Work

2.1. IPS in SDN

There is some existing work that leverages SDN for intrusion prevention. Based on the
deployment modes of security components, the existing work can be classified into two
categories: (1) security applications built on the SDN controller [35,8], (2) security de-
vices that work in cooperation with the SDN control plane [34,9]. Changhoon Yoon et
al. [35] implement four types of security functions with SDN in Floodlight applications
and evaluate their Floodlight [1] application in real testbeds. For the NIPS (Network In-
trusion Prevention System) application, the payload delivery from the data plane to the
control plane would incur substantial overhead. Pin-Jui Chen and Yen-Wen Chen [8] pro-
pose a defense mechanism, which can find attack packets previously identified through
the Sniffer function, and once the abnormal flow is found, the protection mechanism of
the Firewall function will be activated. But its evaluation method is simple, and it is dif-
ficult to meet the security requirements of campus networks; its real-time performance is
not evaluated; the problem of tracing the source of the attacker is not resolved. Xing et
al. [34] presented an implementation of Snort IPS for protecting the cloud platform us-
ing Snort IDS [10] while sending the blocking action to the SDN controller. The authors
get the benefit of snort as open source IDS and adjusted it for integration. But tracing
the source of the attacker isn’t considered. Yaping Chi et al. [9] propose a scheme for
the cloud platform intrusion prevention, and the result shows that the efficiency of the
intrusion detection in the new scheme can be improved by two times compared with the
traditional intrusion prevention scheme. The solution applies to the cloud environment
only; it is difficult to adopt this solution to meet the diverse security needs of the campus
network, however.

2.2. Attack Traceback

Attack traceback is not a goal, but a means to defend against great harmful attacks (such
as Dos). Identifying the origins of attack packets is the first step in making attackers
accountable. Besides, after figuring out the network path which the attack traffic follows,
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the victim under the attack can apply defense measures such as packet filtering further
from the victim and closer to the source.

Some scholars have started research on the attack traceback. IP traceback is a tech-
nique for tracing the paths of IP datagrams back toward their origins and also serves as
the main technique for attack traceback. its methods can be divided into 5 categories:

1) Link Testing
Link testing [24] is an approach which determines the upstream of attacking traffic

hop-by-hop while the attack is in progress. It is compatible with the existing protocols
and the network infrastructure, such as routers. However, it is only suitable for tracking
the attacks that last for long times.

2) ICMP Trace
This scheme is for each router to come up with an ICMP traceback message [3] or

reach directed to the identical destination. The trace message itself consists of consequent
and previous hop data and a time stamp. It utilizing the explicitly generated ICMP Trace-
back message were proposed in [17,31]. It incurs higher overhead in computation, storage
and bandwidth.

3) Logging
This solution involves storing packet digests or signatures at intermediate routers and

using data-mining techniques to see the trail that the packets traversed [32]. The draw-
backs of this technique include significant amount of resources have to be reserved at
intermediate routers and hence large overhead on the network, complexity, centralized
management.

4) Overlay Networks
CenterTrack [33] is an overlay network, consisting of IP tunnels or other connections,

that is used to selectively reroute interesting datagrams directly from edge routers to spe-
cial tracking routers. The tracking routers, or associated sniffers, can easily determine the
ingress edge router by observing from which tunnel the datagrams arrive. The datagrams
can be examined, then dropped or forwarded to the appropriate egress point. It need to
add special tracking routers, and is easy to find by attackers due to rerouting interesting
datagrams.

5) Packet Marking
Packet-marking methods [7,30,4] are characterized by inserting traceback data into

the IP packet to be traced, thus marking the packet on its way through the various routers
on the network to the destination host. The method is subdivided into Probabilistic Packet
Marking (PPM) [29] and Deterministic Packet Marking (DPM) [2]. Each router marks
the packet with some probability in the PPM scheme, while every packet passing through
the first ingress edge router is only marked with the IP address of the router in the DPM
scheme. It requires modifications to the protocol, and cannot handle fragmentation and
does not work with IPv6 and is not compatible with IPSec.

To be brief, each type has its advantages and drawbacks. The first type is only suitable
for tracking the attacks that last for long times; the second and third type usually incur
extra network burdens; the other types of methods require particular routers in the data
path.

In this paper, we propose an intrusion prevention system that leverages the coordinated
control between the detection engine, the attack traceback agent, and the software-defined
control plane. In terms of the SDN design, our solution belongs to the second type of
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the system layouts described in Section 2.1. We assume that all the forwarding devices
in the campus network are stateless and SDN-enabled, and they are controlled by the
SDN Controller; the initial network topology is known in advance, and the attacks can be
discovered by the detection engine of the IPS.

Current methods of attack traceback in Section 2.2 are either limited by specific pro-
tocols or incur high overhead. In this paper, we construct the inverse forwarding functions
by expanding HSA framework, and design a novel real-time and protocol-independent
algorithm of finding the best switch port for defense. In the later section, we will demon-
strate the proposed solution can accurately and timely prevent attacks of varied types and
scales.

3. Design Principles and System Architecture

The data center of the campus networks holds the most critical data assets, so it requires an
efficient IPS solution for protecting its servers and other hosts from internal and external
attacks. In the section, we discuss the design principles of a common intrusion prevention
system for software-defined campus networks, propose an innovative IPS architecture to
meet these principles, and introduce the intrusion prevention process of our proposal IPS.

3.1. Threat Model

The software-defined campus network not only suffers from the traditional attack (such as
Dos, U2R, R2L, and Probe) but also sustains attack for the SDN control plane. Defending
the latter attack is our future work, and is out of scope in this paper.

We assume the threats against the data center (DC) server of the campus, except attack
for the SDN control plane. The victim may be a DC internal host, an external host or even
an Internet host.

3.2. Design Principles

The design principles of a common intrusion prevention system for software-defined cam-
pus networks are based on the following key properties:

– Needing an efficient solution for mainly focusing on protection data center servers
of campus networks: The data centers of campus networks hold the most critical data
assets. So the IPS mainly protection data center of campus networks avoiding inte-
rior and external attacks in the campus network, and avoids single-point failure and
reduces the probability of network congestion.

– Detecting different types of attack: the victim host of the data center can suffer
from data center internal hosts, other campus network hosts(such as hosts of the office
network) and Internet hosts.

– Finding the best defense switch port for different types of attack: The IPS can
pinpoint the attack source and find the best defense switch port for different attacks
and directly block the malicious traffic from injecting switches, which can eliminate
dispensable transmission burdens which are raised by malicious attacks.
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– Compatibility with any OF-enabled device and protocol-independent: The algo-
rithm of finding the best defense switch port can be valid with any OF-enabled device
(such as a Layer 2 switch or a router, etc.), regardless of which protocol it belongs to.

– Real-time: The IPS can intercept the malicious traffic at the beginning of the attack
avoiding the malicious traffic soaring late.

3.3. Overall Architecture

The campus network provides network access services for students and faculties, divided
into multiple types of subnets (such as the data center LAN and the office LAN). A min-
imum software-defined campus network consists of an SDN controller, three switches,
several servers and dozens of workstations, as shown in Fig. 1. The border switch links
the campus network to the Internet, and the other two switches connect servers and work-
stations. The DC (data center) switch and application servers comprise the data center
LAN of the campus. Similarly, the ON (office network) switch and users’ workstations
form an office LAN for the campus.

Border Switch

Report

      DC Switch

ON Switch

Interaction

SDN Controller

Internet Campus Network

Control  
Switches

Victim

Attacker

Detection EngineAttack Traceback Agent

Controll Flow

Data Flow

Physic Link

Mirror 
Flows

Fig. 1. Intrusion Prevention Architecture on an SDN-based Campus Network

The intrusion prevention architecture for the software-defined campus network is
composed of an intrusion detection engine, an attack traceback agent, and the software-
defined control plane, which includes all the switches and the controller mentioned above.
It realizes the coordinated control between them to detect intrusions as early as possible
and prevent attacks as soon as possible. The DC switch regularly mirrors the ingress traffic
of the DC servers and sends it to the detection engine. The engine captures and analyses
the traffic, and sends alarm messages to the controller if intrusion attempts are detected. In
our design, the detection engine is deployed on the bypass of the DC switch. The engine
has two NICs, with one interface connected the DC switch and the other joined up to the
same LAN with the SDN controller and the trackback agent. The SDN controller trans-
mits network states, such as flow table entries of all switches and topology changes of the
total network, to the traceback agent also on a regular basis. According to the received
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network states, the traceback agent establishes a forwarding model of the entire network
and uses it as the global view to infer the best switch port for defending intrusion attacks.

3.4. Intrusion Prevention Process

We have divided the process of detecting intrusion attempts and preventing attacks into
four steps, as shown in Fig. 2.

 Switch D

Host B

Server CDC Switch

SDN Controller

Victim

Attacker

Host A

Detection EngineAttack Traceback Agent

Mirror Flows

(1)

Controll Flow

Data Flow

Physic Link

(2)

(3)

(4)

Fig. 2. Attack Detection and Defense Process

1) The detection engine discovers intrusion attempts and sends alarm messages
to the controller. The detection engine constantly monitors the mirrored traffic. When it
detects an intrusion attempt, it immediately sends an alarm message, which contains the
header field of malicious packets, to the controller via the TCP connection.

2) The controller sends a request to the traceback agent asking for the best switch
port for defense. When the controller receives the alarm message, it needs to find the best
switch port to prevent the intrusion and take the appropriate measures. However, it is hard
for the controller to pinpoint the attack source and then determine the best defense port
based on the source and the overall situation of the network. The attack source might be
a host in the data center network, office network, or Internet. Therefore, the controller
queries the traceback agent for the best switch port for defense via the TCP connection.

3) The traceback agent determines the best switch port for defense and responds
to the controller. The traceback agent runs the inverse HSA algorithm (details given later
in Section 4) to trace attack packets back to their origins and infer the best switch port for
defense according to the previously established forwarding model of the whole network,
and finally returns the identified switch port to the controller.

4) The controller generates and sends the OpenFlow message to the switch where
the port is located to block the malicious traffic. Subsequently, the controller generates
a Flow-Mod or Port-Mod message [28] according to the returned switch port and the
corresponding defense strategies, and then sends the OpenFlow message to the switch
where the port is located. Once the switch receives the message, it updates its flow tables
or changes the link state of the port to down preventing the malicious traffic from injecting
the network again. As shown in Fig. 2, both Host A and Host B locate outside the data
center, their traffic follows Switch D, the DC switch to Server C; the malicious traffic
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from Host A to Server C is blocked on Switch D preventing it from being forwarded to
Server C through the DC switch while the normal traffic from Host B reaches Server C
unobstructed.

4. Algorithm Design

In the IPS architecture described in the previous section, it is essential to pinpoint the
attack source and infer the best switch port for defense. In this section, we first expand the
HSA [20] framework to construct inverse forwarding functions of all switch ports in the
network. Then, we design a protocol-independent algorithm to find the best switch port
for defense using the inverse forwarding functions and the backtrack technique [5].

4.1. Header Space Analysis

The theory was first proposed by Kazemian Peyman [20], and used for network verifica-
tion and debugging. The definition of this theory is as follows:

Header Space, H : A packet header is represented as a flat sequence of ones and
zeros. Formally, a header is a point, and a flow is a region in the {0, 1}L space, where L
is an upper bound on the header length.

Network Space, N : The network is modeled as a set of boxes called switches with
external interfaces called ports, each of which is modeled as having a unique identifier. If
we take the cross-product of the switch-port space (the space of all ports in the network,
S) withH , we can represent a packet traversing on a link as a point in {0, 1}L ∗{1, ..., P}
space, where {1, ..., P} is the list of ports in the network.

Switch Transfer Function, T () : As a packet traverses the network, it is transformed
from one point in Network Space to another point(s) in Network Space. A node can be
modeled using its transfer function T that maps header h arriving on port p:

T (h, p) : (h, p)→ {(h1, p1), (h2, p2), · · · } (1)

Network Transfer Function, Ψ() : Given that switch ports are numbered uniquely,
all the switch transfer functions are combined into a composite transfer function describ-
ing the overall behavior of the network. Formally, if a network consists of n boxes with
transfer functions T1(.), . . . , Tn(.), then

Ψ(h, p) =

T1(h, p) if p ∈ switch1
. . . . . .

Tn(h, p) if p ∈ switchn
(2)

Topology Transfer Function, Γ () : A unidirectional link connects a source port Psrc

to a destination port Pdst and delivers packets from Psrc to Pdst. The topology of a net-
work is defined by the set of links in the network, each represented by its source and
destination ports. We can model the network topology using a topology transfer function,
Γ (), defined as:

Γ (h, p) =

{
{(h, p∗} if p connected to p∗

{} if p is not connected (3)
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Inverse of Switch Transfer Function, T−1() : For a given switch, the finding application
requires working backward from an output header to determine what input (header, port)
pairs could have produced it. We define the inverse of switch transfer function as:

T−1(h, p) = {(h′, p′)|(h, p) ∈ T (h′, p′)} (4)

4.2. Inverse Forwarding Functions

To inverse a forwarding function, we need to work backward from a pair of output packet
header and output port to infer which pair of input header and input port might have
produced it. We expand the HSA theory to add the following two inverse functions.

Inverse of Network Transfer Function,Ψ−1() :For a given header at an output port
(h, p), Ψ−1(h, p) is the set of all input headers at input port, (hi, pi),such that (h,p) ∈
Ψ(hi, pi):

Ψ−1(h, p) = {(h′, p′)|(h, p) ∈ Ψ(h′, p′)} (5)

A transfer function maps each (h,p) pair to a set of other pairs. By following the
mapping backward, we can invert a transfer function.

Ψ−1(h, p) =

T1
−1(h, p) if p ∈ switch1
. . . . . .

Tn
−1(h, p) if p ∈ switchn

(6)

Inverse of Topology Transfer Function, Γ−1() : For an arbitral head space h and a
given port p, a port p′ is connected to p, and the packet reaches from port p′ to p.

Γ−1(h, p) = {(h, p′)|(h, p) ∈ Γ (h, p′)} (7)

4.3. Algorithm

In a campus network, there are m OF-enabled switches: S={s1,...,sm−1,sm}, and the
switch si has ni physics ports. In the total campus network, there are n switch ports:

P={p1,...,pn−1,pn}, n =
m∑
i=1

ni. The IPS captures an attack packet from the mirror traffic

of the DC switch j and gets its header space htar; according to Switch j’s Mac-Port table,
the port p attached to the victim host is found. According to the principle of network
reachability, there is an attack path from the attack source switch port q to p. The path is
denoted by:

q → p1 → ...→ pk−1 → pk → p (8)

the malicious traffic is injected through Port q, so it is identified as the best switch port
for defense. Port q is calculated by:

(h, q) = Ψ−1(Γ−1(...(Ψ−1(htar, p)))) (9)

According to the flow tables of the total switches, Switch Transfer Function T () is calcu-
lated, and Inverse of Switch Transfer Function T−1() is calculated by Equation (4), then
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Inverse of Network Transfer Function Ψ−1() is calculated by Equation (6). According to
the network topology, Inverse of Topology Transfer Function Γ−1() is calculated. Finally,
we trace the pair (header, port) backward (using the inverse of transfer functions at each
step) to find the attack source port q as the best switch port for defense.

To pinpoint the attack source and infer the best switch port for defense, we have de-
signed the algorithm (see Fig. 3). The algorithm makes use of the following three func-
tions: 1) mac src(htar) refers to the source MAC address of the attack packet;
2) mac dst(htar) refers to the destination MAC address of the attack packet;
3)find(T,mac src(htar)) queries the source MAC address of the attack packet from
T , which is the set of (port,mac) pairs maintained by the DC switch, and returns the
corresponding switch port.

The algorithm exploits inverse forwarding functions defined above to infer possible
input ports that can forward packets to the target port, then uses the backtrack method
to traverse all inferred ports according to the depth-first search strategy, and eventually
finds the attack source. The attack source may be either an internal host of the campus
network or an external Internet host. In the former case, the algorithm returns the switch
port attached to the internal malicious host as the best port for defense. In the latter, the
algorithm returns a WAN port of border switches or routers as the best port for defense.

The complexity of our proposed algorithm is O(P · N ), where P is the total num-
ber of activating ports which connect to other hosts or switches and N is the maximum
number of flow entries in an arbitral switch. For a given header at an output port (h0, p0),
Ψ−1(h, p) is the set of all input headers at the input port, so the returning (header,port)
pairs count of Ψ−1(h, p) is greater than or equal to 1. If the returning (header,port) pairs
count of each Ψ−1(h, p) equal to 1, the search path length will less than the diameter
of networks. If the returning (header,port) pairs count of each Ψ−1(h, p) is greater than
1, the algorithm needs to traverse the each returning (header,port) pairs in proper order,
the search process didn’t be terminated until finding a first feasible solution adopting the
depth-first search strategy.

5. Implementation

We implement a prototype of the proposed IPS at the central SDN controller using the
open-source Ryu SDN Framework [11] and the analysis engine using the open-source
IDS Snort [10]. The analysis engine inspects the mirror traffic, and send an alarm to the
controller detecting an intrusion attempt. We develop two components: the attack trace-
back agent, the data forwarding and attack mitigation APP built on the SDN controller.

The attack traceback agent is developed by Python Language, communicate with
the SDN controller over a TCP socket, and is a socket-based server that 1) receives flow
entries varieties of all switches and topology changes of the entire network, 2) and returns
the best defense switch for an attack event. The first function is capturing flow entries
varieties and topology changes to establish the forwarding model of the entire network;
The second function is tracing the attack packet back to its origin based on the above
forwarding model, and calculating the best defense switch port by the algorithm(see Fig.
3). Based on a base class library of the open-source project Header Space Library [19],
we add critical codes to support inverse forwarding functions and implement the agent’s
total functions.
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Require:
The header space of a captured attack packet: htar;
The set of (port,mac) pairs maintained by the DCN switch: T ;
The set of switch ports that attached to Internet: Pwan;
The set of switch ports that attached to hosts or Internet: Pend.

Ensure: The switch port that the attack packet is injected into: q.
1: if mac src(htar) ∈ T.mac then
2: q ← find(T,mac src(htar))
3: return q
4: else
5: ptar ← find(T,mac dst(htar))
6: history ← ptar
7: Stack ← [header : htar, port : ptar]
8: while Stack.size() > 0 do
9: r ← Stack.pop()

10: history.append(r.port)
11: temp← Ψ−1(r.h, r.p)
12: for (h, p) in temp do
13: if p /∈ history then
14: if p ∈ Pwan then
15: Deque.addLast(p)
16: else
17: Deque.addF irst(p)
18: end if
19: end if
20: end for
21: while Deque.size() > 0 do
22: q ← Deque.removeF irst()
23: if q ∈ Pend then
24: return q
25: else
26: (h, p′)← Γ−1(h, q)
27: if p′ /∈ history then
28: Stack.push(h, p′)
29: break
30: end if
31: end if
32: end while
33: end while
34: end if

Fig. 3. Find the Best Defense Switch Port Algorithm



878 Guangfeng Guo et al.

The data forwarding and attack mitigation APP built on the SDN controller is
developed by Python Language, and has the following modules:

1) Forward Data. Because RYU’s demo applications (such as simple switch 13.py
and rest router.py etc.) don’t support to construct mixed networks which comprise
Layer 2 and Layer 3 forwarding devices, in order to emulate the topology of the software-
defined campus network, we complete the forwarding APP to support the mixed network
architecture.

2) Send Network State Messages. The module sends a series of network state mes-
sages to the attack traceback agent via a TCP socket regularly. The network state messages
mainly include three types: flow entries varieties messages by each Flow-Mod message,
topology changes messages by each related Ryu event, and the MAC address changes
messages of servers for updating the set of (port,mac) pairs T . We embed the corre-
sponding code into the above forwarding APP. For example, in term of the MAC address
changes messages, we capture ARP messages of the DCN switch to get the MAC address
change states and send the state change messages to the attack traceback agent.

3) Receive Alert Messages. The module uses an existing library, namely snort.lib,
which enables the SDN controller as the server to receive Snort alert messages from the
analysis engine by a TCP Socket. On the Snort machine, the application Pigrelay [21]
running is configured, to enable that the alarm messages generated are sent to the Ryu
controller using a TCP socket. Once the controller receives an alarm message from the
analysis engine, it then generates an intrusion event.

4) Response to Intrusion Events. Once it monitors an intrusion event, it sends a
quest of looking up the best defense switch port to the attack traceback agent via a TCP
socket. When the attack traceback agent returns the best defense switch port, according
to its position and the appropriate defensive strategy, the App automatically generates a
Flow-Mod or Port-Mod message and sends it to the defensive switch. After the switch
receives the OpenFlow message, it updates its flow tables or changes the returning port
link state to down, blocking the malicious traffic injecting it again.

6. Evaluation

To assess the IPS prototype system depicted above, we choose port scan attacks, i.e.
NULL scanning and FIN scanning. We utilize Nmap [23] to conduct malicious scans,
Hping3 [14] to generate the background traffic with the constant flow rate, and sflowtool
[25] to capture and analyze data traffic.

We used two Lenovo ThinkServer RD440s, each of which has one Inter Xeon CPU
E5-2407 and thirty-two GB memory, to install VMWare Exsi 5.1 for instantiating virtual
machines and building two testbeds (see Table 1, 2). We conducted four types of assess-
ments. The first type evaluates the effectiveness of our IPS to prevent intrusion attacks,
the second type assesses the effectiveness of the attack traceback algorithm, the third type
assesses the timeliness of the proposed system in intrusion prevention, and the last type of
evaluation compares the system performance of the campus network when equipped with
our IPS, existing IPS, or without any IPS. The first three types of assessment are carried
out on Testbed I, while the last type is conducted on Testbed II.



Intrusion Prevention with Attack Traceback and Software-defined Control Plane 879

Table 1. Testbed I Configuration
No. Hardware Software

1 2 CPUs/6GB RAM Snort
2 4 CPUs/2GB RAM Ryu/Beacon/Tracing Attack Agent
3 2 CPUs/2GB RAM sFlow
4 2 CPUs/6GB RAM Mininet

Table 2. Testbed II Configuration
No. Hardware Software

1 2 CPUs/6GB RAM Snort
2 4 CPUs/2GB RAM Ryu/Tracing Attack Agent
3 2 CPUs/2GB RAM sFlow
4 4 CPUs/4GB RAM LXC/OpenvSwitch
5 4 CPUs/4GB RAM LXC/OpenvSwitch
6 2 CPUs/2GB RAM LXC/Linux Bridge
7 4 CPUs/4GB RAM Linux Bridge

6.1. Effectiveness of Intrusion Prevention

We use Mininet to emulate a small-scale software-defined campus network with a typical
topology illustrated in Fig. 4. In the topology, we use two hosts H5, H6, and a router
R1 to emulate the Internet, and the OpenFlow switch S2 acts as a border router between
the campus network and Internet, and the switches S1, S2, S3 are OpenFlow switches
controlled by a Ryu controller.

We carried out three experiments to evaluate the effectiveness of our IPS. The em-
ulated host H3 in the data center network acts as the victim in each experiment. The
different experiments assess the IPS effectiveness under various attacks (see Table 3).
The first experiment demonstrates the attack from a DC internal host, i.e. H4 acts as the
malicious host, which is named Attack I. The second experiment reveals the attack from
an ON host, i.e. H1 acts as the attack source, which is called Attack II. The third one fo-
cuses on the attack from an Internet host, i.e. H5 acts as the intrusion traffic origin, which
is termed Attack III. In each of the three experiments, we assess the effectiveness of the
proposed IPS under two scenarios. In the first scenario, our IPS is not configured with
attack traceback, while in the second one our IPS has the fully functional attack traceback
mechanism.

Table 3. Different Attack Types
Attack Type Victim Attacker

I a DC server a DC internal host
II a DC server an ON host
III a DC server an Internet host
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Fig. 4. Emulated Topology of the Software-defined Campus Network

Fig.5a and Fig.5b illustrate the packet rate changes during the process the victim host
H3 is attacked by an internal malicious host H4, which is also located in the data center. As
depicted by the red solid line, the ingress traffic of the victim H3 increases with the egress
traffic of the malicious H4 at the beginning of the attack. However, the ingress traffic of
H3 quickly falls to 0 pps at the 13th second and the 33rd second respectively in the two
figures, which indicates that the proposed IPS is capable of detecting and stemming the
internal attack traffic under both scenarios.

As depicted by the solid red line in both Fig.5c and Fig.5d, the victim host H3 starts
to receive the ingress background traffic (from the host H2) at the constant rate of 5 pps
since the 5th second. After about 20 seconds, an ON host H1 starts to attack H3. In the
“Without Attack Traceback” scenario shown in Fig.5c above, the ingress traffic of the
victim H3 begins to decrease at the 23rd second because the IPS has detected and blocked
the attack traffic. However, the ON switch S1 continues to forward the attack traffic to
its egress port eth1, as indicated by the dotted blue line, which changes with the dash-
dotted green line, i.e. the malicious traffic. It reveals that the defense port chosen by the
IPS without attack trackback is not on the switch nearest to the attack origin, i.e. S1,
so the malicious traffic continues to consume network resources after being detected. In
the “With Attack Traceback” scenario in Fig.5d below, after the IPS stems the malicious
traffic at the 26th second, both the ingress traffic of the victim and the egress traffic of the
ON switch S1 drop to the normal level containing only the background traffic. It indicates
that the switch attached to the malicious host, i.e. S1, is employed to directly block the
attack.

The experimental results in Fig.5e and Fig.5f exhibit the traffic changes when the
victim H3 is attacked by an Internet host H5. Similar to Fig. 5c, the red solid line in Fig.5e
shows the ingress traffic of H3 rises at the beginning of the attack and goes down after the
IPS detects and blocks the attack traffic, but the dotted blue line exposes the egress traffic
of the ON switch S2 still involves the attack traffic. In contrast, Fig.5f demonstrates both
the ingress traffic of H3 and the egress traffic of S2 descend after the IPS takes action.
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Fig. 5. Traffic Changes during Three Types of Attacks Using the IPS with or without
Attack Traceback: (a) Without Traceback For Attack I; (b) With Traceback For Attack I;
(c) Without Traceback For Attack II; (d) With Traceback For Attack II; (e) Without
Traceback For Attack III; (f) With Traceback For Attack III
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These experiments bring us the following enlightenment. For Attack I, the proposed
IPS can avoid malicious traffic from soaring with or without attack traceback. For the
other attacks, there are fundamental differences between the two IPS configurations. If
the proposed IPS cannot trace attack packets back, malicious traffic can still bring trans-
mission burden to the network even if it is blocked from injecting the victim host. On the
contrary, our complete IPS solution can accurately find the best switch port for blocking
malicious traffic, so it is able to prevent intrusion attacks more effectively.

6.2. Effectiveness of Attack Traceback

To evaluate the effectiveness of the attack traceback algorithm for large scale campus net-
works, we use Mininet [27] to replicate the Stanford backbone network, which is a popu-
lation of more than 15,000 students, 2,000 faculty, and five /16 IPv4 subnets. According
to the literatures [36,18], we use Open vSwitch (OVS) [13] to emulate the routers, and
install the reserved equivalent OpenFlow rules in the OVS switches with the SDN Con-
troller Beacon [12]. we implement a bundle of the Beacon which can send a series of
network state messages to the attack traceback agent regularly. We use emulated hosts to
attack the victim host, and perform the attack traceback algorithm to pinpoint the attack
source and infer the best switch port for defense. Figure 6 shows the part of the network
that is used for experiments in this section. In the entire topology, there are 26 OF-enabled
switches and 240 hosts (Due to the limited space, hosts is omitted in Figure 6). we use
the two core switches S1, S2 to connect Internet, the two access switches S15, S16 act as
the data center LAN switches, and the other access switch S3, S4,..., S14 act as the office
LAN switches.

S1 S2

S1000 S1001 S1002 S1003 S1004 S1005 S1006 S1007 S1008 S1009

S3 S16S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14S15

Fig. 6. Topology of the Backbone Network of Stanford University

We carried out three experiments to evaluate the effectiveness of our attack traceback
algorithm. The emulated host H227 connected with Switch S15 in the data center network
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acts as the victim in each experiment. The different experiments assess the algorithm
effectiveness under various attacks (see Table 3). The first experiment demonstrates the
attack from two DC internal hosts, i.e. H208 and H210 connected with Switch S15 acts
as the malicious host, which is named Attack I. The second experiment reveals the attack
from ON two hosts, i.e. H77 connected with Switch S4 and H197 connected with Switch
S13 act as the attack source, which is called Attack II. The third one focuses on the attack
from two Internet hosts, i.e. H17 and H18 connected with Switch H1 act as the intrusion
traffic origin, which is termed Attack III. In each of the three experiments, we perform
our attack traceback algorithm 10 times for each attack, record the traceback path, the
returned switch port and its execution time.

The above experimental results show our algorithm can pinpoint the attack source
for three kinds of attacks and infer the best switch port for defense. As depicted by the
red dash-dotted line in Fig.7, we use our trackback algorithm to find the attack source
host H18 and infer the switch port S1-eth4 connected Internet, as the best switch port
for defense, following the trackback path S15 → S1. Also, as depicted by the yellow
dash-dotted line, we use the algorithm to find the attacker H197 and infer Port S13-eth9
connected H197, as the blocking port, along the path S15→ S1→ S1006→ S13.

S1 S2

S1001 S1003 S1005 S1006 S1008

S16 S13 S14S15

H197

H18

H227

Internet

Campus Network

Data Center

Attacker Host

Switch

Traceback Path

Physic Link

Blocking Port

Victim Server

Fig. 7. Traceback Paths and Blocking Ports under Various Attacks

Fig.8 shows the execution time of our trackback algorithm under three types of attacks
defined previously in the Stanford campus network. As depicted by the green boxes, it
takes about 1 ms to infer the best switch port for defending Attack I. Because the attack is
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defended within the DC LAN, it only needs to find the Port-Mac table of the DC switch
(as line 2 in Fig. 3). As depicted by the blue boxes, their execution time varies greatly for
the attackers H77 and H197 although they are belong to the same Attack II. The reason
for this difference is that it spent different time to traverse the list of flow entries for
the trackbacking switches due to the different number of flow entries for the different
switches. As shown in the red boxes, it takes about 2 ms to infer the best switch port
for defending Attack III. For Attack I, Attack II, and Attack III, its execution time is
1.1ms, 3.5ms, and 2.2ms, respectively. And the average execution time is about 2.27 ms.
In general, the more switches that traceback, the total number of traversal flow entries
also increases, and the corresponding execution time will also be longer. Overall, the
execution time in the experiments demonstrates that our attack traceback algorithm can
work in real-time.
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Fig. 8. Execution Time of the Traceback Algorithm under Various Attacks

6.3. Timeliness of Intrusion Prevention

To assess how timely the proposed system can prevent intrusion attacks, we use Mininet
to emulate three different scales as manifested in Table 4. In each scale campus network,
we attempt to launch three different types of attacks (see Table 3) and measure the defense
time spent from receiving the alarm until sending out the OpenFlow message, which is
comprised of the computing time of the algorithm (see Fig. 3) and the other time.

Fig.6 shows the defense time under three types of attacks defined previously in net-
works of different scales. It takes 10-14 ms for the proposed IPS to defend Attack I.
Because the attack is defended within the DC LAN, the time varies little with the scale of
the campus network. For Attack II and Attack III, with the growth of the network scale,
the defense time increases linearly, mainly because the computing time of the attack trace-
back algorithm, depicted by the lower portion of the bar with horizontal strips, increases
when it has to recursively search more switch ports. Thus, the longest defense time, about
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Table 4. Three Scale Campus Networks Topologies

Scale Type Switch Count LAN Count Host Count

Small 5 4 40
Medium 50 49 490

Large 100 99 990

76 ms, happens in the large-scale network with 100 switches when it experiences attacks
from the Internet. Moreover, the other time, depicted by the upper portion of the bar with
diagonal strips, varies litter with an average of 12.2 ms, because time spent on generat-
ing OpenFlow messages and exchanging them and other messages is not affected by the
network scale and attack type. The defense time in the experiments demonstrates that our
IPS and the attack traceback algorithm work in real-time.

Fig. 9. Defense Time in Each Experiment

6.4. Overhead of Intrusion Prevention

We use LXC [22] to emulate a small-scale software-defined campus network with a typ-
ical topology portrayed in Fig. 4. As Table 2 shown, we use three LXC hosts (VM4,
VM5, VM6) and VM7 (running Linux Bridge Application as a router in the Internet
zone) to emulate the campus network. VM4 has created two containers (H1 and H2) and
two OpenvSwitch switches (S1 and S2). VM5 has created two containers (H3 and H4)
and one OpenvSwitch switch (S3). VM6 has created two containers (H5, H6). Switch
S1, S2 and S3 are controlled by a Ryu controller (VM2). The network is connected to
the Internet through the border switch S2 and the router R1 that is emulated with Linux
Bridge [6]. To assess the overhead of the proposed IPS, we compare the performance of
the network when it is configured without IPS, with the existing IPS, and with our IPS.
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When the existing IPS is used, Snort is configured in the inline mode to work as the IPS,
and it is deployed between the border switch S2 and DC switch S3 in series. When the
proposed IPS is used, as delineated in Fig. 1, the detection engine is deployed on the by-
pass of the DC switch S3 and Snort is configured in the passive mode. In each case, we
evaluate the throughput and RTT of the two paths: one is from an Internet host to a DC
host, and another is from an ON host to the same DC host.

As shown in Fig.10a and Fig.10b, the throughput of the network with our proposed
IPS is very close to the throughput when the network has no IPS, as revealed by the
green dashed line and red solid line. On the contrary, as indicated by the blue dash-dotted
line, the throughput with the existing IPS degrades most 50% when the data transmission
rate is higher than 20Mbps. Compared with the existing IDS deployed in serial mode, its
throughput increases 2-4 times the transmission rate is between 40 Mbps and 100 Mbps.
The same trend continues in Fig.11a and Fig.11b. The RTT of our proposed IPS is very
close to the RTT of without using IPS when the system workload continuously increases
from 20 to 100 Mbps. During the same period, the RTT of the existing IPS is much
higher than the other two cases. The experimental results suggest the proposed IPS incurs
reasonable overhead, which is much lower than the existing solution.
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Fig. 10. Throughput of Three IPS Schemes: (a) From Internet Host to DC Server; (b)
From ON Host to DC Server

7. Discussion

According to the evaluation results in the literature about attack traceback (details in Sec-
tion 2.2) and the experimental evaluation results of our proposed traceback method, we
compared and analyzed the various methods (see Table 5) in the aspects, such as traceback
accuracy, overhead and compatibility, etc.

Compare with other methods, our traceback method based on the inverse HSA per-
forms higher accuracy of locating attack source and lower overhead. Our proposed method
only needs to locate the attack proxy host for internal attacks or the border router for exter-
nal attacks, and block the malicious traffic injecting from their uplink switch port. And it
can find the attack path and the attack source when only one packet is detected as an intru-
sion attempt by its detection engine component, so our proposed IPS can avoid malicious
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Fig. 11. Round-Trip Time of Three IPS Schemes: (a) From Internet Host to DC Server;
(b) From ON Host to DC Server

traffic from soaring and prevent intrusion attacks more effectively. Also, the traceback
method and the IPS architecture can be compatible with the existing network infrastruc-
ture (such as routers, switches, etc), don’t need special devices or modify their protocols,
and can support the hybrid SDN networks because the OF-disenabled Middle Boxes can
be modeled as the inverse HSA as same as the SDN switches. However, our method has
some shortcomings, such as needing the prior knowledge of network topologies and no
supporting about the post attack analysis, this will be the next step for us to study in the
future.

8. Conclusion

As traditional networks, the software-defined campus network also suffers from intru-
sion attacks. Current solutions for intrusion prevention cannot meet the requirements of
the campus network. Existing methods of attack traceback are either limited to specific
protocols or incur high overhead. To protect the data center of the campus network from
internal and external attacks, we propose an Intrusion Prevention System (IPS) based on
the coordinated control between the detection engine, the attack traceback agent, and the
software-defined control plane. The proposed IPS has the following advantages:

First, it can accurately and timely find the best switch port for defense and prevent the
malicious traffic from injecting the network at the first time due to our traceback algorithm
based on the inverse HSA. We expand the Header Space Analysis (HSA) framework to
construct the inverse forwarding functions and design a novel protocol-independent al-
gorithm to trace attack packets back to their origins and infer the best switch port for
defending different attacks using the inverse forwarding functions. It can locate the attack
host for internal attacks or the border router for external attacks, and block the mali-
cious traffic injecting from their uplink switch port. In this manner, the malicious traffic
would not travel through additional switches and increase the transmission burden of the
network. Compare with other traceback methods, our method based on the inverse HSA
performs higher accuracy of locating attack source and lower overhead. We replicate the
Stanford backbone network to verify the effectiveness of our algorithm, it can pinpoint
the attack source for three kinds of attacks and infer the best switch port for defense, and
its average execution time is about 2.27 ms, which can work in real-time.
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Table 5. Comparison of Various Traceback Methods

Link
Test

ICMP
Trace Logging Overlay

Network PPM DPM Our
Method

Traceback
Accuracy

Medium
Good

for less
packets

Medium Good Medium Good Good

Device
Overhead

High High High Low Medium Medium Low

Bandwidth
Overhead

High High High Nil Low Low Nil

Traceback
with

number of
packets

Huge Huge One Small Large Small One

Device
Compatibility

Good Good
Need

special
routers

Add special
routers

Modify
protocols

Modify
protocols

Good

Prior Knowledge
of Topologies

Need
Not

Need
Not

Need
Need

Not
Need

Not
Need

Need

Post Attack
Analysis

Not
Possible

Possible Possible
Not

Possible
Possible Possible

Not
Possible
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Second, it incurs reasonable overhead due to coordinated control design and collect-
ing network traffic with port mirroring. It leverages the coordinated control between the
detection engine, the attack traceback agent, and the software-defined control plane. The
three components work together to detect intrusion attacks, as well as to plan and enforce
the corresponding defense mechanisms swiftly. Our proposed IPS is deployed to bypass
the data center switch and collect network traffic with port mirroring. Compared with the
existing IDS deployed in serial mode, this design can avoid a single point of failure, re-
duce the probability of network congestion, and defend the data center’s internal attacks.
The experimental results show that its throughput increases 2-4 times than the existing
IDS deployed in serial mode when the transmission rate is between 40 Mbps and 100
Mbps.

Finally, it can meet the real-time requirements for defense internal attacks and external
attacks in different scales, and avoid malicious traffic from soaring and prevent intrusion
attacks more effectively. We have implemented a prototype of the proposed IPS and con-
ducted several experiments to evaluate its performance. The experimental results show
that the overhead of our IPS is very low, which enables it to meet the real-time require-
ments. The average defense time is between 10 and 14 ms for the data center internal
attacks of different scales. For external attacks, the maximum defense time is about 76 ms
for a large-scale network with 100 switches.

The algorithm for finding the best defense switch port is based on stateless forward-
ing devices and known initial network topologies. In the future, we will improve the algo-
rithm to make it support more stateful forwarding devices regardless of the initial network
topology.

Acknowledgments. This work was partially supported by the National Natural Science Foundation
of China (Grant N0. 61261019 and 61762071), the Inner Mongolia Science & Technology Plan
(Grant No. 201802027), the Inner Mongolia Science and Technology Innovation Guidance and
Incentive Fund (Grant No. 111-0406041701), and the Inner Mongolia Autonomous Region Natural
Science Foundation (Grant No. 2016MS0614 and 2018MS06023).

References

1. Floodlight OpenFlow Controler (2019), https://github.com/floodlight/
floodlight

2. Belenky, A., Ansari, N.: Ip traceback with deterministic packet marking. IEEE communications
letters 7(4), 162–164 (2003)

3. Bellovin, S.M., Leech, M., Taylor, T.: Icmp traceback messages (2003)
4. Bhavani, Y., Janaki, V., Sridevi, R.: Ip traceback through modified probabilistic packet mark-

ing algorithm using record route. In: Proceedings of the Third International Conference on
Computational Intelligence and Informatics. pp. 481–489. Springer (2020)

5. Bitner, J.R., Reingold, E.M.: Backtrack programming techniques. Communications of the Acm
18(11), 651–656 (1975)

6. Bridge, L.: Linux Bridge (2020), https://wiki.linuxfoundation.org/
networking/bridge

7. Chao, G., Sarac, K.: Toward a practical packet marking approach for ip traceback. International
Journal of Network Security 8(3), 271–281 (2009)

8. Chen, P.J., Chen, Y.W.: Implementation of sdn based network intrusion detection and pre-
vention system. In: International Carnahan Conference on Security Technology. pp. 141–146
(2016)

https://github.com/floodlight/floodlight
https://github.com/floodlight/floodlight
https://wiki.linuxfoundation.org/networking/bridge
https://wiki.linuxfoundation.org/networking/bridge


890 Guangfeng Guo et al.

9. Chi, Y., Jiang, T., Li, X., Gao, C.: Design and implementation of cloud platform intrusion
prevention system based on sdn. In: Big Data Analysis (ICBDA), 2017 IEEE 2nd International
Conference on. pp. 847–852. IEEE (2017)

10. Cisco: Snort (2018), https://www.snort.org
11. Community, R.S.F.: Ryu SDN Framework (2018), https://osrg.github.io/ryu/
12. Erickson, D.: Beacon (2013), https://openflow.stanford.edu/display/

Beacon.html
13. Foundation, T.L.: Open vSwitch (2016), http://www.openvswitch.org/
14. hping3: hping3 (2005), http://www.hping.org/hping3.html
15. Inc., M.: GandCrab ransomware (2020), https://www.malwarebytes.com/

gandcrab/
16. Inc., N.: DDoS Threat Report 2020 Q1 (2020), https://blog.nexusguard.com/

threat-report/ddos-threat-report-2020-q1
17. Izaddoost, A., Othman, M., Rasid, M.F.A.: Accurate icmp traceback model under dos/ddos

attack. In: 15th International Conference on Advanced Computing and Communications (AD-
COM 2007). pp. 441–446. IEEE (2007)

18. James Hongyi Zeng, P.K.: Automatic Test Packet Generation(ATPG) (2015), https://
github.com/eastzone/atpg

19. Kazemian, P.: Header Space Library (Hassel) (2014), https://bitbucket.org/
peymank/hassel-public/

20. Kazemian, P., Varghese, G., McKeown, N.: Header space analysis: Static checking for net-
works. Presented as part of the 9th USENIX Symposium on Networked Systems Design and
Implementation (NSDI 12) pp. 113–126 (2012)

21. Lin, C.W.: Pigrelay (2015), https://github.com/John-Lin/pigrelay
22. LXC: LXC (2018), https://linuxcontainers.org/lxc/introduction/
23. Lyon, G.: Nmap: the Network Mapper (2018), https://nmap.org/
24. Ma, M.: Tabu marking scheme to speedup ip traceback. Computer Networks 50(18), 3536–

3549 (2006)
25. McKee, N.: sflowtool (2018), https://github.com/sflow/sflowtool
26. McKeown N.: Software-defined networking (2009), http://infocom2009.

ieee-infocom.org/technicalProgram.htm
27. Mininet: Mininet (2018), http://mininet.org/
28. ONF: OpenFlow Spec v1.3.5 [online] Technical report ONF TS-023. Tech. rep., Open Net-

working Foundation (2015), https://www.opennetworking.org/wp-content/
uploads/2014/10/openflow-switch-v1.3.5.pdf

29. Park, K., Lee, H.: On the effectiveness of probabilistic packet marking for ip traceback un-
der denial of service attack. In: Proceedings IEEE INFOCOM 2001. Conference on Computer
Communications. Twentieth Annual Joint Conference of the IEEE Computer and Communica-
tions Society (Cat. No. 01CH37213). vol. 1, pp. 338–347. IEEE (2001)

30. Satheesh, N., Sudha, D., Suganthi, D., Sudhakar, S., Dhanaraj, S., Sriram, V., Priya, V.: Cer-
tain improvements to location aided packet marking and ddos attacks in internet. Journal of
Engineering Science and Technology 15(1), 94–107 (2020)

31. Saurabh, S., Sairam, A.: Icmp based ip traceback with negligible overhead for highly distributed
reflector attack using bloom filters. Computer Communications (01 2014)

32. Snoeren, A.C., Partridge, C., Sanchez, L.A., Jones, C.E., Tchakountio, F., Kent, S.T., Strayer,
W.T.: Hash-based ip traceback. Acm Sigcomm Computer Communication Review 31(4), 3–14
(2001)

33. Stone, R.: Centertrack: an ip overlay network for tracking dos floods. In: Usenixsecurity Sym-
posium, August (2000)

34. Xing, T., Huang, D., Xu, L., Chung, C.J., Khatkar, P.: Snortflow: A openflow-based intrusion
prevention system in cloud environment. In: Second Geni Research and Educational Experi-
ment Workshop. pp. 89–92 (2013)

https://www.snort.org
https://osrg.github.io/ryu/
https://openflow.stanford.edu/display/Beacon.html
https://openflow.stanford.edu/display/Beacon.html
http://www.openvswitch.org/
http://www.hping.org/hping3.html
https://www.malwarebytes.com/gandcrab/
https://www.malwarebytes.com/gandcrab/
https://blog.nexusguard.com/threat-report/ddos-threat-report-2020-q1
https://blog.nexusguard.com/threat-report/ddos-threat-report-2020-q1
https://github.com/eastzone/atpg
https://github.com/eastzone/atpg
https://bitbucket.org/peymank/hassel-public/
https://bitbucket.org/peymank/hassel-public/
https://github.com/John-Lin/pigrelay
https://linuxcontainers.org/lxc/introduction/
https://nmap.org/
https://github.com/sflow/sflowtool
http://infocom2009.ieee-infocom.org/technicalProgram.htm
http://infocom2009.ieee-infocom.org/technicalProgram.htm
http://mininet.org/
https://www.opennetworking.org/wp-content/uploads/2014/10/openflow-switch-v1.3.5.pdf
https://www.opennetworking.org/wp-content/uploads/2014/10/openflow-switch-v1.3.5.pdf


Intrusion Prevention with Attack Traceback and Software-defined Control Plane 891

35. Yoon, C., Park, T., Lee, S., Kang, H., Shin, S., Zhang, Z.: Enabling security functions with sdn:
A feasibility study. Computer Networks 85(C), 19–35 (2015)

36. Zeng, H., Kazemian, P., Varghese, G., McKeown, N.: Automatic test packet generation.
IEEE/ACM Transactions on Networking 22(2), 554–566 (2014)

Guangfeng Guo received two B.S. degrees in Computer Science & Technology and Ed-
ucational Technology from Inner Mongolia Normal University in 2003 and received an
M.S. degree in Computer Application Technology from Tianjin University in 2009. He is
a Ph.D. student in Computer Application Technology at Inner Mongolia University. He is
also an associate professor in Baotou Teachers’ College at Inner Mongolia University of
Science & Technology. His research activity is in network security and mobile computing.

Junxing Zhang is a Professor in the College of Computer Science at the Inner Mongo-
lia University. He is also the Director of the Inner Mongolia Key Laboratory of Wireless
Networking and Mobile Computing. He received a B.S. degree in Computer Engineering
from the Beijing University of Posts and Telecommunications, an M.S. degree in Com-
puter Science from the Colorado State University, and a Ph.D. degree from the University
of Utah. His research interests include network measurement and modeling, mobile and
wireless networking, network security and verification, etc. Prof. Zhang was awarded the
title of Grassland Talent by the government of the Inner Mongolia Autonomous Region
in 2010. He has published over 40 papers in various internationally recognized journals
and conferences, and led several national and provincial research projects. He also served
as a peer reviewer for several international journals and conferences, such as IEEE Trans-
actions on Mobile Computing, Wireless Networks, and ICNP.

Zhanfei Ma is a Professor in Baotou Teachers’ College at Inner Mongolia University of
Science & Technology. He received a B.S. degree in Computer Science and Education
from Inner Mongolia Normal University in 1997, received an M.S. degree in Computer
Software and Theory in 2002, and received a Ph.D. degree in Computer Application Tech-
nology from University of Science & Technology Beijing in 2008. His research interests
include network information security and artificial intelligence.

Received: February 6, 2020; Accepted: November 30, 2020.





Computer Science and Information Systems 18(3):893–925 https://doi.org/10.2298/CSIS200530052R 

 

Class Balancing in Customer Segments Classification 

Using Support Vector Machine Rule Extraction and 

Ensemble Learning 

Sunčica Rogić and Ljiljana Kašćelan 

University of Montenegro, 81000 Podgorica,  

Montenegro 

{suncica, ljiljak}@ucg.ac.me 

Abstract. An objective and data-based market segmentation is a precondition for 

efficient targeting in direct marketing campaigns. The role of customer segments 

classification in direct marketing is to predict the segment of most valuable 

customers who is likely to respond to a campaign based on previous purchasing 

behavior. A good-performing predictive model can significantly increase revenue, 

but also, reduce unnecessary marketing campaign costs. As this segment of 

customers is generally the smallest, most classification methods lead to 

misclassification of the minor class. To overcome this problem, this paper 

proposes a class balancing approach based on Support Vector Machine-Rule 

Extraction (SVM-RE) and ensemble learning. Additionally, this approach allows 

for rule extraction, which can describe and explain different customer segments. 

Using a customer base from a company’s direct marketing campaigns, the 

proposed approach is compared to other data balancing methods in terms of 

overall prediction accuracy, recall and precision for the minor class, as well as 

profitability of the campaign. It was found that the method performs better than 

other compared class balancing methods in terms of all mentioned criteria. 

Finally, the results confirm the superiority of the ensemble SVM method as a 

preprocessor, which effectively balances data in the process of customer segments 

classification. 

Keywords: direct marketing, customer classification, class imbalance, SVM-Rule 

Extraction, ensemble. 

1. Introduction 

Direct marketing allows for direct communication with potential customers through 

various media, such as e-mail, catalogs, social media and the like. It is consumer-

oriented, message is sent directly to consumers and, at the same time, it’s a “call to 

action”. One of the key issues of this type of marketing is the accurate identification of 

potential and current customers who will most likely respond to a campaign, i.e. 

targeting specific customers from an existing database as well as new potential leads. 

Usually, the customer targeting methods are split up in the literature into segmentation 

and scoring methods [1, 2]. Segmentation methods, using appropriate explanatory 

variables, partition the customers into homogenous segments regarding the anticipated 

response to a direct marketing campaign [3, 4]. Thus, the promotional offers and 
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materials are distributed to such customer segments with highest expected probability of 

response. On the other hand, scoring methods are used in the customer response models 

[5, 6], by assigning certain scores to customers, based on the predicted likelihood of the 

response to the campaign. It is important to state that high probability of response to the 

campaign does not certainly imply high profits. Hence, methods for customer 

profitability prediction are included in some of the most important scoring methods [7–

10].     

Segmentation methods, which are most commonly applied in direct marketing, split a 

customer data set using Recency, Frequency and Monetary (RFM) attributes [11]. They 

are based on various techniques, ranging from the simplest cross-tabulation technique, 

to more complex weighted techniques [4, 12]. These techniques generally require a 

subjective assessment for the necessary parameters. For this reason, data mining 

methods, such as K-means or Artificial Neural Network (ANN) clustering, can give 

more objective results for RFM customer segmentation [13–15]. 

Recently, classification data mining methods have become very popular, as they can 

enable the prediction to which segment the customer belongs to, based on the 

characteristics of the customer [15, 16]. Since the most valuable customer segment is 

usually the smallest, there is a problem of class imbalance. This problem in most 

classification methods leads to bias toward small classes and most often to their 

misclassification [17, 18]. If this problem is ignored, most classification algorithms will 

not identify the most valuable customer segment at all, or will identify a very small 

number of customers within that segment, which may lead to an unprofitable campaign. 

There are methods in the literature that overcome the class imbalance problem in 

different ways [19–21]. The main disadvantage of the most commonly used under-

sampling method, is that it ignores the large number of examples of the larger class, that 

may contain significant information for class differentiation. In order to reduce sample 

bias and minimize the loss of significant information, it can be combined with ensemble 

techniques (balanced ensemble) [18, 22]. The balanced ensemble approach involves 

taking random subsets of a larger class (equal in size with a smaller class) in multiple 

iterations and generating different classification models over those subsets whose 

results are eventually aggregated to give a final result. Combining multiple classifiers in 

this way does not only balance classes, but also increases predictive accuracy, reduces 

sample bias, reduces variance i.e. increases stability of results and avoids overfitting 

[23, 24].  

The previous literature confirms that in case of class imbalance and overlapping the 

SVM method has a good predictive performance and can be used as a preprocessor that 

balances classes for other classifiers [25]. However, the SVM classifier is a "black-

box", i.e. does not generate a model that can be interpreted, which is very important in 

the classification of customer segments in order to describe the segments. This 

deficiency can be solved by a hybrid approach, where the SVM is combined with rules 

extracting techniques (SVM-RE) [26].  

Considering the advantages of the SVM-RE method and ensemble approach noted 

above, this paper proposes customer segments classification in direct marketing based 

on a combination of SVM-RE predictive classification and ensemble meta-algorithms. 

Also, a comparison of the defined method with the standalone data balancing ensemble 

methods for customer classification was made. Specifically, this study highlights three 

main research questions (RQ): 
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RQ1 - Is the ensemble SVM-RE approach adequate for the prediction of customer 

segments in direct marketing? 

RQ2 - Given the unbalanced nature of data in customer segmentation, what is the 

best class balancing method (ensemble SVM-RE or one of the standalone balancing 

ensemble methods)? 

RQ3 - Is the ensemble SVM-RE method suitable for describing, i.e. explaining 

segments? 

Undoubtedly, the primary success factor of direct marketing predictive models is 

class imbalance. There are two basic approaches used in previous studies to solve this 

problem. The first involves modifying the classifier by associating different 

misclassification costs for each class [27, 28]. Another approach to requires data 

changes. Balancing is regulated by generating or reducing data using over-sampling or 

under-sampling techniques [17, 18, 22, 29, 30]. However, both approaches have some 

drawbacks. Classifier-changing methods require extensive knowledge about the specific 

learning methods [31], so it is necessary to hire an expert for practical application. With 

resampling methods, the challenge is removing the data without losing the information 

necessary to distinguish the classes, as well as knowing whether removing some data 

would give different results (instability of the solution). When supplementing the data, 

the main challenge is how to supplement the minority class while maintaining its 

distribution. Also, the question is what is the optimal class ratio [31]. All this makes the 

analysis complex in practical applications. A small number of papers for the customer 

classification use the ordinary SVM method [17, 32, 33], but it has been shown that it is 

not immune to class imbalance either [17]. The main contribution of the SVM-RE 

method proposed in this paper is that it automatically eliminates noise and class 

imbalance. By adjusting the parameters of the SVM as a data preprocessor, the 

boundaries between the classes are shifted so that the examples of the majority class that 

are closest (most similar) to the minority class join the minority class. Rule extraction 

from such balanced data has good classification performance for the minority class as 

well. The extracted rules provide a description of the segment of the most valuable 

customers that cannot be obtained if the misclassification of this minority class is not 

resolved. The performance of SVM-RE methods is further enhanced by combining with 

ensemble techniques. 

Unlike the above-mentioned studies, which mainly use data sets from publicly 

available repositories, this study uses real-life data that are disordered and have more 

noise. On such data, the challenge of balancing and achieving good predictive 

performance is even greater. The final step was using the public dataset to validate the 

model. 

The practical implications of this paper relate to the more accurate and objective 

planning of direct marketing campaigns, as well as gaining deeper insight into different 

customer segments, which may lead to more precise targeting and increased profits. 

The paper is organized as follows: The second section gives an overview of related 

papers. Section three shows the proposed methodology, and the fourth section presents 

the results of the empirical test, which are further discussed in the fifth section. Finally, 

the sixth section contains concluding remarks.  
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2. Literature Review 

This section provides an overview of previous research related to the customer 

segmentation and the problem of class balancing in direct marketing. 

2.1. SVM Rule Extraction Method 

For linearly inseparable classes, Vapnik[34] proposed a SVM method that maps data 

(viewed as n-dimensional vectors) from the original space into a larger dimension space 

(feature space), where the classes can be separated by means of a hyperplane. Finding 

such a hyperplane is realized by minimizing the distance between its end position (so 

that the gap between the classes i.e. the margin is greater) and the closest points 

(support vectors). Instead of an explicit mapping function in a larger dimension space, a 

kernel function is used, which allows calculating the scalar product of the vectors (i.e. 

the distance of the support vector from the hyperplane) in the original space (kernel 

trick). Various kernel functions can be used, but Radial Basis Function (RBF) which 

was used in this paper, is applied most often [35]: 

K(xi,xj)  = exp(-γ||xi-xj||
2
)          (1) 

The SVM algorithm, therefore, strives to maximize the margin in feature space, 

which boils down to the convex optimization i.e. quadratic programming problem in the 

original space (2): 
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where K is kernel function, αi are Lagrange multipliers, n is the number of training 

examples and C is a parameter, which is adjusted to trade off margin maximization 

against classification error minimization.  

The training of the SVM classifier comes to the selection of the optimized values of 

the gamma parameter for the RBF kernel, and parameter C, which represents the 

boundary for the margin, i.e. empty space between classes. Selecting lower values for 

parameter C reduces over-fitting and increases the generality of the SVM model, i.e. its 

predictive performance. 

In addition to solving the problem of linear inseparability of classes, the advantage of 

this method is that, in the case of class imbalance, it exhibits better predictive 

performance than the standard methods, such as logistic regression [25]. The literature 

confirms that the SVM can successfully remove the noise, i.e. class overlapping from 

data. Namely, the parameter C can be set so that a number of examples of a larger class, 

which are close to the example of a lower class (which means that they are similar), are 

declared as examples of the lower class. For this reason, the SVM can be used as a 

preprocessor that balances and purifies data, thus providing higher classification 

accuracy [25, 36]. 
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However, the SVM does not generate an interpretable model, which is usually very 

important in application. This problem has been solved in the literature by means of rule 

extraction techniques that enable generating the rules from the SVM results [26, 37]. 

According to Barakat and Bradley [26] SVM-RE techniques are grouped into two 

categories: those based on the components of the SVM model, and those that do not use 

the internal structure of the SVM model, but draw the rules from the SVM output. 

When the SVM model is interpreted, or SVM is used as a data preprocessor, authors 

recommend techniques from the second group because they provide more 

understandable rules. In line with this recommendation, our research uses rule 

extraction from SVM output. Namely, customer targeting rules are derived from SVM 

output using a classification Decision Tree (DT) method [38].  

The DT method divides the data set by attributes values, so that subgroups contain as 

many examples of one class as possible, i.e. their impurity is minimized. The criterion 

by which division is made (measure of quality of division) can be information gain [39], 

gain index [40], gini index [41], or accuracy of the whole tree. The attributes that 

provide the best division according to the given criterion are chosen. During the 

inductive division, a tree-shaped model is formed. The path from the root to the leaves 

defines if-then classification rules in the terms of the predictive attributes (tree nodes). 

The complexity and accuracy of the generated model depends on the depth of the tree, 

the minimum size of the node by which the division can be made (the number of 

examples in its subgroup), the leaf size, and the defined minimum gain achieved by the 

node division. The smaller the depth, the larger the minimum size for the split, the 

larger the leaf size and the higher minimum gain, lead to a less complex tree, but also a 

tree with smaller accuracy. 

SVM rule extraction is not a new method in literature and it was applied in some 

previous economic studies [36, 38, 42], but for the topic of direct marketing, i.e., to 

solve the problem of the minor class of the most valuable customers in customer 

classification, it is applied for the first time in our research in this way. 

2.2. Ensemble Methods 

Ensemble methods use more learning algorithms to achieve better predictive 

performance than can be achieved with any of these learning algorithms alone. 

There are several different ensemble methods. Thus, Bootstrap Aggregating [43] or 

shortened Bagging, constructs subsets of the training set using bootstrapping, which 

implies that the same example can be re-selected in the next iteration (sampling with 

replacement). The subsets thus obtained generate predictive models whose results are 

aggregated (the result for which most models voted is taken). If bootstrapping from a 

larger class takes as many instances as there are in a smaller class, then it is a case of 

balanced Bagging. Unlike Bagging, which generates samples and models 

simultaneously, Adaptive Boosting [44] generates the following sample and model 

based on previous results. Specifically, the succeeding sampling is more likely to select 

those examples that were previously incorrectly classified because they were given 

more weight. The result is obtained by weighting, i.e. based on the weight attached to 

the models depending on their accuracy. Random Forest [45] is an ensemble method 

that combines Bagging with a random selection of predictors. Each sample generates a 
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forest of DTs that take random subsets of predictors, i.e., a random forest of DTs is 

generated. 

Ensemble methods have been used in some previous studies in direct marketing. 

Hence, Gupta A. and Gupta G. [46] have compared neural networks and Random Forest 

to predict clients' response to a term deposit offered at a Portuguese bank. Their findings 

show that Random Forest performs better. Instead of boosting one learning algorithm, 

Lessmann et al. [47] proposed an ensemble approach that combines multiple different 

learning algorithms (decision trees, SVM, random forest, logistic regression, etc.) to 

create predictive marketing models, such as customer response prediction, profit scoring 

and churn prediction. In aggregating the results to evaluate the best models, they 

included profit maximization in addition to predictive model performance. The results 

showed that this ensemble approach outperformed standalone models in terms of profit. 

Lawi et al. [30] have combined Adaptive Boosting with SVM and achieved better 

predictive performance compared to ordinary SVM. In the approach proposed in this 

study, Bagging was combined with SVM to improve data preprocessing performance, 

i.e. to eliminate class overlapping, and balanced Bagging with the DT classifier is used 

to further help solve the problem of class imbalance and ultimately improve the 

performance of customer classification segments as much as possible. 

2.3. Customer Segmentation in Direct Marketing 

Hughes [11] defined one of the most commonly used customer segmentation method in 

direct marketing – RFM segmentation. The RFM model is based on the database of 

previous customers’ purchasing behavior. Recency represents the time period since the 

last purchase, Frequency marks the number of purchases in the stated period of time and 

Monetary indicates the value of all customer’s purchases during that period [48]. The 

analysis starts by sorting the available data into five equal segments (each containing 

20% of customers), according to recency. Most recent customers receive the score 5, 

less recent score 4 and so on, following the Pareto principle – 20% of customers account 

for 80% of sales [49]. Following this procedure, customers are sorted according to their 

frequency, within the formed quintiles, receiving scores 5 to 1, which results in a 

database with 25 segments, and finally, database is split according to the monetary 

value by scoring the customers within the defined groups, which, in turn, results in a 

database with 125 groups based on the RFM values [4], where the best segment will 

have a 555 score, and the worst will have a 111 score. However, the choice of segments 

to be targeted in the future marketing campaigns is subjective.  

The resulting segments based on the RFM model can be further analyzed using more 

objective data mining techniques, taking into account the customer features, their 

buying behavior or product specific variables [16, 50, 51].  

Cheng and Chen [16] used k-means clustering [52] for RFM segmentation. They split 

the data into segments of 20% each (uniform coding) and created 3, 5 and 7 clusters to 

test the approach.  The disadvantage of this approach is that uniform coding leads to the 

loss of fine differences between the values of RFM attributes (e.g., customers who have 

5 or 9 transactions or those whose revenue is 5000 euros or 7000 euros can be placed in 

the same rank). Also, the pre-assumed number of clusters does not guarantee optimal 

RFM segmentation.  
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In order to develop a set of rules for targeting customers based on their features (the 

region and credit debt), the authors used a rough set and LEM2 rule extraction method. 

The predictive attributes also include RFM attributes, aiming to achieve high accuracy 

rate, as clusters are already formed on the basis of RFM. Hence, extracted rules perhaps 

do not show some significant customer characteristics for targeting, as they may be 

absorbed by the effect of RFM attributes. In addition, RFM attributes are unknown for 

new customers, so this model cannot be used for their prediction. 

Additionally, the authors in [16] exclusively used accuracy rate (the percentage of 

precisely predicted examples within all examples) to determine their classification 

performance. Since there is usually the smallest number of customers with the highest 

value, clusters do not contain the same number of customers. Hence, there is a problem 

of class imbalance in the classification, which may lead to low class precision (the 

percentage of precisely predicted examples within a predicted class) and / or class recall 

(the percentage of accurately classified examples within the actual class) for the 

smallest class, which is the most important customer segment in this case.  

In order to overcome the shortcomings mentioned above, a new method for customer 

segments classification based on data mining techniques will be tested in this paper. 

Customer segmentation by RFM attributes will be performed automatically using a 

clustering algorithm instead of manual coding and sorting. Clustering will be applied to 

the original attributes, so that there is no loss of fine differences that arise due to their 

uniform coding. Instead of a priori determining the number of clusters, an objective 

indicator of the optimal number of clusters will be used. Predictive classification will 

not include RFM attributes, therefore, classification rules describing segments will be 

defined in terms of customer and product characteristics, which is very important for 

customer relationship management. In this way, it is possible to classify new customers 

for whom RFM attributes are not known and available. Finally, and most importantly, 

the proposed method aims to reduce the misclassification of the most valuable customer 

segment.  

2.4. Class Balancing in Direct Marketing 

As pointed out, a major difficulty with predictive models in direct marketing is the class 

imbalance problem. According to the previously mentioned Pareto principle, the 

segment of the most valuable customers is the smallest (about 20% of the customers), 

but also the most important for the success of the campaign. The response rate in a 

direct campaign is often less than 5%, while non-responders make up as much as 95% 

of the total number of customers. This leads to very unbalanced datasets for training 

predictive classifiers in direct marketing [17, 22, 53]. Obviously, the problem of class 

balancing in this area is very topical, and accordingly, much more recent research deals 

with methods that effectively address this problem. 

According to Sun et al.[31] data-level, algorithm-level and cost-sensitive  solutions 

were developed for the problem when using imbalanced classes in classification models. 

At the data level, the aim is to balance classes with resampling, while solutions include 

random or targeted under-sampling and over-sampling. At the algorithm level, solutions 

try to adapt the algorithm to strengthen small-class learning. Cost-sensitive solutions, at 

both the algorithm and data levels, assign higher misclassification costs to small-class 
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examples. More recently, there have been several papers that deal with this issue [54–

56].  

Although resampling eliminates class imbalance, this approach has several 

limitations and disadvantages, such as unknown optimal class distribution, inexplicit 

criterion in selecting examples for removal, risk of losing information relevant to class 

differentiation in majority class under-sampling, and risk of overfitting when over-

sampling a minority class. Algorithm-level approaches require extensive knowledge of 

the algorithms and application domains, while cost-sensitive approaches involve extra 

learning costs for exploring effective cost setups, when real cost values are not 

available. However, despite the mentioned shortcomings, most of these solutions are 

used in recent research in the field of direct marketing. 

Thus, Kim et al. [17] compared the efficiency of SVM classifiers with decision tree 

and neural networks on highly unbalanced data sets in direct marketing. They found that 

only SVM doesn’t have a complete misclassification of the minor class, but, that 

positive sensitivity is very small, which means that the class imbalance is also an issue 

for SVM method. With random under-sampling of majority class with a ratio of 33% 

(i.e. the class ratio was 2:1), all classifiers improved their performance, while SVM still 

outperformed the others. However, with a 1:1 class ratio, the performance of SVM 

model has weakened, suggesting that by removing a large number of examples of the 

majority class, data relevant to the learning process may be lost. In that sense, it is good 

to combine under-sampling with ensemble techniques so that random selection is 

repeated several times and the probability of significant data being completely excluded 

is reduced, hence some papers dealing with the class imbalance problem in direct 

marketing go in that direction. 

For example, Kang et al. [22] suggested improving customer response models by 

balancing classes using clustering, under-sampling and ensemble. First, the instances 

belonging to the non-response class are clustered. In the next step, under-sampling is 

performed as part of the ensemble procedure by randomly selecting a number of 

representatives from each cluster, proportional to the size of the cluster, but with the 

total number of selected instances equal to the minor class (balanced ensemble). In this 

way, taking a number of representative members of the larger class is achieved and 

reduces the loss of information relevant to class differentiation. By performing 

ensemble procedure in k iterations, on k of such balanced samples, k classifiers are 

generated and their predictions are combined. The results showed that compared to 

random sampling methods, this approach has more stable predictive performance that 

decision makers can trust more. 

Migueis et al. [18] compared ensemble balanced under-sampling (the EasyEnsemble 

algorithm that uses sampling without replacement) with an over-sampling method (the 

Synthetic Minority Oversampling Technique-SMOTE) for direct marketing response 

prediction in banking and found the EasyEnsemble method gave better results. The 

sampling model without replacement can compromise the independence of the classifier 

in the ensemble procedure because the sampling in the next step depends on the one 

made in the previous step. 

Marinakos et al. [29] tested cluster-based under-sampling and distance-based 

resampling techniques for the bank customer response model (with 12% of respondents 

and 88% of non-respondents) with several different classifiers, such as linear 

discriminant analysis, logistic regression, k-Nearest Neighbor (k-NN), decision tree, 

neural network and SVM. The highest accuracy of the minority class classification was 
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achieved by the combination of cluster under-sampling and k-NN. Cluster under-

sampling combined with SMOTE over-sampling proved consistently well, performing 

across all classifiers.  

Peng et al. [27] proposed a solution based on algorithm adaptation in the form of 

cost-sensitive learning SVM for segmenting credit card users, and showed that this 

solution gives better results for the smallest class of high-value users than basic SVM 

with random under-sampling. This approach requires extensive knowledge of the SVM 

method in order to include misclassifying costs. 

Farquad and Bose [25]tested SVM as a class-balancing preprocessor of insurance 

customers data and found that when classifiers are applied to such a refined set, a much 

higher sensitivity is obtained i.e. the number of current examples of the minor class that 

the model accurately classifies. They also found that data balancing with SVM is more 

efficient than other balancing techniques such as 100% and 200% SMOTE over-

sampling or 25% and 50% under-sampling. 

In our preliminary research [57], we tested how successfully a hybrid model that 

combines SVM and decision trees as a rule extraction technique (SVM-DT) solves the 

problem of the minor class of the most valuable customers. The results showed that with 

this approach, the segment of the most valuable customers can be predicted with an 

accuracy of 77%, which is 44% better than the standalone DT. Thus, SVM as a 

preprocessor has effectively improved the precision of the minor class. The 

improvement is even higher for the percentage of existing customers who are 

recognized as members of the most valuable cluster. Standalone DT identified only 4% 

of them, while SVM-DT managed to identify 63% of such customers. Although the 

model performed well on a training data set (obtained by cross-validation), it was not 

tested on an unknown data set, so its actual predictive power was not confirmed in this 

study. 

In a study by Djurisic et al. [58] authors tested how well SVM preprocesses data and 

enables CRM optimization in banks. The results showed that during the segmentation of 

credit card users, this method successfully resolves overlapping and unbalanced classes. 

In this paper either, the model was not tested on a completely unknown data set. 

In previous research, in order to overcome the class imbalance problem, balanced 

ensemble methods in combination with different classifiers, or standalone SVM, as a 

preprocessor that refines class overlapping and thus balances data, were mainly tested. 

This paper will test combining ensemble approach and SVM to improve preprocessing 

performance, as well as balanced ensemble in combination with DT on such a 

preprocessed dataset to improve rule extraction performance from SVM output, which 

should ultimately lead to improved performance of customer segments classification. 

3. Methodology 

The primary goal of predictive customer segmentation in direct marketing is customer 

value prediction, which determines whether or not a customer is targeted. This section 

describes the methodological approach for the proposed predictive procedure. 
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3.1. Data 

First step is collection of data on purchasing transactions from previous direct 

campaigns, which can include customer data (such as: gender, age, region, wealth, etc.), 

product data (such as: type, category, purpose, etc.), and purchasing behavior data, i.e. 

recency, frequency and monetary value of purchases. The data were used as a training 

set for the predictive model.  

For the empirical testing in this paper, a data set of on-line purchasing transactions 

from previous direct campaigns of Sport Vision Montenegro (part of the Sport Vision 

system - leading sport retailer in the Balkans) was used, for the period from the 

beginning of September 2018 to the end of January 2019 (fall/winter season). The data 

set consists of 1605 records (transactions) and has the following attributes: order ID, 

discount, price, date, gender, product type, product gender, product category, product 

age and product brand. Product type represents retailer’s classification of products into: 

footwear (sneakers, shoes, boots, etc.), apparel (t-shirts, sweatshirts, joggers, etc.) and 

equipment (bags, dumbbells, gloves, etc.). On the other hand, product category is 

another form of classification, based on activities’ purpose (for example, running – for 

running shoes, outdoor – for hiking equipment, etc.). Product gender consists of five 

values: products for women, for men, for boys, for girls and unisex products. In 

addition, product age describes the age group that products are intended for (for babies, 

for kids, for adults, etc.). Finally, product brand splits the products into two major 

groups – A brands (retailer’s distribution brands) and Licence brands (retailer’s 

production and distribution brands) and a small group of “Other” brands. In general, A 

brands are well known and established sport brands, that are usually more expensive, 

while Licence brands are more affordable, with not as strong image and brand 

recognition. 

The data was prepared by calculating the RFM attributes as follows: Recency as the 

date of the last order, Frequency as the total number of orders in the considered period 

and Monetary as the monetary amount spent by a customer in the considered period 

expressed in euros. The Recency attribute is encoded so that for 20% of the most recent 

dates, score 5 is assigned, the next 20% less recent dates are given score 4 and so on 

until score 1. Attributes Frequency and Monetary are retained in their original form. In 

the end, all the attributes were normalized with 0-1 range transformation. Table 1 shows 

the attribute distribution in the starting data set.  

For the purpose of testing the predictive performance of the model, the same type of 

data from the year after were used, but from the same season (fall/winter), when there is 

a similar sales offer available for consumers. This is because of seasonality, which 

affects and defines type of current offer. For example, in the fall/winter season, 

marketing focus is on “back to school” and skiing campaigns, while during the 

spring/summer season, focus is on summer activities. Hence, it makes sense to only 

compare the performance of the same seasons and different years, while the same values 

of attributes are available.  

The data was prepared in the same way as the training set (RFM attributes were 

calculated and all attributes normalized). 
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Table 1. Attribute distribution in the training dataset  

Attribute Statistics Range 

Order_ID  [42 ; 6278] 

Cust_gend mode = M (891),             least 

= F (714) 

F (714), M (891) 

Discount avg = 0.371 +/- 0.107 [0.000 ; 0.500] 

Prod_type mode = Footwear (784), least 

= Equipment (181) 

Footwear (784), Equipment 

(181), Apparel (640) 

Prod_gend mode = For men (786),  

least = For girls (67) 

For women (399), For boys 

(210), For men (786), 

Unisex (143), For girls (67) 

Prod_categ mode = Lifestyle (869),  

least = Handball (1) 

Lifestyle (869), Fitness 

(231), Running (119), 

Football (70), Skiing (103), 

Outdoor (85), Basketball 

(103), Other (5), Boxing 

(3), Tennis (12), 

Accessories (2), Handball 

(1), Volleyball (1), 

Skateboarding (1) 

Prod_brand mode = A brands (853),  

least = Other (74) 

A brands (853), Licence 

(678),  Other (74)  

Prod_age mode = For adults (1272), 

least = For all (23) 

For adults (1272), For 

babies (0-4) (62), For teens 

(8-14) (127), For younger 

kids (4-10) (121), For all 

(23) 

R avg = 3.143 +/- 1.353 [1.000 ; 5.000] 

F avg = 3.616 +/- 3.401 [1.000 ; 17.000] 

M avg = 100.081 +/- 78.211 [9.600 ; 352.000] 

3.2. Model Training and Validation 

As the first step in model development, a cluster model was generated on the training 

set and customer segments are identified, i.e. a Customer Value-level (CV-level) for all 

customers is determined.  

As one of the most well-known algorithms for cluster analysis, the k-means method 

was mostly used for customer segmentation in direct marketing [13–16]and other 

clustering analysis [59, 60]. This method estimates the centroid cluster model based on 

the Davies-Bouldin Index (DB) [61], which ensures maximum heterogeneity between 

clusters and maximum homogeneity within the clusters. DB index calculates the 

Euclidean distance from the centroid inside and between the clusters. Better quality of 

clustering is indicated by lower absolute values of the DB index. This study proposes 
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the k-means method because the optimal number of clusters can be determined based on 

this indicator. 

CV-level defines how much the customer is valuable to the company based on 

purchasing behavior or belonging to the appropriate segment. Thus, the segment of 

customers who buy most often, who bought the most recently and from whom the 

largest revenue was made, represents the segment of the most valuable customers for 

the company. All customers who belong to that segment get the best, that is. first CV 

level.  

In the next step, Bagging SVM is trained, as the data preprocessor. On the training 

dataset the CV-level is then predicted by the preprocessor. In order to obtain the purest 

classes possible, with less overlap, and to achieve better class balance, only those results 

for which more than 90% of the SVM models voted in Bagging procedure are taken, i.e. 

results for which Confidence is > 0.9. In this way, an under-sampled training set is 

obtained with a new class label predicted by Bagging SVM. The new class label defines 

classes that overlap less and are more balanced.  

A balanced Bagging DT model is trained on this Bagging SVM output. The model is 

now trained on much more balanced data and the balanced ensemble meta-algorithm 

further helps to solve the problem of the minor class (the most valuable customer class) 

and improves the performance of customer segments classification. In addition, the 

balanced Bagging DT model extracts rules that better describe customer segments, 

especially the minor one. Namely, solving the problem of the minor class, significantly 

more rules are obtained for the most important segment of the customers.  

Thus, the final model for customer segments classification was created by combining 

an ensemble of SVM classifiers and an ensemble of DT rule extractors, so it can be 

called an ensemble SVM-RE model.  

By training the model, the optimal combination of model’s parameters is found, 

which achieves maximum predictive performance. This is attained by combining Grid-

Search technique with k-fold cross-validation. More specifically, a grid of possible 

values is defined for parameters whose combinations are tested using the k-fold cross-

validation procedure with stratified sampling. The cross-validation procedure implies 

that the starting data set is split into subgroups, taking care that percentage of class 

representation in subgroups corresponds to percentages of class representation in the 

entire set of data. Then k-1 subsets are used for training the model (training set), while 

one of the subsets is used for validation, i.e., testing how this model works on an 

unknown set of data (validation set). The procedure is repeated k times, so that each of 

the subsets is a validation set. At each iteration, the parameters for classification 

(accuracy rate, class precision, and class recall), are calculated and finally their average 

value is found.  

For assessment of predictive performance, overall accuracy rate, class precision and 

class recall are used (these indicators are explained at the end of section 2.3). In addition 

to predict customer segment with high accuracy, for customer targeting it is important to 

classify existing consumers more accurately, so class recall is an important indicator of 

model performance. 
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3.3. Model Testing 

In the testing phase, to assess the accuracy of the model at the test set, the actual CV-

level primarily is determined using the cluster model generated in a training phase. Then 

the CV-level is predicted using the trained Bagging SVM model, while the test set 

retains examples whose predictions have Confidence > 0.9, and the predicted CV-level 

now is declared as the actual class label. The trained balanced Bagging DT model is 

then applied to this preprocessed test set, and thus CV-level predictions are obtained. 

In the testing phase, the predictive performance of the model is determined by 

comparing the CV-level obtained by prediction using trained models with the actual 

CV-level values in the test set. 

3.4. Summary of Predictive Procedure 

Figure 1 shows a flow diagram for the training and testing phases of the predictive 

procedure. The procedure was implemented using Rapid Miner. 
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Fig. 1. Predictive procedure 
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4. Empirical Testing and Results  

4.1. RFM Clustering of Training Data Set  

By clustering the starting data set using k-means method and normalized RFM 

attributes, following results are obtained - shown in Table 2. It can be seen that the best 

DB index (minimum absolute value) is achieved for a 3-cluster model. This cluster 

model is shown in Table 3. 

Table 2. Selection of number of clusters (parameter k) for k-means clustering 

K 2 3 4 5 6 7 8 9 10 

DB -1.025 -0.811 -0.983 -0.958 -0.909 -1.02 -0.98 -0.976 -0.96 

Table 3. Centroid Cluster model for RFM segmentation of customers 

  R F M Items 

cluster_0 0.766807 0.565126 0.677733 238 

cluster_1 0.735348 0.088065 0.179499 819 

cluster_2 0.137318 0.101734 0.211345 548 

Note: Normalized centroid values are shown (0-1 range transformation) 
 

From Table 3, it can be seen that cluster_0 consists of the most recent, most frequent 

and most profitable customers (CV-Level=1), cluster_1 consists of recent, but less 

frequent and less profitable customers (CV-Level=2), while cluster_2 is made of non-

recent customers, that are less frequent and less profitable (CV-Level=3). The most 

valuable customer cluster contains significantly less items than the other two clusters 

(238 versus 819 and 548), so the problem of class imbalance is evident.  

Table 4 shows the distribution of customer frequency, recency and profitability 

across these CV-level segments. It can be observed that customers from the most 

valuable segment are recent, as well as that they have purchased on average 10 times in 

the considered period and their average amount of trade is around € 242. In contrast, 

customers from the CV-Level 3 segment, trade on average at most 3 times, with an 

average trading volume of around € 82.  

Table 4. CV-Level customer segments 

CV-Level Recency Frequency Monetary 

1 Avg:  4 

Min:  3 

Max: 5 

Avg: 10 

Min:  3 

Max: 17 

Avg:  241.65 € 

Min:  113.4 € 

Max: 352 € 

2 Avg:  4 

Min:  3 

Max: 5 

Avg:  2.4 

Min:  1 

Max: 7 

Avg:  71.06  € 

Min:  9.6 € 

Max: 199.5 € 

3 Avg:  1.54 

Min:  1 

Max: 2 

Avg:  2.6 

Min:  1 

Max: 9 

Avg:  81.96 € 

Min:  12.5 € 

Max: 239.5 € 
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4.2. Empirical Testing of Predictive Procedure 

Training phase 

In order to test proposed predictive procedure, a Bagging SVM model for the CV-level 

prediction obtained by initial customer clustering was first generated. Using Grid Search 

parameter optimization and 10-fold cross-validation, optimal combination of parameters 

for SVM and Bagging is defined as: SVM.C = 400.6, SVM.gamma = 200.006, 

Bagging.sample_ratio = 0.9, and Bagging.iterations = 10. The model then generated a 

CV-level prediction which is now taken as the class label of the training set.  

In the next step, an under-sampled training set was made by excluding all predictions 

with confidence <= 0.9, i.e. those results for which only 90% of models and less voted 

in the Bagging SVM procedure. Table 5 shows the thus obtained new training set. 

Table 5. Changes to the training set in the predictive procedure 

Training set  Class label Distribution of 

class label 

Number 

of 

examples 

Starting CV-Level CV-Level 1 (238) 

CV-Level 2 (819) 

CV-Level 3 (548) 

1605 

Obtained at the Bagging 

SVM output 

Bagging SVM predicted 

CV-Level 

CV-Level 1 (132) 

CV-Level 2 (981) 

CV-Level 3 (492) 

1605 

Under-sampled (Conf. > 

0.9) 

Bagging SVM predicted 

CV-Level 

CV-Level 1 (82) 

CV-Level 2 (834) 

CV-Level 3 (360) 

1276 

Table 6. Results of the training phase (cross-validation performance) 

Model Accuracy Class Recall Class Precision 

Bagging SVM4 

 

61.00% 21.01%1,  

81.07%2, 48.36%3 
50.51%1,  

61.37%2, 62.50%3 

Balanced Bagging DT on 

Bagging SVM output5 

88.71% 69.51%, 

96.76%, 74.44% 

80.28%,  

87.91%, 93.38% 

Standalone DT6 60.69% 4.20%,       

80.34%, 55.84% 
27.78%, 

61.90%, 60.47% 
1 Class performance for CV-Level 1(most valuable customers - minor class); 
2 Class performance for CV-Level 2;  
3 Class performance for CV-Level 3 ;  
4 This model is a data preprocessor;  
5 The performance of this model is actually the performance of the final model for the customer 

segments classification called the ensemble SVM-RE ; 
6 Standalone DT is generated for comparison purposes. 

Following that procedure, the balanced Bagging DT classifier was trained on the 

training set thus obtained. Grid Search and 10-fold cross-validation determined the 

optimal combination of parameters: Bagging.sample_ratio= 0.9, Bagging.iteration = 
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304, balancing_proportion: 82:500:100, split_criterion = gain_ratio, min_size_for_split 

= 4, min_leaf_size = 2, max_depth = 15, confidence = 0.2, min_gain = 0.01. 

For the purpose of comparison, the DT standalone classifier was trained with the 

optimal combination of parameters: split_criterion = gini_index, min_size_for_split = 4, 

min_leaf_size = 16, max_depth = 15, confidence = 0.1, min_gain = 0.01. 

The classification performance of the trained models are shown in Table 6. 

From the Table 6, it can be noticed that the balance Bagging DT on Bagging SVM 

output model (hereinafter ensemble SVM-RE model) has significantly better 

classification performance than the standalone DT model. The standalone DT method 

correctly targeted only 4% of the most valuable customers, while ensemble SVM-RE 

successfully targeted 69% of them.  

Also, all considered classification performances are better with the ensemble SVM-

RE model than with DT. The class precision of the most valuable customers for DT is 

only 28%, which means that the company will have unnecessary campaign costs for 

72% of wrongly classified customers. Precision of ensemble SVM-RE model for the 

class is 80%, which means that only 20% of the offers sent are likely to be unanswered. 

Therefore, ensemble SVM-RE will, in relation to DT, reduce the cost of the campaign. 

It can be concluded that, with the high overall accuracy of CV-level prediction (89%), 

the proposed ensemble SVM-RE method managed to solve the problem of class 

imbalance. 

The results show that Bagging SVM as the preprocessor of data on purchase 

transactions eliminated noise, so that more precise classification is possible. The DT 

classification accuracy is increased by 28% - the accuracy for the standalone DT is 61% 

and for SVM-RE 89%. Mean class recall for standalone DT is 47%, and after data 

preprocessing and using the ensemble DT it is 80%. Mean class precision has increased 

from 50% to 87% after preprocessing. 

Given the high cross-validation accuracy of rule extraction from the Bagging SVM 

output (89%), the rules validly interpret the Bagging SVM classification. Table 7 shows 

some of the 81 derived rules which are recognized as the most important, i.e. rules 

which cover a large number of examples (Support ~1% and more, except for the minor 

class where the minimum support is 0.3%), have high accuracy (Confidence > 80%) and 

good confidence in relation to overall data set (Lift > 1).  

On the basis of derived rules, it can be stated that customers with CV-Level = 1 are 

mostly male customers, who mainly buy: basketball apparel for men from licensed 

brands (brands for which Sport Vision has licensed production and distribution, such as: 

Champion, Umbro, Lonsdale, Ellesse, Slazenger, Sergio Tacchini, etc.) and with a 

discount of 25% to 45%; apparel for adults – men, either for football or lifestyle 

category from licence brands with a discount between 25% and 35%; as well as men 

who purchase apparel for teens, with 25-45% discount, or equipment for women with 

10-45% discount. 

Customers of CV-Level = 2 are mainly women, who either mainly buy clothes from 

A brands (brands for which the company is a distributor, such as: Adidas, Nike, Under 

Armor, Reebok, Converse etc.) with a discount from 25% to 35%, or apparel from 

licensed brands and equipment on a discount from 25% to 45%. Additionally, women 

who purchase footwear for men on a 25% to 35% discount also belong to this customer 

segment. Male buyers in this category mainly purchase lifestyle apparel for adult men, 
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either from licensed brands on 35% to 45% discount, or A brands from 25% to 35% 

discount.  

CV-Level = 3 represents the group of least valuable customers. The customers 

belonging to this group mostly buy products on a discount larger than 45% (sale 

seekers). Male buyers in this category mainly buy lifestyle or equipment products from 

A brands. Female buyers in this segment purchase lifestyle footwear for adults from 

licensed brands. 

Hence, with the SVM-RE ensemble, rules are obtained that explain customer 

segments, which is the answer to the RQ3. Also, solving the problem of the minor class 

provides a more efficient description of the segment of the most valuable customers 

with a larger number of important rules. 

Table 7. Most significant classification rules derived by ensemble SVM-RE 

CV-level Rule 
Confidence 

(>80%) 

Support 

(>1%*) 

Lift 

(>1) 

CV-Level 

1 

if Discount > 45% and Prod_category = 
Football and Prod_age = For younger kids  

(4-10) 

100% 0.3% 8.33 

CV-Level 

1 

if Discount > 45% and Prod_category = 
Outdoor and Prod_type = Footwear and 

Prod_brand = Licence 

100% 0.4% 8.33 

CV-Level 

1 

if Discount ≤ 45% and Discount >>35% and 

Cons_gender = F and Prod_type = Apparel and 
Prod_brand = A brands and Prod_gender = For 

women  

100% 0.3% 8.33 

CV-Level 

1 

if Discount ≤ 45% and Discount > 25% and 
Cons_gender = M and Prod_type = Apparel and 

Prod_age = For adults and Prod_gender = For 

men and Prod_category = Basketball and 
Prod_brand = Licence 

100% 0.4% 8.33 

CV-Level 

1 

if Discount ≤ 35% and Discount > 25% and 

Cons_gender = M and Prod_type = Apparel and 
Prod_age = For adults and Prod_gender = For 

men and Prod_category = Football  

100% 0.4% 8.33 

CV-Level 

1 

if Discount ≤ 45% and Discount > 35% and 

Cons_gender = M and Prod_type = Apparel and 
Prod_age = For adults and Prod_gender = For 

men and Prod_category = Lifestyle and 

Prod_brand = A brands  

100% 1% 8.33 

CV-Level 

1 

if Discount ≤ 35% and Discount > 25% and 

Cons_gender = M and Prod_type = Apparel and 

Prod_age = For adults and Prod_gender = For 
men and Prod_category = Lifestyle and 

Prod_brand = Licence 

100% 4% 8.33 

CV-Level 

1 

if Discount ≤ 45% and Discount > 25% and 

Cons_gender = M and Prod_type = Apparel and 
Prod_age = For teens (8-14) 

80% 1% 6.67 

CV-Level 

1 

if Discount ≤ 45% and Discount > 10% and 

Cons_gender = M and Prod_type = Equipment 
and Prod_brand = Licence and Prod_gender = 

For women  

100% 1% 8.33 

CV-Level 

2 

if Discount > 45% and Prod_category = Skiing  86% 2% 1.17 

CV-Level 

2 

if Discount ≤ 35% and Discount > 25% and 

Cons_gender = F and Prod_type = Apparel and 

Prod_brand = A brands 

100% 6% 1.37 
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CV-Level 

2 

if Discount ≤ 45% and Discount > 25% and 

Cons_gender = F and Prod_type = Apparel and 

Prod_brand = Licence 

100% 11% 1.37 

CV-Level 

2 

if Discount ≤ 45% and Discount > 25% and 
Cons_gender = F and Prod_type = Equipment  

94% 3% 1.29 

CV-Level 

2 

if Discount ≤ 45% and Discount > 35% and 

Cons_gender = F and Prod_type = Footwear 

98% 7% 1.34 

CV-Level 

2 

if Discount ≤ 35% and Discount > 25% and 
Cons_gender = F and Prod_type = Footwear 

and Prod_gender = For men  

100% 2% 1.37 

CV-Level 

2 

if Discount ≤ 45% and Discount > 35% and 
Cons_gender = M and Prod_type = Apparel and 

Prod_age = For adults and Prod_gender = For 

men and Prod_category = Lifestyle and 
Prod_brand = Licence 

100% 4% 1.37 

CV-Level 

2 

if Discount ≤ 35% and Discount > 25% and 

Cons_gender = M and Prod_type = Apparel and 
Prod_age = For adults and Prod_gender = For 

men and Prod_category = Lifestyle and 

Prod_brand = A brands  

100% 3% 1.37 

CV-Level 

2 

if Discount ≤ 45% and Discount > 10% and 
Cons_gender = M and Prod_type = Footwear 

and Prod_age = For adults and Prod_category = 

Lifestyle  

100% 8% 1.37 

CV-Level 

3 

if Discount > 45% and Prod_category = 

Basketball  

88% 1% 5.83 

CV-Level 

3 

if Discount > 45% and Prod_category = Fitness 

and Cons_gender = M and Prod_brand = A 
brands  

100% 1% 6.67 

CV-Level 

3 

if Discount > 45% and Prod_category = 

Lifestyle and Prod_brand = A brands and 
Cons_gender = M  

95% 3% 6.33 

CV-Level 

3 

if Discount > 45% and Prod_category = 

Lifestyle and Prod_brand = Licence and 

Prod_age = For adults and Prod_type = Apparel 

and Prod_gender = For men  

100% 1% 6.67 

CV-Level 

3 

if Discount > 45% and Prod_category = 

Lifestyle and Prod_brand = Licence and 
Prod_age = For adults and Prod_type = 

Footwear and Cons_gender = F  

100% 1% 6.67 

CV-Level 

3 

if Discount > 45%and Prod_category = Running 
and Prod_brand = A brands  

91% 2% 6.06 

CV-Level 

3 

if Discount ≤ 25% and Discount > 10% and 

Cons_gender = M and Prod_type = Apparel and 

Prod_gender = For men  

100% 1% 6.67 

*note: the criteria for “Support” for chosen rules is ~1% and more, except for the minor class 

where the minimum support is 0.3% 

Testing Phase 

In order to determine the predictive performance of the model on the test set, the test set 

was clustered using a cluster model generated in the training phase (see Figure 1). In 

this way, each user is assigned an appropriate CV-level to be used to determine 

predictive performance in the test phase. 

The next step is to preprocess the test set using a Bagging SVM trained in the 

training phase, as well as under-sampling the test set taking examples with a class label 



912           Sunčica Rogić and Ljiljana Kašćelan 

voted by more than 90% of the SVM models during the bagging procedure (see Figure 

1). The characteristics of the test set before and after preprocessing are shown in Table 

8. 

Table 8. Changes to the test set in the testing phase 

Test set  Class label Distribution of class 

label 

Number of 

examples 

Starting CV-Level CV-Level 1 (286) 

CV-Level 2 (2906) 

CV-Level 3 (2027) 

5219 

Obtained at the Bagging 

SVM output 

Bagging SVM 

predicted CV-Level 

CV-Level 1 (491) 

CV-Level 2 (3399) 

CV-Level 3 (1329) 

5219 

Under-sampled  

(Conf. > 0.9) 

Bagging SVM 

predicted CV-Level 

CV-Level 1 (406) 

CV-Level 2 (3155) 

CV-Level 3 (1043) 

4604 

It is noted that the Bagging SVM complemented the first minor segment so that it has 

491 instances after data preprocessing. In addition, this preprocessor has cleared 

overlaps between segments so that future classification is as accurate as possible.After 

under-sampling, the trained ensemble SVM-RE model was applied to this test data set 

and the results shown in Table 9 were obtained.  

Table 9. Performance of ensemble SVM-RE model on unseen data 

Model Accuracy Class Recall Class Precision 

Ensemble SVM-RE 85.79% 93.84%1,       

84.44%2, 86.77%3 

79.38%1,       

94.57%2, 69.24%3 

1 Class performance for CV-Level 1 (most valuable customers - minor class);2 Class performance 

for CV-Level 2; 3 Class performance for CV-Level 3; 

From the table above it can be seen that the overall accuracy of the ensemble SVM-

RE model on unseen data is 85.79% which is good, compared to cross-validation 

accuracy of 88.71%. Apart from maintaining similar overall accuracy as in model 

validation, the unknown data also shows good performance for the minor class (class 

precision of about 80% and class recall of about 94%), which is the most important 

because the existing and predicted potential most valuable customers are precisely 

identified.  

The ensemble SVM-RE model targets a total of 480 most valuable customers for the 

campaign. Of these, 381 most valuable customers were correctly targeted (94% of all 

such customers in the test set) and 99 customers were missed. So about 80% of the 

offers sent are potentially profitable while for 20% could be in vain (see the confusion 

matrix shown in Table A1 in the Appendix).  

So, as a result of the test phase, it can be concluded that the proposed ensemble 

SVM-RE model is a quality predictor for CV-level, i.e. adequate model for customer 

segment classification, so the answer to the RQ1 is positive. 
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4.3. Comparison with Other Class Balancing Methods  

Due to the comparison of the proposed ensemble SVM-DT model with standalone 

ensemble models, with respect to the efficiency of solving the minor class problem, a 

combination of DT classifiers with different balanced ensemble techniques were tested. 

First, on the starting training dataset, a Balanced Bagging DT model was generated with 

parameters: Bagging.sample_ratio = 0.7, Bagging.iterations = 108, 

balancing_proportion: 238: 238: 238, criterion = gain_ratio, min_size_for_split = 4, 

min_leaf_size = 2, max_depth = 15, confidence = 0.2, min_gain = 0.01.  Then  a 

balanced AdaBoost DT model with parameters: Ada-Boost.iterations = 3001, 

balancing_proportion: 238: 238: 238, criterion = gain_ratio, min_size_for_split = 4, 

min_leaf_size = 2, max_depth = 15, confidence = 0.2, min_gain = 0.01, and finally a 

balanced Random Forest model with parameters: RandomForest.sample_ratio = 1.0, 

Random.Forest.iterations = 75, balancing_proportion: 238: 238: 238, criterion = 

gain_ratio, max_depth = 10, are generated. The optimal parameters were determined 

using Grid Search and 10-fold cross-validation.  

The performance of the class balancing models are shown in Table 10. 

Table 10. Classification performance of standalone balanced ensemble models 

Model Accuracy Class Recall Class Precision 

Cross-validation performance 

Balanced Bagging DT 56.69% 44.12%1,   

51.28%2, 70.26%3 

34.20%1, 

68.74%2, 56.04%3 

Balanced AdaBoost DT 55.32% 41.60%, 

64.22%, 57.30% 

30.43%,  

69.44%, 57.46% 

Balanced RandomForest 51.03% 53.36%,  

41.76%, 63.87% 

28.93%, 

69.94%, 51.70% 

Performance on test set (unseen data) 

Balanced Bagging DT 49.55% 26.22%,  

43.53%, 61.47% 

8.35% , 

66.20%, 51.70% 

Balanced AdaBoost DT 46.14% 35.66%, 

46.73, 46.77% 

7.53%,  

65.48%, 52.93% 

Balanced RandomForest 44.51% 34.62%,  

37.89%, 55.40% 

7.12%,  

67.01%, 51.37% 
1 Class performance for CV-level 1 (most valuable customers - minor class);2 Class performance 

for CV-level 2; 3 Class performance for CV-level 3 

Comparing the results of ensemble SVM-RE method from Table 6 with the 

standalone balanced ensemble methods Bagging DT, AdaBoost DT and Random Forest  

in Table 10, it can be concluded that this method outperforms their capabilities in terms 

of class balancing i.e. solutions to minor class problems. Namely, while for the 

ensemble SVM-DT the recall and precision for minor class were 69.51% and 80.28% 

respectively, the best recall of the minor class was achieved by Random Forest 

(53.36%) and the best precision for the minor class by balanced Bagging DT (34.20%). 

Also, the maximum overall accuracy of standalone balanced ensemble models (55.69%) 

is significantly smaller than the ensemble SVM-DT model (88.71%). When comparing 
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the results at the test set (Table 9), the superiority of the ensemble SVM-RE models is 

even more pronounced. 

Finally, it can be concluded that SVM, in combination with the Bagging ensemble 

meta-algorithm more effectively solves class imbalance problems than other methods 

used for this purpose.  

4.4. Comparison by Profitability Criterion 

For model comparisons in terms of the potentially achievable maximum profit from a 

campaign based on the minor class prediction (i.e. the segment of the most valuable 

customers), Table 11 shows the calculation of this indicator individually by models. The 

profit indicator is calculated by the formula (3): 
 

Profit = True Predicted * R - (True Predicted + False Predicted) * C                      (3) 
 

where are: True Predicted - number of model’s true predicted customers of the most 

valuable segment; R- potential single customer revenue from a campaign; False 

Predicted - number of model’s false predicted customers of the most valuable segment; 

and C-estimated campaign cost per single customer. 

Table 11. Model comparison by potentially earnable campaign profit 

Model True    

Predicted1 
False    

Predicted2 
Revenues3 Costs4 Profit5 

SVM-RE6 150 44 36300 194 36106 

Ensemble      

SVM-RE 

165 41 39930 206 39724 

Balanced     

Bagging DT 

105 202 25410 307 25103 

Balanced 

AdaBoost DT 

126 288 30492 414 30078 

Balanced     

Random Forest 

127 312 30734 439 30295 

1Number of true predicted customers of the most valuable segment 
2 Number of false predicted customers of the most valuable segment 
3 True Predicted *Potential Single Customer Revenue (€ 242) 
4 (True Predicted+False Predicted) * Estimated Single Customer Campaign Cost (€ 1)   
5 Revenues-Costs 
6 Results for standalone SVM-RE are taken from [57] 

Potential revenue is assumed to be average revenue generated in previous campaigns 

at the most valuable segment level (€ 242, see Table 4), while the estimated cost per 

campaign per customer is € 1. The number of correctly predicted and incorrectly 

predicted members of the most valuable customer segment is given in proportion to the 

participation of this class in the initial training set (since the training set obtained at the 

Bagging SVM output is under-sampled). 
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Based on the calculation in the table above, it is observed that the maximum profit 

can be expected based on the ensemble SVM-RE prediction. The improvement of the 

standalone SVM-RE method by the ensemble meta-algorithm may lead to an increase in 

profit in campaign for € 3618. From the standalone balanced ensemble method, the 

highest expected profit of € 30295 is achieved with the RandomForest prediction, which 

is € 9429 less than the expected profit with the ensemble SVM-RE prediction.  

Thus, it can be concluded that the proposed ensemble SVM-RE model out-performs 

other considered models by profitability criterion. Note that the advantages of the 

ensemble SVM-RE method according to this criterion would be even more pronounced 

if the comparison was done on unseen data. Since the predictive accuracy on unseen 

data was not tested in [57], we compared the cross-validation performance of the 

models. 

Taking into account the comparison according to the criterion of predictive 

performance from the previous section, as well as based on the criterion of profitability, 

ensemble SVM-RE is a better class balancing method than other considered methods, 

which is the answer to the RQ2. 

4.5. Validation of the method by testing on a public dataset 

Method was also tested on a publicly available Customer_transaction_dataset, available 

on Kaggle data science repository (available at: 

https://www.kaggle.com/archit9406/customer-transaction-dataset), which consists of 

data regarding cycling equipment sales. The data contains 20,000 sales transactions for 

3,500 customers in the period from January to December 2017. The data were refined 

due to missing values, leaving 19765 items in the set, which were divided into training 

set (70%) and test set (30%). Recency was calculated based on the date of transactions, 

Monetary based on the total transactions value, and Frequency as the number of 

transactions in this period, the same way as in the original dataset. The distribution of 

these and pre-existing attributes in this dataset is shown in Table A2 in Appendix. 

Data were first clustered based on RFM attributes and 3 clusters were obtained as 

the optimal solution (minimum DB index = -0.879) (Table 12). 

Table 12. Centroid Cluster Model for the public dataset 

 Recency Frequency Monetary Items 

Cluster 0 0.668 0.302 0.282 4264.000 

Cluster 1 0.969 0.623 0.549 7034.000 

Cluster 2 1.000 0.347 0.301 8467.000 

Note: Normalized centroid values are shown (0-1 range transformation) 

Cluster 1 of the most valuable customers (CV-Level = 1) contains 7034 items, cluster 

2 of the medium valuable customers (CV-Level = 2) has 8467 items, while cluster 0 of 

the least valuable customers (CV-Level = 3) in this case is the smallest and has 4264 

customers. Obviously, the problem of unbalanced classes is also present here. 

Repeating the same predictive procedure defined in Figure 1, in the training phase by 

cross-validation and the test phase by testing on an unknown dataset, the results shown 

in Table 13 were obtained. 

https://www.kaggle.com/archit9406/customer-transaction-dataset
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Table 13. Predictive performance of the models for the public dataset 

Model Parameters Cross-Validation 

Performance 

Test Performance 

Bagging 

SVM 

SVM.gamma = 0.0325 accuracy: 46.15%  accuracy: 47.29% 

SVM. C = 1000.0 class  recall: 21.94%1, 

44.25%2, 59.93%3 
class  recall: 23.69%1, 

46.16%2, 60.12%3 

Bagging.iterations = 10 class precis.: 33.87%, 

46.65%, 49.12% 

class precis.: 37.04%, 

47.56%, 49.85% Bagging.sample_ratio = 0.8 

Ensemble 

SVM-RE 

DT.criterion = gain_ratio accuracy: 88.69%  accuracy: 90.32% 

DT.min_size_for_split = 4 

DT.minimal_leaf_size = 2 

DT.maximal_depth = 15 class  recall: 61.61%, 

85.50%, 93.74% 

class  recall: 70.07%, 

86.67%, 94.55% DT.confidence = 0.1 

DT.minimal_gain = 0.01 

Bagging.sample_ratio = 0.9 class precis.: 74.24%, 

88.71%, 90.03% 

class precis.: 72.03%, 

91.57%, 91.41% Bagging.iterations = 100 
Bagging.Balancig_proporti

on: 435:1000:2000 

Standalone 

DT 

 

DT.criterion = gain_ratio accuracy: 43.01%  accuracy: 43.08% 

DT.min_size_for_split = 4 

DT.minimal_leaf_size = 2 class  recall: 0.50%, 

0.35%, 99.87% 

class  recall: 0.55%, 

0.33%, 100% DT.maximal_depth = 15 

DT.confidence = 0.1 class precis.: 78.95%, 

80.95%, 42.90% 

class precis.: 100%, 

100%, 42.94% DT.minimal_gain = 0.01 

1 Class performance for CV-Level 3 (minor class); 2 Class performance for CV-Level 1; 3 Class 

performance for CV-Level 2 

The data in the table above indicate that the Ensemble SVM-RE successfully 

solved the problem of incorrect classification of the minor class on this data set as well. 

On the training and test set, standalone DT completely misclassified the best customers 

(class recall is only about 0.3%) and the worst customers (class recall about 0.5%), and 

the overall accuracy of the model is about 43%. The accuracy of the Ensemble SVM-

RE model on unknown data is about 90%, class recall for the best customers about 87% 

and for the least valuable cluster about 70%. Bagging SVM has a class recall below 

50%, not only for the minor (least valuable) class, but also for the non-minor most 

valuable class. This means that in this data set, besides the problem of the minor class, 

the problem of class overlap (noise) also exists, which Bagging SVM preprocessor has 

solved successfully. 
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5. Discussion 

The proposed model aimed to test several improvements of existing methods for 

predictive classification of customers in direct marketing, such as objective 

segmentation of customers with an indicator for the optimal number of clusters, 

description of segments in terms of customer characteristics and products, prediction of 

value for new customers with unknown purchasing behavior, and finally and most 

importantly, the reduction of misclassification for the segment of the most valuable 

customers, i.e. solution of class imbalance problem. 

Unlike some previous studies that use hard coding of RFM attributes, sorting based 

on coded values and subjective selection of segments for the campaign [4, 11, 12], this 

study suggests a more sophisticated and objective data mining technique - k-means 

clustering, which achieves segmentation algorithmically using the measure of Euclidean 

distance, in order to provide maximum similarity within segments and difference 

between segments. Instead of uniform coding of RFM attributes, which does not treat 

the customer individually, but identifies them with the group to which they belong, 

which is a characteristic of many previous studies [13, 14, 16], clustering by un-coded 

attributes is proposed in this study, because there are numerous values with which the 

algorithm for clustering works smoothly. This prevents the loss of important 

information at the level of each individual customer, that may distinguish them from 

others. Unlike the method proposed in [16], which involves subjective evaluation and 

testing of the best number of clusters, our method determines the optimal number of 

clusters objectively based on the DB index, which significantly simplifies the procedure 

and ensures the accuracy of the model.  

Classical RFM segmentation involves the prediction of future customer behavior 

based only on these three attributes, and is not applicable to the prospecting for new 

customers because transaction information is not available [4]. In [16], sophisticated 

data mining techniques are used during customer segmentation, but in addition to 

customer characteristics, RFM attributes are included as predictive attributes, so the 

proposed model cannot be used for new customers for whom these attributes are 

unknown. In our study, only product data and customer characteristics are used as 

predictive attributes, as it is expected to obtain predictive rules with more suitable 

information for targeting the potential customers [51].  

Furthermore, for predictive customer classification, this study suggests the SVM-RE 

method in combination with ensemble techniques that enhance the predictive power of 

the model. The results showed that the SVM ensemble efficiently preprocesses the data, 

i.e. resolves the noise and class imbalance. First, by moving the margin to the nearest 

(and therefore most similar) examples of the larger class and classifying them into the 

smaller class, SVM resolves the noise in the data, i.e. class overlapping and 

complements the minor class with the most relevant examples. Then, by pooling the 

results of multiple SVMs in the ensemble procedure, the instances that join the minor 

class are identified more precisely (the example joins the class that has been voted the 

most by the SVM model). And in the end, taking only the results for which more than 

90% of the SVM models voted, representatives of the classes most likely to belong to 

the class are selected, i.e. those that are farthest from each other and between which the 

margin is the widest, leading to maximum separation of classes. Applying a balanced 

DT ensemble for rule extraction from such pre-processed data set (SVM-RE ensemble) 

misclassification rate of the most valuable customer segment is reduced by 66%, which 
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is a much better result than the result obtained in [58], where using standalone SVM 

preprocessor and standalone DT rule extractor this misclassification rate was reduced by 

37%.  

For the test set, ensemble SVM-RE method achieved Balanced Correction Rate 

(BCR) (rooted product of class recall of all classes) of 83%, which is 15% better than 

the best achieved in [22] by applying under-sampling based on clustering and ensemble 

techniques. Comparing the best class recall of minority class (88%), obtained in [29] 

using cluster-based under-sampling and k-NN classifiers, with the result achieved by 

our method (94%), the superiority of our model is obvious. Additionally, the class recall 

for majority class in [29] is low (63%), while with our method for the other two larger 

classes it is above 84%. In [17] the best achieved class recall for minority class is 73%, 

for dataset with moderate degree of class imbalance, and with random under-sampling 

for class ratio of 2:1, using SVM classifier, which is again lower than our score of about 

94% on the test set.  

Apart from the proven efficiency, automatic class balancing using the SVM-RE 

ensemble is less complex for practical application (there are no unknowns regarding the 

choice of examples to be removed, choice of optimal class ratio, etc.) compared to 

resampling techniques in similar studies in direct marketing [17, 18, 22, 29, 30]. 

Balancing the data in this way offers a stable solution that does not suffer from the 

sampling bias and overfitting that can occur due to resampling [31]. 

The ensemble SVM-RE method had a misclassification of the most valuable 

customer segment of about 6% at the test set, which is an excellent result. A similar 

result, i.e. a misclassification rate of 4% was achieved in [27], where a method based on 

adapting the SVM algorithm by introducing cost-sensitive learning and random under-

sampling was used. However, the advantage of our method is that its application in 

practice does not require extensive knowledge of the SVM method required for its 

adaptation.  

Comparing the results of  standalone SVM-RE method from [57]and the ensemble 

SVM-RE, it can be seen that the ensemble approach was able to improve overall 

accuracy by 2.98%, recall for minor class by 6.81%, as well as precision for minor class 

by 2.83%. While these improvements seem small, considering that identifying the most 

valuable customers has improved by about 7% and their prediction by about 3%, it can 

bring about a big increase in the profits generated by the campaign (see Table 11). It 

should be borne in mind that once an accurately selected or predicted high-profit 

customer can generate more revenue in a campaign than all other customers combined. 

Additionally, method was not tested in unseen data in [57], hence, its true predictive 

power remained unexplored. 

The method was additionally tested on a publicly available data set where its 

superiority was confirmed. The overall accuracy of classification on unknown data was 

improved from 43% (held by standalone DT) to 90%. The SVM-RE ensemble method 

at the test set had a misclassification of the most valuable customer segment of about 

13%, unlike the standalone DT which had a misclassification of as much as 97% due to 

the overlap of this segment with the middle value customer segment. As for the problem 

of the minor class, i.e. least valuable customers in this case, the SVM ensemble reduced 

its misclassification error from 94.5% to 29% on unknown data. Thus, the method 

successfully solved the problem of imbalance and class overlap on the validation data 

set as well. 
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Contributions to theory/knowledge/literature 

Given the above comparison and the highlighted advantages of the proposed ensemble 

SVM-RE method in relation to previously applied methods, it can be concluded that this 

study contributes to the existing theory and knowledge in the field of predictive 

analytics in direct marketing in several ways: 

1. Instead of judgment based RFM segmentation, objective k-means based RFM 

segmentation and estimation of the optimal number of clusters based on DB index is 

proposed, which simplifies the application and guarantees higher accuracy of the 

model. 

2. Instead of classifying customers into uniformly coded groups, clustering is 

performed at the level of an individual customer, thus preventing the loss of 

significant segmentation information.  

3. Instead of RFM attributes, customer and product characteristics are used as 

predictors, so the method can also be used to classify unknown customers. 

4. Instead of resampling or adapting the learning algorithm, it is proposed to 

automatically balance and remove class overlaps using the ensemble SVM method, 

which leads to a stable solution free of sampling bias, overfitting and extensive 

knowledge of the learning method by marketers. 

5. Instead of preprocessing data using standalone SVM, an ensemble SVM has been 

proposed that increases the efficiency of balancing and class separation. 

6. Instead of rule extraction using the standalone classifier, this study suggests rule 

extraction using the DT classifier combined with a balanced ensemble meta-

algorithm which gives better predictive performance, compared to using standalone 

DT as the rule extractor. 

7. The proposed ensemble SVM-RE method has a smaller misclassification of minority 

class (segment of the most valuable customers) than the standalone balanced 

ensemble method, as well as the methods of resampling and adaptation of 

algorithms used in previous studies, while maintaining high overall accuracy. 

8. The proposed method extracts rules that effectively describe user segments 

(including the smallest one with the most valuable customers, for which rules may 

be omitted if the minority class misclassification is not addressed). These rules are 

semantically richer because they contain customer and product characteristics, and 

are more suitable for targeting existing and new customers in the campaign. 

9. Unlike most previous studies, the method is tested on a real-life data set in this study 

that has not been refined and specially prepared for analysis.Then, the method was 

validated by testing on a publicly available dataset. 

Implications for practice 

In addition to the theoretical contribution, the proposed method is important for 

practical applications and can significantly help marketers in planning direct campaigns. 

A very creative and innovative offer can result in a low response rate if the targeting is 

not done precisely, while, on the other hand, a poorly formulated and medium creative 

offer to the right target group can reduce, but not eliminate, the desired consumer 

response [62]. Therefore, understanding the preferences and needs of consumers is a 
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more important factor in creating a campaign, than the creative process and the way of 

communicating the offer. In addition, business intelligence and data mining can enhance 

the competitive advantage for the companies in contemporary markets [63]. This is in 

line with the current and ongoing trend of digital transformation in companies, 

conducted with the aim of keeping up with the competition [64] and improving 

customer experience [65]. 

Using the proposed model, it is possible to overcome the impersonal nature of 

traditional marketing, as it allows companies to treat similar groups of customers in a 

unique way. The benefits that this model provides to practitioners are reflected through 

precise targeting, minimizing message waste, and more profitable campaigns. In this 

way, they are enabled to objectively segment the market, adapt the content to individual 

segments, and to build a reliable and loyal relationship with customers. In this paper, it 

is shown that using ensemble SVM-RE model prediction for the most valuable segment 

results in the highest number of true predicted customers, as well as the lowest number 

of false predicted customers of that segment. In that sense, this proposed model in direct 

marketing practice can achieve the highest profit, compared to other considered models 

and reduce the waste of marketing resources.  

Based on the insights from this predictive model, a more elaborate segmentation 

strategies can be created and more effective targeting can be applied. The rules 

extracted from our model enable marketers to learn about their most valuable 

consumers, which is of high importance, having in mind that keeping the current 

customers is often six to ten times more cost-effective than acquiring new ones [66, 67]. 

Additionally, explicit rules that describe the most valuable consumers allows for 

acquisition of precisely those customers that are the most similar to this group, through 

various targeting strategies. Hence, customers from different clusters and of different 

value for the company can be targeted in customized and tailored promotional activities. 

In other words, targeting can be conducted in an objective and precise manner, which 

improves the profitability of each campaign, as well as the overall effectiveness of 

direct marketing activities. 

Another advantage for the practitioners of direct marketing is the ease of use of our 

method. There is no need for complex resampling procedures to be carried out, since 

automatic data balancing is used. Also, practitioners do not have to know the details of 

the learning algorithm or hire additional experts for that purpose.  

6. Conclusions 

In this paper an efficient method for customer classification in direct marketing is 

designed. The presented predictive procedure implies the classification of customer 

clustering. Using the k-means clustering, customers are divided into segments based on 

their RFM attributes (past purchasing behavior). Different clusters have different 

customer value levels, as well as different probability of responding to a marketing 

campaign. Following this procedure, customer's affiliation with one of the clusters (as 

well as consumer's appropriate CV-level) is predicted using the ensemble SVM-RE 

method, using the data on the purchased products and the customer characteristics.  

The results of our empirical testing indicate that the class imbalance problem can be 

overcome, which improves the classification of the minority, and most valuable class. 
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Combining multiple SVM models with an ensemble meta-algorithm can improve data 

preprocessing and separate customer segments more efficiently than standalone SVM. 

Applying balanced ensemble classifiers on such a preprocessed training set improves 

the predictive indicators for the smaller class and, consequently, the effectiveness of 

predictive segmentation (especially for the segment of the most valuable customers), as 

well as the chances of making greater profits in the campaign. Combining ensemble 

method, based on random (with replacements) under-sampling of larger classes, i.e. on 

bootstrapping, with SVM data preprocessing and rule extraction, balances classes better 

than standalone balanced ensemble methods, in customer segment classification.  

The main contribution of this study is that the proposed method better deals with the 

problem of class imbalance that occurs when classifying customers in direct marketing, 

than the methods of resampling and algorithm adaptation applied in previous papers in 

this field. Namely, in comparison with the previous results, a smaller misclassification 

of the minority class (segment of high-value customers) with high overall accuracy was 

achieved. The class balancing procedure is automated by data preprocessing, thus 

overcoming the shortcomings of previously applied methods (sampling bias, overfitting, 

the need for extensive knowledge of learning methods). Ultimately, application is 

simplified. 

In addition to the scientific contribution, this study is of practical importance because 

the proposed method can significantly help marketers to increase the efficiency and 

profitability of direct campaigns and to maintain good customer relations. The results of 

the method can help decide if existing (new) customers should be targeted in the 

following direct marketing campaigns, as two key elements of the customer relationship 

management are customer attraction and retention [68]. This method draws out and 

generates classification rules, which can be used in improving relationships with 

existing customers and targeting new potential customers, based on their characteristics 

and the products offered. Ultimately, the method can notably increase the campaign 

revenues, as well as decrease its costs. 

However, this study also has several limitations and drawbacks. First, training sets 

with relatively small number of instances were used in this study. For a large training 

set, training of SVM learners, i.e. setting the appropriate parameters, requires high 

computation time [33]. Secondly, as a preprocessor, SVM is combined only with 

Bagging, although it is possible that it would balance classes better with some other 

ensemble technique. Third, the proposed model was tested on only one real data set, so 

it is unknown what the results would be on another set with a different class 

distribution. Fourth, as a rule extractor from the SVM ensemble of the preprocessed 

dataset, only a combination of Bagging and DT classifiers was tested. The bagging 

technique uses random under-sampling with replacement, which may be less effective 

than some other techniques such as cluster-based under-sampling. Thus, the question 

remains whether the rule extraction would yield better results with an ensemble using 

cluster under-sampling as in [22, 56], or by combining ordinary cluster under-sampling 

with different classifiers as in [22, 29], as well as by combining some other ensemble 

technique (e.g. Adaptive Boosting) with different classifiers similar to [30]. In the end, 

the success of the data mining method largely depends on the quality of the data. The 

data set used here includes only some customer characteristics. By including more 

customer attributes, clearer rules for targeting new customers can be obtained. 

In future research, this method can be tested on other data sets to verify or improve 

its efficiency. In this study, the method was tested in the classification of customer 
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segments where the minority class share is about 15%. It would be interesting to test its 

performance in the customer response model where minority class participation can be 

significantly lower, even below 5%.  

To extract the rules from the ensemble SVM preprocessed dataset, some other 

ensemble techniques could be tested, such as Random Forest, as well as algorithm-level 

techniques. Since cluster-based under-sampling was previously confirmed in the 

literature as a successful class balancing technique [22, 29], a combination of this 

technique could be tested as a rule extractor (independently or within an ensemble 

procedure) with different classifiers. Also, although in this study Bagging SVM was 

confirmed as a preprocessor that successfully balances data from the domain of direct 

marketing, in future research its results could be compared with cluster-based under-

sampling on the same data set. It would be useful to test whether some other ensemble 

technique, such as Adaptive Boosting, in combination with SVM, would pre-process 

better, i.e. balance the data more effectively.  
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Abstract. Sensitivity of the health-related data and the focus on compliance and
security has traditionally emphasized the need for centralized approach while im-
plementing Electronic Health Records (EHR) systems. These one-institutional ar-
chitectural designs are leading to fragmented and scattered pieces of valuable data
across various data warehouses and silos. Interoperability challenges arise due to the
absence of unified data management and exchange mechanisms making the social
need for fundamental design changes bigger.
The capability of a distributed ledger technology and blockchain to offer immutable,
decentralized and cryptographically secured record of transactions throughout a
peer-to-peer network can facilitate better collaboration and increased interoperabil-
ity in the field of health and insurance information exchange processes. The paper
examines different approaches and application of blockchain technology and iden-
tifies which implementations of components are more suitable and beneficial for the
specific eco-system analyzed in the paper.
This paper presents alternative way of dealing with information exchange across
multiple stakeholders by justifying the use of decentralized approach, distributed
access and solution how to comprehensively track and assemble health related data.
We propose an architectural design and overview of a specific use case with focus
on information exchange processes between health insurance providers and health
care organizations, by using blockchain as an underlying technology.
The architectural overview and data flows, backed up by sequence diagrams from
specific use cases offered in this paper, can serve as a guide to the blockchain tech-
nology adoption and initial setup.

Keywords: blockchain, health-related data, health information exchange, health in-
surance, decentralization

1. Introduction

The process of improving the efficiency and quality of the health information exchange
is a hot topic in the last period in the field of health informatics. HIE (Health Information
Exchange) represents electronic transfer of clinical and / or administrative information
between different (mostly competitive) healthcare organizations [2]. When talking about
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the actors in this ecosystem, they can be of different size and form, including clinical cen-
ters, hospitals, laboratories, insurance companies, pharmacies, emergency centers, nurs-
ing homes, public health centers, etc. The data exchanged can differ and can be part of
a wide range, from a summary of medical examinations, referrals, to laboratory results,
and even medical history of specific patient. However, the data that is subject to transfer
can be structured in different formats and different terminologies can be used, making the
interfaces and integration layers which are part of the HIE process more complex and with
high cost. Additionally, the data that is subject to a transfer is scattered across the storages
of the organizations that are involved in the process, which often leads to inconsistent data
handling processes and erroneous and incomplete medical history records.

Technologists and participants in the e-health industry in the recent period are see-
ing the blockchain technology as innovation in the attempt to improve the data sharing
processes. They are seeing opportunity of using the blockchain infrastructure to create a
powerful catalog of health records that references different data sources and connect the
patients, healthcare providers, laboratories, researchers, health insurance organizations
and many other participants in the eco-system [24].

One of the main goals of this research is to emphasize the need for improving the
HIE process and investigate the benefits that HIE systems will have with adopting the
blockchain technology.

Blockchain in its essence is a distributed system that stores records for specific trans-
actions. It is a distributed ledger of peer-to-peer transactions, which are grouped in blocks
that are connected between themselves. Well-defined cryptographic techniques are funda-
mental pieces which enable this technology and their efficiency is proven by the first appli-
cation of blockchain technology in Bitcoin cryptocurrency system presented by Sathoshi
Nakamoto [27]. They are the core principles that enable decentralized interactions (pro-
cesses of storing, exchanging and accessing data) between each participant in the network,
bypassing the need for intermediaries and regulatory bodies to acquire trust. In this dis-
tributed system, there is no need for central authority, instead of that we have records of
transactions which are stored and shared between the involved participants in the network.
This characteristic is a foundation for offering innovative solutions in different business
use cases [26]. In the first application of blockchain technology, the Bitcoin cryptocur-
rency system, every participant must be familiar with every interaction in the network and
every transaction needs to be verified by all participants to be successful and valid. The
verification of the interactions and the distributed state of the network are the principles
that enable the collaboration in system in absence of trust between members, while the
global log of transactions is immutable. Other approaches that rely on distributed ledger
technology and blockchain were introduced in the last period, all of them trying to solve
the challenge of achieving consensus in a decentralized environment. At the same time,
Blockchain is an emerging technology with unanticipated challenges and the promise of
unrealized potential in healthcare [29].

During recent years, blockchain becomes emerging technology offering alternative
ways of solving challenges in numerous fields, such as the finance, supply chain man-
agement, law and many more [32]. There is a trend towards patient-driven interoper-
ability, in which health data exchange is patient-mediated and patient-driven [16]. Many
research works are focusing on exploiting the possibility of decentralization offered by
the blockchain as technology in real-life use cases [17].
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When it comes to the healthcare and the health-related data, blockchain can help to
simplify the way how the parties involved in the health care industry exchange the data
and collaborate between themselves. Many research papers and practical application were
introduced, with blockchain as foundation technology. All of them are trying to over-
come the data sharing challenges and the friction caused by highly sensitive data scat-
tered across different centralized infrastructures [17]. Smart contracts, as an intelligent
protocol in the blockchain technology, can be exploited to automatically achieve system
confidentiality, integrity, and authenticity [36]

The researchers at the MIT Media Lab have introduced MedRec as prototype system
to exploit the benefits of blockchain in the healthcare. The content-management prototype
has improved permission mechanism for tracking which organization is able to see which
medical records and, in that way, simplify the health information exchange. MedRec uti-
lize the blockchain infrastructure to create an immutable chain of content, supported by
decentralized network. They also included the concept called “smart contract” to execute
business logic on the distributed layer and to program the representation that connects
patients and providers [12].

Iryo Network are trying to consolidate the electronic health records and enrich the
patient experience with unified health record system. They are moving towards standard-
izing health-data and supporting the AI & Big Data research performed on the collected
health-related data [28].

A mobile healthcare system for personal health data collection, sharing and collabora-
tion between individuals and healthcare providers, as well as insurance companies is pre-
sented in [21]. The presented system enables user to share data with healthcare providers
to seek healthcare services, and with insurance companies to get a quote for the insurance
policy and to be insured.

These systems reveal the possibility for practical implementation of decentralization
in the field of electronic health records systems and they are justifying the decision to
incorporate distributed layer and blockchain technology.

From technical point of view, the systems are built in different ways exploiting the
technologies that the creators considered to be beneficial for their use cases.

Still, there is a practical need for general analysis of the components of the blockchain
technology and the approach for adopting the technology by the participants in the eco-
system. In this paper, we try to explain the technical decisions that need to be considered
when this approach is incorporated, by disseminating the components and analyzing their
effect. Blockchain solutions must also be adaptive to opportunities and barriers unique to
different national health and innovation policy, and regulatory systems [22]. It is crucial
to study how blockchain technology can support and challenge the healthcare domain for
all interrelated actors (patients, physicians, insurance companies, regulators) and involved
assets [19].

The paper proposes an architectural overview of decentralized information exchange
system. The focus is put on the information exchange between the healthcare providers
and health insurance organization. We analyze different approaches in order to offer
health-related data integrity and confidentiality, authentication and permission control
mechanism, flexible access control of data by different stakeholders and enriched con-
sent mechanisms. The approach that we present in this paper leads to automatization
of different processes in health insurance organizations, related to using and accessing
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health-related data. With the introduction of “smart contracts”, many of those processes
can be regulated and put in place without a human interaction, which can significantly
reduce the cost, time and friction.

The paper presents a strategy to address the benefits coming from the distributed layer
and blockchain technology and shows how this approach will improve the HIE processes,
with focus of sharing health and insurance data between healthcare and insurance organi-
zations.

The paper is organized in several sections. In section 2 we introduce specific health
information exchange ecosystem and the challenges that it has, where we are express-
ing the need for overcoming specific challenges, such as the need for unified medical
history records system and better cooperation between stakeholders. In the section 3 we
introduce blockchain as a technology and explain how blockchain can help to overcome
challenges present in health information exchange ecosystem. In order to analyze dif-
ferent approaches of distributed ledger and blockchain technology and discuss which
are more beneficial for our eco-system, in section 4 we present the components of the
blockchain approach. In the section 5 we focus on the decision to use Hyperledger Fab-
ric as a specific blockchain platform and in the section 6, we describe the architecture
of the blockchain-based approach. This paper should be used as a guide for adopting the
blockchain technology, so in section 7 we present the first steps and initial setup that need
to be performed by the stakeholders in the eco-system and what they need to perform in
order the approach to be useful and beneficial for them. Use case analysis of the approach
is offered in the section 8, and section 9 and 10 are dealing with the challenges of the
blockchain approach.

2. Health Information Exchange Eco System

The wider ecosystem based on the interchange of health-related data is spreading into
multiple sectors that need constant gathering and exchange of data to successfully cope
with different problems that arise due to uninformed decisions or fraud attempts [15]. The
stakeholders participating in the system include all parties related to creating, storing, or
using any health-related data. On the highest level these actors are divided into:

– Individual
• Service requester and service user, the ultimate beneficiary of the provided ser-

vices;
• Personal health information provider, including information from wearable de-

vices such as fitness trackers.
– Healthcare organizations

• Primary, secondary, tertiary healthcare institutions;
• Auxiliary health institutions such as laboratories;
• Emergency healthcare;

– Medication suppliers
• Pharmacies;

– Health Insurance Organizations
• Social health plan;
• Work related insurance plan;



Real Time Availability And Consistency Of Health-Related... 931

• Life insurance plan;

• Travel insurance plan.

The process of exchanging health information refers to the secure electronic trans-
portation of clinical health information in form which is understandable and usable to
both the sender and the receiver. If we try to structure and categorize the transactions,
we will ?nd up with two transaction types. The first one is sending information to some
registry or other system, and the other one is requesting for and receiving data from other
providers and data holders. The goal of the processes can be also divided into two cate-
gories, enriching and expanding the patient?s health record and exchanging information
between well known healthcare related entities with established business collaboration.
The table offers a short overview of the different transactions and processes that one can
find in the exchange of health information.

Table 1. Comparison of blockchain categories.

Goal Outbound trans-
actions

Inbound transac-
tions

Inbound transac-
tions

Expanding
and con-
solidating
patients
health
record

The goal of this
process is to locate
scattered patients
records, enrich the
medical record,
aggregate with
existing records
in the institution
and keep them for
longer use.

Providers of health-
care, (primary
care providers)
can broadcast a
summary of exam-
ination to relevant
EHR systems.(if
any)

Retrieving a sum-
mary of a patient’s
current conditions
from another care
provider.
Retrieving medica-
tion history of pa-
tients.
Retrieving infor-
mation from other
EHR systems or
countrywide reg-
istry.

Transfer of care
from one primary
to another primary
healthcare provider.

Exchanging
information
between
relevant
healthcare
institutions

These processes are
initiated by the in-
stitution and they
are intended to ask
for or order some
activity or service
from another insti-
tution. If there is an
already established
EHR system, the
institution can ex-
pand the patient?s
record with the data
of inbound transac-
tions.

Sending referrals to
specialists.
Ordering tests to
the laboratory.
Sending prescrip-
tions to medical
supplier

Retrieving reports
from secondary or
tertiary healthcare
providers.
Retrieving labora-
tory test results.
Retrieving reports
of used medical
supplies

Patient is referred
from a primary care
provider to see a
specialist.
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To be able to use any health service, the individual needs to have the appropriate type
of health insurance plan. Multiple health insurance plans can be issued for the individual
by different health insurance providers, covering different spectrum of health services.
Each health insurance plan is defined using a health insurance policy that defines the terms
and conditions including the types of health services covered, the cap expenses covered,
and the right to any damage premiums. These health insurance policies may overlap in
some areas, in which case the claim should be covered by multiple policies simultane-
ously. For an example, if the individual was injured during working, the insurance claims
activated should be social health, work and life insurance. On the other hand, if the health
issue happened while traveling, the medical expenses should be covered by the travel
and life insurance plans. The available health insurance plans define the health services
that can be received from the health service providers. Based on the treatment defined
by the health service providers, the individual may need additional services offered from
other medication suppliers, such as pharmacies that work with or without prescriptions
depending on the medication necessary.

The actual type of medication that can be acquired is not only dependent on the issued
therapy, but also on the active health policy, since some drugs may be covered while others
are not covered by the insurance. On the other hand, the health policies are defined based
on the overall health history of the individual including all services obtained from the
health service providers and medication suppliers, but also individual health data recorded
by personal devices such as diet and fitness trackers, blood sugar level and heart-rate
monitors.

Since the ecosystem spans over several different institutions that are relatively sparsely
interconnected both horizontally and vertically, the exchange of trusted data becomes an
issue of high importance.

Normally the individual is tasked with the complete process of information transfer
from one institution to the other, usually in the form of printed documentation that is is-
sued by one institution per request and provided in another to obtain the service. This
process is not only error prone and tedious for execution, it is also subject to several dif-
ferent fraudulent activities such as false insurance claims, intentional hiding of medical
records or failure to provide the most appropriate treatment due to incomplete informa-
tion.

A system that can support the transparent, yet trustful and confidential, interchange of
data between the institutions can help overcome a wide variety of issues.

3. How Can Blockhain Help

To discuss the novelties that the blockchain technology brings into our use case and how
we can substitute the centralized model and architecture of implementation of Electronic
Health Records (EHR) and Health Information Exchange (HIE) systems we need to fully
understand the challenges that those systems have.

The biggest challenge is the complex nature of the health-related data. The reason
why this type of data is so special is because they are valuable personal information and
subject to numerous security regulations and authorization policies. The systems which
are dealing with health-related data must be aware of the consequences of their abuse and
that strong access and authorization management mechanism must be applied. Basically,
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that justifies the reason why systems that electronically manage health related data, are
trying to overcome the challenge by putting the data in isolated state on physical stor-
age that is part of the infrastructure of the organization where many security policies and
authorization control processes are applied [8]. They are following the centralized ap-
proach with keeping the data secured on one place behind firewalls and strong security.
Blockchain relies on strong cryptographic techniques and strong security is embedded by
default when this implementation approach is used. Blockchain can help in establishing
authentication, authorization and membership services through a decentralized network,
improving any process that requires permission-control and security mechanisms.

Interoperability is arising as another problem, since there are many different imple-
mentations of EHR systems [23]. The process of making systems which are built and
implemented differently without unified concept in mind to communicate and collaborate
with each other is a difficult and complex task. The process demands the need to build
integration layer and put communication protocols in place. Even then, the challenge of
portability and secure transfer still exists. Distributed peer-to-peer network is the back-
bone of the blockchain technology. The EHR systems can have their representative peer
included in the eco-system and in that way, they can easily connect and collaborate with
the rest of the participants.

Bringing decentralization as a concept close to HIE and EHR systems can sound con-
troversial [9], the appearance of the blockchain as a technology can unlock the true value
of this concept. Friction that exists when data with great sensitivity as health-related data
is transferred from one place to another, can be significantly reduced and eliminated when
decentralization is incorporated in the solution. By putting references to health-related
data on the blockchain infrastructure, all participants in the network are able to access
and use them with proper permissions and in secure manner. On the other side, the own-
ers of the health-related data can track the changes and have control of which entities
should have access to those references by participating in the consensus that proves the
validity of the transactions.

The blockchain technology is enabling the use of distributed ledger. The ledger of
transactions, in our case the references of health-related data to different data storages,
is not stored on centralized server, instead each of the participants holds a copy of the
ledger. By owning a synchronized copy of the ledger, the participants in the eco-system
are involved in the decision-making processes. Only with their consent, valid transaction
in terms of updating or using the references of health-related data can be stored on the
ledger. While the control of the centralized databases and storages are task for their own-
ers, in a distributed network implemented by using blockchain, all the interactions to the
ledger are synchronized and approved by the participants in the eco-system, eliminating
the need for authority that will take care of the integrity and validity.

Blockchain, along with the decentralization concept, brings technological solutions to
consolidate the context of transfer and easy access of the data. It can connect widespread
particles of data, stored in the storage infrastructure of some centralized implementation
and significantly reduce the cost of intermediation. When it comes to our use case, health
insurance plans and coverage can be improved and automatized and taken to whole an-
other level. Blockchain can transform the patient records into rich and expanded health
history by connecting the different data storages. That rich and easily accessible data
portfolio can be used as reference for insurance organizations.
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Health insurance organizations can secure accurate claim coverage, they can reduce
the effort of coordination between the parties involved and they can apply business logic
and policies to reduce the human resource involvement.

4. Components Of The Blockchain Approach

The theoretical definitions of the blockchain, the discussions and research about the po-
tential and opportunity of this technology and the applications in the other fields, such as
financial industry, are increasing the awareness of the benefits and the impact. However,
to justify the decision to use the blockchain technology we need a general basis of under-
standing how the infrastructure works underneath. We analyze and cover the fundamental
principles and components behind the technology in order to discuss the impacts they will
have on the information exchange processes between healthcare providers and insurance
organizations. In the following part of the paper, we address the key components of the
blockchain approach, that will serve as a reference and lead us to better understanding of
the approach to our use case and eco-system.

4.1. Consensus as a Group Decision-making Process

When we are dealing with system that has an absence of central authority, particularly
noteworthy is to discuss about how the involved entities can agree on validity of infor-
mation and how they can agree on the decision to put that information in the distributed
ledger and use them as single source of truth. In our case, with the blockchain based
approach, it is necessary for the participants which are affected by the process of adding
new information to evaluate and agree about the correctness of the information before that
information become incorporated and immutable. In other words, there must be some dy-
namic way of reaching an agreement between the affected participants. They must make a
decision based on different parameters, that transaction between two peers in the system is
in the best interest for all participants. That general agreement and group decision-making
process is defined as a consensus. The process of achieving consensus is important in the
blockchain approach and will be subject of discussion in different parts of this paper.

4.2. Categories of Blockchain Approach

With the introduction of blockchain as revolutionary technology and its first real imple-
mentation in face of Bitcoin cryptocurrency system, many prototypes are trying to exploit
the possibility to gain trust between participants in the system, without the special need
for them to know each other. Since the blockchain technology offers a way how to over-
come drawbacks of centralized approach in health-related systems, mentioned previously,
we must discuss the level of decentralization that is needed [18]. Following the context of
this research paper and the use case, before we start analyzing how far should we go with
the decentralization approach, we need to define the categories and types of blockchain
networks [6].

– The public blockchain as the name implies is shared among anyone in the world and
it’s open for everyone to join. They are proud representative of the idealistic way
that the blockchain brings as concept and in the literature are generally considered as
“fully decentralized.”;
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– Consortium blockchains are modification of the public blockchain, and the main dif-
ference is that pre-selected set of nodes/participants are chosen to be carriers of the
consensus process instead of having every node to participate in the consensus pro-
cess as in the case of public blockchains;

– The private blockchain is a blockchain where we can find entity which grants and
stores permission to be part of the network. As opposite of the public blockchains
these blockchains are only accessible to individuals who has the rights to use it.

Table 2. Comparison of blockchain categories.

Main Characteristic Main advantage in our use
case

Main disadvantage in our
use case

Public
blockchain

Fully decentralized
Permission-less peer-to-peer
network
Representative of the true
concept of blockchain

Easy access for any partici-
pant to join the community.

Revealing valuable data to the
public.
There is no built-in compo-
nent for managing permis-
sions to manipulate with as-
sets. They should be imple-
mented by programming.
High and unpredictable trans-
action fees
Performance

Private
blockchain

Presence of issuing authority
that grants and stores rights of
using assets

Permissioned ecosystem suit-
able for enterprise use cases
of blockchain.
Restriction on who can par-
ticipate in the network.
Increased performance than
public scope, due to central-
izing the trust authority

The approach moves away
from the decentralized char-
acteristics that blockchain of-
fers.

Consortium
blockchain

Pre-selected nodes are carri-
ers of consensus process

Different nodes run by differ-
ent stakeholders can be part
of the decision making and
consensus process.
Offer more decentralized
approach than the private
blockchains

Complex hybrid approach
with highly trusted entity
in the private and power-
consuming consensus in the
public blockchain.

To explain the decision which of these categories of blockchain are more suitable for
our use case, we will depict the characteristics in Table 2. To summarize, each of the
categories brings certain advantages and disadvantages when incorporated in the context
of our use-case, but this paper intention is to pick only the most suitable one. The deci-
sion should consider several main challenges that affect the health information exchange
process [11]:
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– The performance of the process;
– authorization and permission-to-use the assets due to the nature of the health infor-

mation;
– involvement of different peers (but under the umbrella of specific organization) in the

process of verification and validation
– the subtle closeness of the system due to the need of tightly controlled environment.

Having these challenges in mind, one blockchain scope that is most promising for ful-
filling our experiment is the consortium blockchain category. It has increased performance
when compared to the public blockchains, and tightly controlled permission environment
which consists of multiple organizational authorities [37].

4.3. Channels of Communication and Collaboration

Channels components are responsible for defining collaboration in terms of transactions
with privacy and confidentiality and their purpose is to achieve common ground for ma-
nipulating with assets provided by the participants in the network. Within the channel
of collaboration, each of the participants has proven belonging to specific organization,
rights and privileges to act on specific asset. Participants use the collaboration channel for
updating the ledger and read or modify the assets in accordance to their rights and per-
missions. In our specific use case, to simplify the access management and authorization
control, and additionally to establish separation of concerns, there will be two channels
defined, one for the insurance assets and the other for health-related assets. The partici-
pants depending on their intention will be using both channels with different flows. The
participant will still be part of the same eco-system, but the separation of channels will
reduce the complexity of the data flow and allow us to build business logic tied only to
specific channel.

4.4. Ledger

The ledger is component of the system, which is responsible for recording all transac-
tions submitted by the participants in the ecosystem. The ledger consists of immutable
sequenced blocks and each block contains multiple transactions. The ledger has these two
characteristics in the system that we are analyzing:

– Each participant maintains a copy of the ledger.
– Each channel has only one ledger, which is used to update some asset produced by

the participants in the network.

In our approach, to separate the concepts and the data flow, we have two channels of
communication and collaboration, one for the insurance assets, the other one for health-
related assets. Therefore, there will be two ledgers for each channel. The health-related
ledger will be used for assets provided by the individuals (related to diet and valuable
information from wearable or other sensor devices), health-care organizations and the
medical suppliers. The insurance ledger will be used from the insurance organizations,
but it will contain partial health related data and access by healthcare organizations as
well. In this way, we can increase the performance of the transactions verification, since
the ledgers will have as much amount of data as needed to satisfy the endorsement policy
when achieving consensus.
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4.5. Participation of Peers

Before we discuss about how participants can join the network and gain better overview
of which blockchain category (public, private or consortium) should bring more benefits
to the use case let’s first analyze some of the main actors.

1. Health insurance organizations with different types of personas (multiple types of
participants coming from same organization with/without the same permissions to
use the distributed ledger). Different assets can be produced from the insurance or-
ganization such as, terms and conditions for specific insurance plan, the coverage
options and duration of insurance plan, etc. The insurance organization will use the
channel for accessing health-related ledger to query the health condition assets re-
lated to potential insurer and define the price of the insurance plans. On the other
side, the healthcare organizations can collaborate with the insurance organizations
for justifying or initiating claim coverage for their patients.

2. Healthcare Organizations with different types of personas (multiple types of partici-
pants coming from same organization with/without the same permissions to use the
channel). Different assets can be produced from the healthcare organization such as,
medical history of the patient, referrals, lab results, scanning results, diagnosis, pre-
scriptions, etc. The healthcare organization will use the distributed ledger to con-
solidate all health-related data for the patients from different places and to provide
seamless interoperability with other healthcare providers.

3. Individuals can benefit from this eco-system in two ways. First as patients. Blockchain
based approach can bring enriched medical history and can transform the health
records owned by the healthcare organization with given consent by the patient. In-
formation can be gathered from multiple places, validated and used to make better
diagnosis and analysis. Health records can be easily shared and transferred to third
parties and guarantee the patient decreased friction in providing details to another
healthcare organization. Another role that they can take is the health insurer. If they
have active insurance coverage from a health insurance organization that is part of the
system, the claim coverage can be taken to another level. The individuals can propose
claim coverage and refunding based on the health-related data and insurance plan and
if the parties involved agree on the validity, the process is performed automatically.

4. Medical Suppliers such as pharmacies can use the system to override the paper pre-
scriptions (that can be easily altered and subject of a fraud) and communicate directly
with the healthcare organization about the validity of the prescriptions. They can plan
better, attack the forgery and fraud processes with goal to significantly reduce the cost
of medical supplies.

4.6. Permission Management

In the world of electronic health information, health data is not just private secure piece
of data, but also personal data related to specific patient’s medical history. That’s the
main reason why the health-related data need to be protected against unauthorized access
or corruption. Participants in the HIE process that generate health data can have confi-
dence in the infrastructure of the blockchain system because one of the things it brings as
a revolutionary technology is the automation of the data integrity. In addition, giving the
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possession of personal data should also define the decision-making power of who can ma-
nipulate with it. The membership management layer is a component which is responsible
for defining the members of specific domain, organization and channel of collaboration
and to communicate with other membership providers in order to clarify the ownership
of the data. They are also responsible for access privileges, roles and permissions in re-
gards of the context of the network and the channel of collaboration. Specific rights and
membership allowance are revoked and handled by specific authorities. In our case:

1. Health Care Institution Authority
2. Health Insurance Institution Authority

Each channel of collaboration is a subject to authorization policy which is using the
identity of the participant in order to establish the rights and privileges based on the mem-
bership providers. Each of the providers certificate the participant in order to gain appro-
priate access to the resources.

When it comes to the scope of the blockchain and how the participants can access
the ecosystem, accent was put on the need for controlled permission environment and
restricted accesses. Each of the organization that can produce assets in some way that
are necessary for the functioning of the blockchain based approach, should provide entity
or authority that can issue policies for using the assets (in any form, reading, writing or
changing). When the peer that is participant in the system, has the security policy and
permission to manage the assets, it automatically becomes endorser in the process of
verification of validity of specific transaction and carrier of the consensus process. The
consensus is important due to the fact that it must be reached in order to initiate update
of the change. In our use case, one individual can bring assets to the network in form of
health-related documents or personal health information data streams, only if consensus is
reached with the other stakeholders, such as healthcare institutions representatives, medi-
cal suppliers, etc. One healthcare institution can see health-related information owned by
other healthcare institution, only if it has permission to join the system and to read those
specific assets.

4.7. Smart Contracts

The smart contracts are carriers of the business logic of the solution. They run on the peers
(nodes) in an isolated environment (docker containers) and manage the assets which are
hosted on the ledger (world state and blockchain part). Smart Contracts are the executors
of the rules and the policies initially accepted by all the participants in the ecosystem.

The power of the blockchain solution is in the fact that each of the participants con-
tains copy of the smart contracts and they can run them on their own ledger and after that
compare the result with the results of other peers via the collaboration channel, to achieve
consensus. The outcome of executing the smart contract on the ledger must be endorsed
by the key participants (every participant executes it successfully in its local world state,
signs the proposal and returns it back) in order to be accepted as ledger update. In our
use case, the smart contracts will be used in many cases, from read-only medical history
queries to decision if one claim proposal should be refunded or not. The endorsement
policy which is part of the consensus mechanism is closely related to smart contracts.
Every smart contract (chain code) works in concert with its endorsement policy which is
specified at the time smart contract (chain code) is instanted.
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5. Using Hyperledger Fabric as Blockchain Platform

The first step in designing the architecture of the decentralized platform is to select the
blockchain platform which will serve as underlying technology to implement all the com-
ponents that were discussed previously. The blockchain platform should satisfy the initial
requirements of our use case, in most complete manner.

In Table 3, we can see the main characteristics of some of the blockchain platforms
that are popular now and which effects should they bring if we are using them as platform
for developing our use case [10], [34], [31], [1].

Additionally, there is an information about which consensus algorithm is used by each
of the platform and in Table 4 we can notice short explanation about them and some of the
crucial features that bring those algorithms to the use cases when they are applied [25],
[20], [14], [35].

5.1. Performance and Scalability

As we already mentioned, due to real-time availability of information and health related
data included in the system, performance is a requirement that we must consider in our
use case. When it comes to Ethereum with the combination of Proof-Of-Work algorithm
used for achieving consensus, we stumble upon performance problems due to heavy work
and power consumption needed to sustain the permissionless and public network. The
price paid in terms of performance drop for permissionless and public characteristics of
the potential network is not worth in our use case, since we don’t need to apply them. The
performance of platform intended for private networks such as Hyperledger Fabric, with
pre-defined set of carriers of consensus process, is on satisfactory level for our use case.
The disadvantages of consensus algorithm that is used by Hyperledger Fabric are related
to its semi-trusted environment, due to existence of permission system and the private
nature of the blockchain. Performance decrease will happen if more than 20 peers are in-
cluded in the consensus achieving process. [30] But, considering the initial requirements,
these drawbacks of the platform and consensus algorithms are not playing huge role in
our experiment.

5.2. Authorization and permission-to-use the network and assets

The Hyperledger Fabric is intended for building networks where the assets are owned
and managed by a group of identifiable and verifiable institutions [26]. In our case, those
institutions are healthcare and health insurance companies, as well pharmacies and medi-
cal suppliers. The reason why Hyperledger Fabric is better choice than Ethereum for our
use-case is the infrastructure of permissioned network that it offers, where all the organi-
zation and peers are verified before executing transactions. They can operate in specific
collaboration channel if, and only if, they have certificate issued by a membership author-
ity. On the other-side, in Ethereum and public networks, permissions to participate don’t
exist, everyone can join the network [7]. By using Ethereum source code to implement
network, Etherium can be used in a controlled setting as well (this is a rather common
approach for Ethereum based start-ups focusing on B2B).
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Table 3. Comparison of blockchain platforms
Main Charac-
teristic

Smart Con-
tract Code

Consensus
Algorithm Effects of using in our use case

Ethereum

Built by
Ethereum de-
velopers
Most mature and
first blockchain
platform that
introduce the
smart contracts
Permission less
approach

Solidity
Proof-of-
Work

Mature smart contract programming lan-
guage that offers smooth development with
strong community and broad documentation.
Main disadvantage is the use of brute-force
look-a-like consensus algorithm that is in-
tended more for public blockchains. The per-
formance and scalability will be the main
challenges.
The public scope of the platform moves
away from our initial idea of closed and con-
trolled private blockchain.

Hyperledger
Fabric

Built by Linux
foundation
Consensus is
achieved on
transaction level
Less mature than
Ethereum
Complex permis-
sion module

Go, Java

Proof-of-
Stake based
mecha-
nisms
Byzantine
fault toler-
ance

The endorsement and consensus are
achieved on transaction level meaning
that all parties that have permissions and
participate in the collaboration channel are
responsible for the validity and achieving
the trust.
Increased focus on permissions system and
membership service providers
More layers of abstractions in the develop-
ment process and modular architecture can
be easily applied to our use case.
Solves performance scalability and privacy
issues, perfect for health-related systems.

R3 Corda

Permission based
network with
strong control on
communication
points
Specialized for fi-
nancial industry

Kotlin, Java

Transaction
level con-
sensus
between
the partici-
pants

Similar and complement to Hyperledger
Fabric but more simplified with possibility
of easy implementations of out-of-the-box
functionalities.
It has many unnecessary features that are not
part of our initial considerations.

Sawtooth

Supports both
permissioned and
permission-less
networks.

Supports
different
programming
languages

Proof-of-
Elapsed
Time

The consensus algorithm that is introduced
by this platform is not mature and not prop-
erly implemented yet.
When it comes to security Sawtooth has ap-
proach based on roles and permissions

EOS.IS

Built by
Block.One
and came into
the market as
a competitor to
the Etherium
ecosystem. The
platform raised
4 billion dollars
in the initial coin
offerings.

WebAssembly
languages
like C++,
Java and
Python was
the

Delegated
proof-
of-stake
model

The smart contracts can be written in C++,
Java or Python. The platform does not re-
quire learning a new programming language.
The platform solves a lot of issues that the
other platforms experience such as problems
with scalability and transaction fees.
Main disadvantage is the centralized model
of decision-making and achieving consen-
sus.
Same as Ethereum, the public scope of the
platform moves away from our initial idea of
closed and controlled private blockchain.
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Table 4. Comparison of some of the most popular consensus algorithms

Main Characteristic

Blockchain
category
(permis-
sioned/
permission-
less)

Achieving
consensus

Effects of
increasing
participants
in the con-
sensus

Proof-Of-
Work (PoW)

Fully distributed consensus mechanism
The original consensus algorithm introduced
by Satoshi Nakamoto.
Each of ‘the participants that have the job to
secure the network needs to prove their in-
tent by doing some work (to solve a complex
mathematical problem that requires huge
computational power) in order to mine new
blocks of transaction
Huge computational power required

Permission-
less

Slow None

Proof-Of-
Stake (PoS)

Opposite in the manner of exploiting compu-
tational power due to alternative approach.
The algorithm is based on coin stakes that
node holds to the network as a proof for cre-
ating new blocks.

Both Fast None

Proof-Of-
Elapsed Time
(PoET)

The process behind is related to waiting spe-
cific amount of time from each participant in
order to mine new block
The first participant that finish the waiting
process is chosen to be the leader

Both Medium None

Byzantine
Fault Toler-
ance

Few pre-selected nodes that forms the con-
sortium and they are communicating with
each-others to achieve consensus.
Hoch transaction throughput

Permissioned Fast
Decreased
performance

Ripple Con-
sensus Algo-
rithm

Byzantine Fault Tolerance based
Each channel has its own federated validator
that sorts the messages in order to achieve
trust

Permissioned Fast None

5.3. Achieving Consensus by Using Hyperledger Fabric

Consensus process in Hyperledger technologies, consists of three phases. First phase is
called endorsement and it is closely related to “smart contract” component (called chain-
code). Before the network is built and put in operating state, endorsement policy must be
configured and defined. With other words, by using this endorsement policy we define
which peers have rights to execute which transaction. This phase is also called the execu-
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tion phase, because transactions are executed by using the smart contract layer. Depending
on the endorsement policy, in this phase, transaction proposal is sent to some of the peers
which are defined as endorsing peers and the channel is waiting for their response. There
can be a case, as part of the separation of concerns, that peers even though are part of
the blockchain network are not included in the endorsement process and specific business
rules (smart contracts) are kept hidden and private from them. In our use case, that can
happen when two healthcare organizations are exchanging information. In that case, all
of the insurance organizations that participate in the network will not be included in the
endorsement process.

The second phase of the consensus process is called ordering phase, because it in-
volves the so-called orderer entity. The responsibility of the orderer as part of the con-
sensus mechanism affects the order of the transactions. It’s a keeper of the order and its
functionality is related to making sure that each of the participant has the same order of
the list of transactions on its ledger. This phase happens only if all endorsement peers
signed the transaction.

The third phase comes right after the ordering of the transactions and it’s called val-
idation phase. In this phase, all the peers participate in the process because the process
involves updating the ledger with new transaction. They validate the results and apply the
changes in their copy of the ledger.

6. Architectural Overview

Each participant, defined as node in the network, has two layers included in the architec-
ture. The first one is the blockchain layer, which consists of many components that we
already discussed, and this layer serves as trust-less network that can provide agreements
and consensus through endorsement of smart contract outcomes [28]. The second layer is
the application layer and this layer is responsible for all application logic and data that is
not needed to be subject to verification of validity. The application layer can interact with
the blockchain through transactions. Defining the components of both layers is crucial for
the architectural design [38].

6.1. Defining the Assets, Peers, Organizations and Channels

The starting point of configuring the blockchain based approach is to define the assets,
peers, organizations and channels. Hyperledger Fabric technology offers possibility to
configure these components with different software tools, scripts and configuration files.
After initializing our network, our experiment should consist of:

– healthcare organization 1 with one peer – HCO1;
– healthcare organization 2 with one peer – HCO2;
– health insurance organization with one peer HIO
– individual represented by one peer.

After defining the peers and organizations, we need to configure the channels and their
endorsement policies (Figure 1). Every participant should communicate with the others
on channel that is supported by related ledger. Each of the peers are configured to be
registered to certification authority server, which is responsible for granting them specific
permission for performing actions in the system.
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Fig. 1. Configuration file for organization and peers

6.2. Defining the Data Flow

Considering our eco system, major architectural question that needs to be answered here
is the decision which data should be placed on-chain and what should be kept off-chain.
That decision will affect performance and flexibility.

Before we present the transaction and data flow, we need to discuss which data are
subject to negotiating and verifying by the consensus of the network and should be stored
on-chain, meaning that they will be stored in each copy of the ledger of the peers, and
which data should be stored off-chain meaning that it will be referenced by the negotiation
process. In blockchain approaches, there are two ways how to store the data, the first one is
to add data into transactions, like Bitcoin. And the second one is to store it as variables into
contract storage as Ethereum. Both ways, store and update data by submitting transactions
to the blockchain layer.

What we plan to do in our use case is to find the most suitable way how to connect data
stored in traditional relational databases and kept in organizational storage servers to the
blockchain network. We designed a way how to establish bridge between the blockchain
layer and the off-chain data, by using references, indexes, meta-data, hashes or critical
information as on-chain data on the blockchain that will point to the real data needed
for achieving consensus. As we mentioned, the real data can be placed somewhere in the
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infrastructure of the organizations that participate in the blockchain network, no matter if
it’s cloud solution, physical servers or a public storage.

6.3. Writing the Business Logic

As we mentioned before, the smart contracts, or with the terminology of Hyperledger
Fabric, the “chaincode” is responsible for executing the business logic in the blockchain
based architecture [30]. As a step towards defining the approach, we should consider
developing all the necessary smart contracts that will perform the intended actions in the
system. For example, how an injury can be covered by a health insurance organization or
how one health care provider can grant permission for using health related data to another
health care provider, or how a patient can transfer medical files from one organization to
another. All these processes should be covered and implemented by using smart contracts.

6.4. Application and Integration Layer

The blockchain based architecture should contain a layer where the data present at the
off-chain storages can be used as a feed to populate the blockchain network with data.
Basically, all the assets that can be produced by the participants in the network should
be indexed, referenced or hashed and stored to the ledger of the channel as immutable
data. This process should be done as initial phase of seeding the blockchain network. The
plan in our use case is to build integration layer in form of API calls. That integration
layer should serve as a bridge between the organizations and individuals on one side and
the web system of our use case together with the blockchain layer on the other side.
Individuals can access that integration layer by using distributed application and in that
way execute transaction on the blockchain, and organizations can build their own API
layer in order to transfer the needed data. The overall architecture and communication
can be seen at Figure 2 [39].

7. Initial Setup

After we discussed about what we want to achieve and analyzed how we want to do that
and why, the next step is to bring the participants into play and assume their effort to make
this blockchain based health information exchange mechanism, feasible and beneficial.

Individuals are the central point of the ecosystem and they are the ultimate beneficia-
ries from the services, features and functionalities that this decentralized way of health
information exchange should provide [4]. Using 2 as reference, we can say that the inter-
action of the individuals with the blockchain solution is the distributed application. The
distributed application offers the individual different types of services, from accessing
their health insurance and broad information related to it, to real time access to medi-
cal history, lab results, prescriptions, reminders, etc. The distributed application act as a
bridge between the individual and the blockchain layer. The individuals can initiate and
demand different types of actions, such as claim approval and payment, transfer of data
from one institution to another, etc. The system can also detect when specific actions are
needed and can initiate them instead of the individual, asking only for a consent.

The efforts of the patient in order to keep the prototype alive and beneficial on highest
level can be:
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Fig. 2. Blockchain based approach

– Registering an account in the system;
– Feed the network with different types of data. Authorize the prototype to retrieve

information from external sources, such as sensors of wearable devices, insert diet
and meal plans, period and types of physical activity, etc.

– To seed the blockchain layer with relevant health related data, the healthcare organiza-
tion that owns the medical records of that specific individual should also be part of the
ecosystem. The membership management component of the healthcare organization
should authenticate the individual and verify that it is the owner of the health related
data. With consent of the individual, that healthcare organization can synchronize the
medical records of the individual and feed the blockchain layer with them. From that
moment, the individual and the healthcare organization will be always present in the
endorsement process and they will always be part of the decision-making process
regarding who can control and process the related data stored on the blockchain.

– To seed the blockchain layer with relevant insurance related data, the health insurance
organization that owns the insurance policy should also be part of the ecosystem. The
membership management component of the insurance organization should authenti-
cate the individual and grant him permission to manipulate with its data. With consent
of the individual, that healthcare organization can synchronize the terms and condi-
tions, the duration of the insurance and details about the coverage of the individual
and feed the blockchain layer with them.

– After seeding phase, the other actions are related to initiating some service provided
by the prototype.

The organizations that are part of the ecosystem, no matter if they are healthcare or-
ganizations, health insurance organizations or medical suppliers have two possible ways
how to bridge the collaboration gap with the blockchain layer and them. The first way
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is to access the blockchain layer via the interface of the distributed application. The in-
teraction should be similar as the one which the individual is performing. The actions
that can be performed by using the distributed applications are related to registering, set-
ting up membership module and access control mechanism for other participants to ask
for permissions to access, adding peers that are part of that organization and feeding the
blockchain with relevant data.

To simplify the interoperability between the organizations and the blockchain based
solution, the organizations can access the blockchain network directly through the inte-
gration layer that is part of the architecture. When it comes to healthcare organization,
the Electronic Health Records (EHR) systems can exploit the API calls that are part of
the integration layer of the blockchain based solution, to communicate in both directions.
Either to retrieve health related data that is not present in the medical record of specific
individual, thus enrich the medical history or to feed the blockchain with data that is rele-
vant for the provided services of the blockchain based solution. The same can be done for
the other organizations that have software enterprise solution to store and manage health
related data.

8. Use Case Analysis

In the previous sections we discussed about the components of the blockchain technology
and how can we exploit them in the field of electronic health records. We were considering
and evaluating blockchain platforms and consensus algorithms, so we can make the right
choice to fulfill the requirements of our use case and satisfy the needs of our eco system.
As discussed in section IV, Hyperledger Fabric as a blockchain platform is a good starting
point for the practical part of the research. In the next parts, we will analyze two use cases
by using sequent diagrams and we will see how the data and the information should move
across different components (represented as lifelines) and how the participants can benefit
from using this approach. The user scenarios we have chosen to represent the capability
of the solution we consider in this paper, focus on the exchange of health data to health
insurance institutions and the use of a health insurance plan. The reason for this emphasis
comes from the complexity of the workflow, which includes conditions that need to be
met and the involvement of multiple actors for a particular request to be approved or a
solution to be proposed by the system itself. We should keep in mind that the solution
encourages facilitated communication between different entities, if the health insurance
companies are not part of that entity set, then the solution will have the same architecture,
but with simplified parts of the system in which the conditional logic for decision making
is embedded.

8.1. Sequent Diagram for Claim Coverage Proposal Coming From Peer that
Represents the Insurer

If the components of the solution described above are initialized and set, the system can
execute different types of transaction and data flows, so let’s analyze the process of asking
for refund of claim covered by insurance plan which is issued by specific health insurance
organization insurance. The transaction and data flow is depicted at Figure 3. The process
covers proposal for access of health data owned by specific healthcare organization and



Real Time Availability And Consistency Of Health-Related... 947

activating endorsement policy, written in the form of a smart contracts to evaluate the
truth about the health conditions and terms and coverages of the insurance plan.

Fig. 3. Sequence diagram of claim coverage proposal

Hyperledger Fabric as a technology platform can help in couple of segments for ful-
filling the requirement, as we already discussed in the previous sections. First of all, it’s
a platform for creating permissioned network of participants. That means that each of the
members that participate in the system, should have been pre-configured as valid peers
from specific organization and with proven identity. With other words Hyperledger Fab-
ric is a platform that can offer configuration of peers and organizations and permissions
that complies with data protection regulations. The healthcare providers, the insurance
providers, the patients and the other participants should have their own peers as represen-
tatives in the network which will execute their business logic. If satisfying endorsements
are given from both parties affected: the healthcare provider owning the health informa-
tion and health insurance provider owning the insurance plan for the individual, a con-
sensus is made and assets in the ledger are updated, meaning that the claim is reviewed,
accepted and refund is approved in a smart and automatic way reducing the need for a
human interaction.

When we are talking about endorsement policies, Hyperledger Fabric can offer con-
figuring how many and what kind of combination of endorsers are required for consider-
ing one transaction as valid. That is part from the consensus algorithm that is used as a
backbone for acquiring distributed trust.

Each of the participant has their own copy of the ledger and own copy of smart con-
tracts, so the process of endorsement is nothing more than executing smart contracts from
all parties involved in the process on their ledger and sending the outcome results to the
channel in order to verify the truth and achieve consensus.
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8.2. Health Information Exchange between Healthcare Providers

In this scenario, shown at Figure 4, an individual that has health information owned by
specific healthcare organization asks for health information exchange with other health-
care organization. In other words, this sequence diagram explains the process of adding
read permission to healthcare organization which is not an owner of the health informa-
tion related to the individual. When the individual initiates health information exchange,
the channel checks the ownership of the health information and checks which healthcare
organization should have permission to read them. Endorsement is given from both par-
ties and the verified proposal is executed as a ledger and membership provider update.
From technology aspect, this flow is very similar to the previous one.

Fig. 4. Sequence diagram of adding read permission to another healthcare provider

Hyperledger Fabric offers configuration of peers and organizations and a channel
where they can communicate with each other. The consensus algorithm that includes en-
dorsement policy is helping the process to validate that one peer can have read permissions
on some specific data in the blockchain.

9. GDPR

Main topic of this technical paper is the process of exchanging health-related data. When
we are discussing about systems where personal data are being processed, then we must
consider the compliance with the General Data Protection Regulation (GDPR) [5]. GDPR
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comes into play when there is some kind of “processing” of personal data. Every infor-
mation that can identify, directly or indirectly, a data subject which is identifiable natural
person, is considered to be personal data. The personal data that can be in form of an
identification number, location data, name of the data subject, etc. The “processing” of
personal data is defined as operation or set of operations, that can be automated or not,
such as storing, structuring, organization, adaptation or alteration, retrieval of data, etc.

There are two very important terms that needs to be mentioned and discussed, the
role of the data controller and the role of the data processor in the GDPR. The controller
of the data is some entity which states the purpose and the means of the processing of
personal data and that statement is determined by legal legislation or laws defined by the
legal authority in the country. When there is some entity which process the personal data
on behalf of the controller, then that entity is considered to be the data processor.

In the blockchain based approach of defining a system for exchanging health related
data, there is no hierarchy, instead every participant is equally responsible for process-
ing of data. In the blockchain system, each of the participant is data controller and it is
obligated to comply with the GDP regulation.

One of the main principles that will come into effect with the GDPR is the demanded
transparency for the processing, storing and exchanging personal information. With other
words, the individual (data subject), can demand the controller of the data, information
about all kind of details regarding their personal data. As we are already aware, there is
an absence of central authority, so that is certainly a challenge that the blockchain based
systems will face to become GDPR compliant. However, the structure of Blockchain tech-
nology brings unique possibilities to overcome these challenges and bring transparence
and extended logs regarding the access to the distributed data. The transparency and trac-
ing can be achieved by using the characteristics of the blockchain network.

The blockchain network can be used to log every access of the data by the partic-
ipants in the network. That logging mechanism can serve as an immutable record of
health-related data exchanges between parties and the data subject can always control
and monitor where their personal information is used, and by whom.

The combination between GDPR and blockchain systems can be a subject to a lot
of discussion and probably they do not fit together, keeping in mind the fact that per-
sonal information is scattered across peer-to-peer network as a part of blockchain solution.
Blockchain is a distributed database with strong encryption and security mechanisms, but
still individuals don’t know where data is stored (distributed environment) and they don’t
know who manage their data. On the other side, in many ways the blockchain can be used
as an ally and a partner when it comes to overcoming some of the challenges of GDPR
obligations.

What blockchain can offer when GDPR comes into play is ways how to solve trans-
parency in data portability, traceability of data usage and many other details related to
the use of personal data, improved consent mechanism and management, etc. However,
there are many challenges that appear because of the characteristic of the blockchain.
Right to be forgotten is one of them. The Table 5 shows details about some of the GDPR
obligations that affect the blockchain systems and how can be solved.

One of the most promising thing that can be done in blockchain systems regarding the
GDPR compliance is removing the personal identifiable information from the stored data.
That can be easily done by encrypting the indicators that identify the data subject and
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in that way the controller shall not be obliged to maintain, acquire or process additional
information [13].

Table 5. Some of GDPR obligations seen through eyes of blockchain solution
GDPR obli-
gations Main characteristics Blockchain based systems How can be solved

Right to be
forgotten

The data subject has
the right to obtain
from the controller
the erasure of per-
sonal data concerning
him.

Key characteristic of
blockchain is immutabil-
ity of stored data. It is the
reason why this obligation is
a challenge in the blockchain
based systems.

Smart contract containing all
the data subjects which trig-
gered the right to be forgot-
ten should forbid processing of
data related to forgotten sub-
jects.
Instead of erasing the data, en-
crypting the personal data and
erase the key used.

Transparent
information
and data
traceability

The controller shall
take appropriate mea-
sures to provide in-
formation about any
form of transfer and
communication relat-
ing to processing to
the data subject.

One of the key characteris-
tics of blockchain is absence
of central authority which
makes difficulty to track de-
tails about the controller, pro-
pose and the details of the
data processing.

Implementing logging mecha-
nism that will utilize the im-
mutability and transparency of
the blockchain network. When
the personal data is used by
specific controller or proces-
sor, the access is logged to-
gether with all sorts of details.
That log can serve as a place
for satisfying the needs for in-
formation regarding the data
flow.

Consent man-
agement

Also called lawful-
ness of processing.
The data processing
is considered to be
lawful if the data sub-
ject has given consent
for the processing.

In the permissioned
blockchain networks, such
as those implemented by
Hyperledger Fabric platform
organizational authorities
exist that grant permissions
and right to access.

Smart contract can be trigged
to forbid the use of data pro-
cessing that is not lawful.
Certification authorities in the
permissioned blockchain net-
works can solve this problem
as a condition peer to join the
network.

10. Performance

The experiment that we are going to perform, as a result of this research paper, will be
implemented by using the Hyperledger Fabric platform. The reason for choosing this plat-
form is already discussed in the previous sections, so it is noteworthy to discuss the per-
formance part since it’s important for the final prototype. Hyperledger Fabric is a complex
distributed system, so determining the performance will be difficult task, since many pa-
rameters can come into play. The performance can vary depending on the type of the dis-
tributed application, transaction size, implementation of the ordering service, the network,
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hardware on which the participant run, number of participants in the system, number of
participants that are part of the consensus process, number of channels of collaboration
etc [33].

Though there are tools that can measure the performance of the blockchain solution,
such as Hyperledger Caliper and some measures that are present in the technical docu-
mentations such as 3500 transactions per second with latency less than one second, in this
section we are going to focus more on the parameters which affect the performance [30].

When it comes to the performance, since Hyperledger Fabric offers permissioned
business blockchain solution, the speed of executing the transactions and validating them
through all the participants in the process of achieving consensus can be drastically better
than the other implementations of blockchain technology [3]. As we already described,
Fabric is using the paradigm execute-order-validate in the transaction flow, where the en-
dorsers are separated from the ordering service giving the possibility transactions to be
executed in parallel. Just for comparison, in many other blockchain platforms, such as
Ethereum, the nodes must execute transaction sequentially and, in such way, decreasing
the performance. Another gain from the platform is the separation of concerns by splitting
the blockchain on separate channels of collaboration. Each channel has its own ledger and
its own chaincode, giving a huge performance increase, since only specific nodes should
involve in executing some business rule.

The constraints that affects the performance can be different and on the highest level
can be separated in:

– Block size – measurement for how many transactions can be grouped in a batch which
is sent to the peers to form the new block in the blockchain. To maximize the through-
put, the blockchain platforms offer possibility to configure the size of the blocks.
Block size should be optimized in order the prototype to have the best transaction
per second trend. Some experiments with predefined hardware and network parame-
ters, assumes that 2 MB of block size can bring to 3000 transactions per second and
latency less than one second [30].

– Number of endorsers – the endorsers are the peers which are defined in the endorse-
ment policy as the special ones which are responsible for the process of achieving
consensus. They are responsible for executing process, so logically the performance
should drop if the number of endorsers increase.

– Transaction size – we already mention couple of time the importance to include as
less amount of data in the transaction as possible, because they affect the performance
directly. Additionally, transaction in Fabric are larger because they carry identity and
certification data.

11. Conclusion

In this paper, we present a use case analysis in which stakeholders related to health-
care and insurance can distribute health related data in a secure, multi-institutional and
multinational way. We analyzed the components of blockchain based architecture that
are crucial in prototyping such mechanism for transferring information. After thorough
analysis, examination and comparison of the current trends and platforms, we are pre-
senting a combination of approaches related to blockchain technology, that are suitable
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and we can incorporate it in the overall architecture. The combination consists of de-
velopment platform that will create private network which is satisfying the needs of our
scope, execute-order-validate endorsement policy for enforcing the business rules of the
use case, consensus algorithm that offers satisfying performance and scalability to the
architecture and membership mechanism that will control the access to the network.

The architecture of the approach depicts and explains how a distributed layer technol-
ogy can fit into existing Electronic Health Records (EHR) systems or Insurance Content
Management systems, bridging the gap between the different implementations and re-
duce the friction of data distribution and obtaining the best value and performance in such
environment.

The paper shows a clear roadmap of the actions and steps that one participant in the
system, no matter if it’s individual, healthcare provider or insurance company, need to
perform to become part of such decentralized health information exchange system. Addi-
tionally, it explains the initial setup and efforts that one health care or insurance institution
should perform to adopt this alternative approach of health information exchange and the
benefits that they will gain from it.
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Abstract. Online learning environments became popular in recent years. Due to 

high attrition rates, the problem of student dropouts became of immense 

importance for course designers, and course makers. In this paper, we utilized 

lasso and ridge logistic regression to create a prediction model for dropout on the 

Open University database. We investigated how early dropout can be predicted, 

and why dropouts occur. To answer the first question, we created models for eight 

different time frames, ranging from the beginning of the course to the mid-term. 

There are two results based on two definitions of dropout. Results show that at the 

beginning AUC of the prediction model is 0.549 and 0.661 and rises to 0.681 and 

0.869 at mid-term. By analyzing logistic regression coefficients, we showed that 

at the beginning of the course demographic features of the student and course 

description features are the most important variables for dropout prediction, while 

later student activity gains more importance. 

Keywords: Education Data Mining, Learning Analytics, Dropout prediction, 

Lasso, and Ridge Logistic Regression. 

1. Introduction 

Over the past few decades, education systems had trouble responding to market 

requirements. Namely, skills and knowledge needed for the industry include 

technologies that are just developed, thus leaving educational systems no time for full 

curriculum and syllabus development which could blend into existing study programs. 

European Commission recognized the problem and developed a term called short cycles 

of education that are intended for people who want to learn a specific subject, without 

studying the whole study program [5]. This way students or interested parties can 

participate and obtain needed knowledge for the task at hand. However, short cycles of 

education required in house training or supervision of the student which discouraged 

many of students or professionals. For example, students had to be physically present at 

the teaching center or they had to study only during the classes. The full bloom of short 

cycles of education is noted with the development of Massive Open Online Courses 

(MOOCs) which allows access to learning materials from worldwide renowned 

Universities and professors on a variety of subjects [29]. Using MOOC platforms one 

can tailor a learning path to its preferences. Additionally, the learning path can be 

achieved at any course order, at any pace, without being present and often free of charge 

[8]. These benefits attracted a lot of students and professionals. 

However, newly founded flexibility of learning which includes a diversity of subjects 

and ease of access to learning materials triggers new problems not observed in 
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traditional learning environments. The major problem in MOOCs is a low percentage of 

students finishing courses. This phenomenon is called dropout and is defined as a 

student that unenrolled from course materials before the formal end of the course [44] or 

a student failing to obtain a passing grade for the course [45]. Although some of the 

students enroll in the online course just to obtain learning materials, some students 

interacted with a learning environment, i.e. listened to the lectures, read additional 

materials, tried quizzes and assignments, and did not obtain enough points to obtain a 

certificate of accomplishment. Reasons for failing the course can be insufficient 

background knowledge, lack of time, course design, or one felt discouraged, frustrated, 

or bored [17]. 

A lot of research efforts by academia and course providers are invested in answering 

the question of how and why students dropout. This area of research is studied under a 

wider discipline called Learning Analytics or Educational Data Mining [35]. 

Application of data mining or machine learning to education domain is needed [36] 

because the lack of “negative samples”, i.e. due to the fact that majority of the students 

are considered as a dropout and that there are a large number of students which in 

classical statistical analysis results in significant impacts even if it is not. Another issue 

is a large volume of unstructured data. Although unstructured data is potentially very 

informative, one must put them into a structure and derive attributes that describe 

student behavior in a learning environment. The third problem is data variance which is 

the result of self-paced learning. Namely, students can have many different learning 

styles which all result in a certificate of accomplishment. One student can interact with 

the learning environment on a regular basis, do assignments and quizzes, while others 

can just take assignments, another can just listen to lectures, or some can download 

learning materials and listen to them on their computer. Each student may finish the 

course, but they all had different behavior leading to it. This poses a problem to 

traditional statistical testing so machine learning methods are considered as an 

appropriate approach. Also, the point of interest that classical statistical analysis fails to 

address is error analysis. Namely, the course designer wants an analytical model that 

has a low number of false-negative students, i.e. course designer wants to identify 

everyone who will fail to pass an exam and contact them as early as possible. This can 

come with a cost of false alarms (students who are identified as students who are going 

to fail an exam, but they are going to pass the exam). 

In this paper, we used the Open University Learning Analytics dataset [28] to 

develop models for student dropout prediction. Open University dataset contains 22 

courses with different behavior of the student, i.e. interaction with the learning 

environment (watching videos, reading materials, etc.), scores on quizzes and 

assignments, and historical enrollments. Due to multiple definitions of dropout, we use 

two experimental setups with two definitions of dropout (both will be called under 

umbrella term dropout), one presenting prediction model for students who fail to pass 

an exam or unenroll from the course (i.e. unenrolled from the course or student did not 

achieved enough points for the certificate), and the other presenting prediction model 

for students who unenrolled (i.e. unenrolled from the course). The goal of this paper is 

to identify how early we can predict dropout. Therefore, besides having two prediction 

models we will try to predict dropout as early as possible. The dropout models are 

produced with logistic regression as an algorithm because it provides interpretable 

models and because it is very suitable to work with datasets with a lot of attributes, and 

because it tries to fit the distribution of classes (dropouts and successful candidates) in 
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the predictive model respecting the conditional distributions of all attributes w.r.t. the 

class attribute. To add, coefficients of logistic regression can be interpreted in terms of 

the logarithm of odds of dropout which can be seen as either a positive or negative 

influence on dropout. 

The contributions of the paper are solving the problem based on two definitions of 

dropout. Namely, the majority of the papers utilize one definition of the problem which 

is easier to solve (student will fail to pass the exam or withdraw from the course). 

Because of that, we developed two predictive models. One, where dropout is defined as 

a student who fails to pass an exam [36] and another, where a dropout is defined as a 

student who will withdraw from or fail to pass the exam [43, 40]. Besides using two 

definitions of the dropout, we created and evaluate logistic regression models in eight 

different time frames, ranging from the beginning of the course up to the mid-term of 

the course. Therefore, we provide an answer to how early can we predict a dropout. An 

additional contribution of the paper is the utilization of the aggregation functions which 

are not commonly used in learning analytics. In order to gain better results, we used 

recency [10] and variability seeking index [12] which have shown importance in 

marketing and sports, respectively. In addition, we utilize counterfactual examples [42] 

that can aid decision-makers in helping the student by providing causal reasoning on 

how to reach a positive outcome. Predictive performance is done using the area under 

the curve (AUC) and area under the precision-recall curve (AUPRC), which can be 

found in the papers. However, we provide cumulative gain charts and lift curves which 

are useful for decision making of the predictive model. Finally, we analyzed coefficients 

of logistic regression to give an insight into why students are becoming dropouts. Since 

there are eight different time frames we interpret coefficients of the logistic regression 

and give possible answers to why dropout occurs for a different time period of the 

course. This finding can be used for course makers and course designers for dropout 

prevention strategies. 

The remainder of the paper is organized as follows. In Section 2 we present a review 

of the literature. In Section 3 we present methodology. We will present data used in this 

research, followed by the experimental setup and evaluation of the predictive model. In 

Section 4 we provide results and interpretation of results, while in Section 5 we 

conclude the paper. 

2. Literature review 

From a historical point of view, the first MOOC called “Connectivism and Connective 

Knowledge” was created by George Siemens and Stephen Downs in 2008 which 

attracted over 2,000 students who participated free of charge [14]. Today, MOOCs 

environments such as Coursera, EdX, or Udacity have courses with over 1,000,000 

enrolled students coming from over 190 countries [37]. 

Due to a proliferation of MOOCs in past years and the fact that a minority of students 

complete course, researchers from the technical field such as statistical analysis, data 

mining, and machine learning alongside with domain experts in fields of pedagogy, 

education, and organization tried to tackle the problem of dropout prediction and 

prevention. The first, main challenge, was the ill definition of the term dropout. The 

most common, term dropout (or stopout) is defined as a moment when a student 
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unenrolled from the course. From that point, the student does not have access to 

learning materials anymore. However, many students do not unenroll from the course, 

but their activity is very low if existing at all. Therefore, the term dropout should be 

redefined to the last event student participated in, such as a quiz assignment [40] or 

watching a video [2]. We can define them as students who stopped participating in the 

course. We can ask ourselves, what about students who participated in the course and 

yet failed to pass the exam? Are they also dropouts? In some sense, they can be 

considered as dropouts. They had trouble keeping up with course materials and they 

needed help. Having in mind that these systems are created to help students gain 

knowledge and skills needed for tomorrow, one can try to identify them in advance and 

help them, i.e. give more time for assignments, or provide additional readings. 

Therefore, many researchers defined dropout as a situation when a student does not earn 

a certificate of accomplishment within a course [25, 20, 9, 32]. 

To the best of our knowledge models for predicting fail on the online courses is set as 

a binary classification task for fixed time periods. Juang et al. [25] used only the 

performance of the student on the first-week assignment. In their example, only that 

information was enough to recognize which students will receive a certificate of 

accomplishment with distinction compared to students who received a certificate of 

accomplishment with AUC 0.947, and also between students with a certificate of 

accomplishment and students who failed to pass the exam with AUC 0.851. A similar 

application can be found in [33, 26]. Namely, student activities on quizzes and 

assignments are used to predict performance on the final exam. An approach that was 

used is based on matrix factorization where latent features that describes student cohort 

and interpret their importance to pass exam with three points of predictions, one at the 

beginning of the course, one at the mid-point, and final one, a week before the exam. It 

has been shown that performance increases as more information are added, i.e. more 

data is available. Namely, predictions are worst at the beginning of the course and 

increases as more information about student interaction and behavior is added. 

However, students do have more activities during the class which can be used for the 

prediction model. In MOOCs, course providers often have clickstream data, which is 

considered as an unstructured data set. One can extract features that describe student 

interaction with the learning environment. For example, interaction with video learning 

materials, activity on the discussion forum, time spent on a specific page is used. In 

paper [40] logistic regression with several groups of attributes is used. One group of 

attributes are attributes that correspond to submission and problem solve such as the 

number of submissions, a number of distinct problems attempted, a distinct number of 

correct solutions, the average time needed for submission, etc. Another group is 

regarded as interaction with other students such as number of forum posts, number of 

forum responses, number of wiki edits, the total number of collaboration, or time spent 

of forum and wiki. These features are used for predicting whether a student will 

withdraw in the fifth week from the reference week (i.e. predicting one month in 

advance). Similarly, in paper [9] latent Dirichlet allocation is used for behavioral trend 

identification based on problem sets answers, interaction with questions, videos, forum, 

etc. It has been shown, as in previous researches, that more information about student 

performance provides better predictive performance (the longer the course lasts, the 

model is better at identifying dropout). 

Analysis of dropouts on the dataset used in this paper has been already made. 

Prediction using time series is available in the paper [18]. Namely, student engagement 
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in a virtual learning environment is transformed into time series data which are further 

classified using time series forest algorithm. The results that are obtained are 

underperforming at the beginning of the series, i.e. beginning of the course, but 

improves as more data is available. The role of demographic data is presented on paper 

[34]. Namely, decision trees are used to predict failure on the exam [13]. This model 

can be applied before the course starts and it can achieve accuracy between 66% and 

83%. One can also find framework Ouroboros [22, 23] that is demonstrated on this data. 

Finally, one can find the application of Naïve Bayes and Decision trees for course 

success prediction [3].  

Compared to other approaches we will utilize every source of student interaction 

with the learning environment including demographic data, registration data, video 

interaction, quiz attempts, and assignments attempts. We will utilize a logistic 

regression model with lasso and ridge regularization. The reason for this is the fact that 

coefficients of logistic regression can be interpreted in terms of logarithms of odds of 

dropout, which will allow us to interpret the influences of each attribute to dropout. 

Next, we will have two experimental setups regarding the definition of the dropout. In 

this paper, we, therefore, adopted two definitions that are common in the literature. 

Further, we used multiple aggregation functions to summarize and describe student 

behavior which is not used in learning analytics at all, such as the recency of the event 

and variability seeking index. Finally, we utilized a logistic regression model that 

allows inspection of the coefficients. Based on the coefficients we can analyze the 

driving factors of a dropout. 

It is noted that as a measure of performance most often Area Under the Receiver 

Operating Characteristics Curve (AUC) measure is used. AUC measures the probability 

that a classifier can discriminate between two randomly chosen data points, from which 

one is a positive outcome, and another negative is negative [1]. The reason why it is 

commonly used is that it is decision threshold independent, meaning that decision on 

what confidence or probability threshold predictive model will predict that student will 

fail an exam is omitted. Besides using AUC as a measure, we will use the area under the 

precision-recall curve (AUPRC) since it is more appropriate for class imbalance 

classification problems such as this one. 

3. Data and Methodology 

Data and Methodology section consists of an explanation of data and feature extraction 

from the database of Open University Learning Analytics Dataset [28]. Obtained data 

will be fitted into logistic regression. After an explanation of logistic regression, the 

whole experimental setup will be provided. 

3.1. Data 

Open University provided the database for learning analytics [28]. Data contain learning 

environment interaction, alongside with demographic data, enrollment data, etc. The 

Open University offers several hundred modules (subjects) from which every single 

one can be part of a university program or offered as a stand-alone course. Because 
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of that, it suffers from similar problems as MOOCs, i.e. dropout. Namely, a lot of 

students enroll in a specific subject, but due to various reasons did not finish or 

unenrolled from the course. However, Open University generates a better 

completion rate mainly because courses are offered for credit and the length of the 

course is around 9 months [22]. 

The database provided for analytics is anonymized and organized in a normalized 

manner containing seven tables presented in Fig. 1. 

 

 

Fig. 1. Dataset structure [28] 

In total 32,593 students registered to 22 courses. Information about the students is 

stored in table studentInfo, while information about the course is stored in table courses. 

During the course, the student had multiple assessments. Data about points achieved on 

the assessment is stored in table student-Assessment, while basic assessment 

information is stored in table assessments. There are 173,912 student assessment 

records. Finally, the student interacted with a virtual learning environment. There are 

10,655,280 records of interaction and they are stored in table studentVle. Static 

information about the virtual learning environment is stored in table vle. In table 

student-Registration one can find information about registration of the student to the 

course and there is an indicator of the performance of the student on the course, i.e. 

withdraw, fail, passed, and distinction which is used for prediction. 

Besides taking student demographic information (gender, region, highest education, 

IMD band, age, and disability), we generated aggregations (sum, count, mean, min, 

max, median, standard deviation, recency [976] and variability seeking index [976]) for 

student assessments and interaction with the learning environment. Two aggregation 

functions that are not common in many applications have been introduced. Namely, the 

recency of the event has shown to be of great importance in marketing [10]. Idea is to 

give more importance to events that occurred more recently. In other words, it gives 

decay to events that occurred long in the past. Variability seeking index is used for 

aggregation of categorical data, where difference compared to the previous event is 

calculated. If a student, i.e. changed the grade on the assessment then this deviance from 

the previous event should be accounted for. Variability seeking index has shown good 

predictive performance in sports [12]. 

Recency is calculated using the following formula (1). 
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𝑟𝑒𝑐𝑒𝑛𝑐𝑦 =  𝑠𝑖 ∗ 2
−  

𝑥𝑖
ℎ𝑎𝑙𝑓𝑙𝑖𝑓𝑒

 

𝑚

𝑖=1

 (1) 

where ℎ𝑎𝑙𝑓𝑙𝑖𝑓𝑒 present interval for which effect of an attribute should be equal to 

0.5 and 𝑥𝑖  value to be inserted into the formula (i.e. days passed from the quiz). 

Since each student can have 𝑚 events (quizzes or assignments), obtained recency 

scores are multiplied with the obtained score 𝑠𝑖  and summed. This allows 

exponential decay of the effect of the obtained scores on the quiz or assignment. 

Half-life is always set to the half of the interval being predicted. For example, if we 

predict dropout based on the first-month activity, the half-life is equal to 15 days. In 

terms of educational data mining, this can be interpreted as forgetting term. More 

specifically, the effects of the previous quizzes and assignments are of less 

importance compared to the most recent ones. 

Variability seeking index is an aggregation measure that calculates the trend of 

the scores obtained by the student. Although it does not satisfy all properties of the 

aggregation function (the result depends on the ordering of the data), this function 

allows identification of the subtle changes in the behavior of the student regarding 

the property one wants to analyze (i.e. activity on the learning environment, scores 

on the quizzes and assignments). It is calculated using formula (2).  

𝑣𝑠𝑖 =  (𝑠𝑖 − 𝑠𝑖−1)

𝑚

𝑖=2

 (2) 

where 𝑠𝑖  present the score obtained on the quiz or assignment in the time stamp 𝑖. 
A positive value will indicate an increase in the score values, or a positive trend in 

scores, while a negative value indicates a negative trend in the score values. 

More specifically, an aggregated column from student assessment is a score on the 

assessment, point obtained from the assessment, and days submitted prior to the 

deadline. Aggregation is done on the student level and for each assessment type. For 

interaction with the learning environment number of clicks on the learning materials is 

aggregated on student level and activity level. In total, for each experiment, we 

extracted 522 features that describe student behavior. 

3.2. Logistic regression 

Logistic regression is one of the most popular machine learning algorithm with 

applications in various fields. It is commonly used in the educational domain, for 

dropout predictions [40, 25, 20, 23]. The main reason for the usage of logistic 

regression is the interpretability of the model. Namely, coefficients of the logistic 

regression model can be interpreted in terms of the odds ratio, and consequently in 

terms of probability. This property is important, especially for social science 

applications where each decision needs to be explained. 

Logistic regression can be defined as a classifier that models the probability of 

dependent binary features y given a set of independent features X [19]. The model is 

defined as presented in the formula (3). 
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log  
𝑝

1−𝑝
 = 𝜃0 + 𝜃1𝑥1 + ⋯+ 𝜃𝑘𝑥𝑘 . (3) 

where p represents the probability that dropout is going to occur (y = 1). Values of 𝜃 

represent weights associated with independent features X. One wants to find the best 

values of 𝜃 such that the model provides the lowest possible error. Error is defined 

through loss function, called logistic loss (presented in the formula (4)), which has to be 

minimized.  

min L 𝑦, 𝑦  =−
1

𝑛
 (𝑦𝑖 log 𝑦𝑖  + (1 − 𝑦)log(1 − 𝑦𝑖 )𝑛

𝑖=1 . (4) 

One of the problems is that using logistic loss function one can overfit models (learn 

data at hand, without the power of generalization on the new examples) when working 

with a large number of attributes. Therefore, extensions of logistic regression have been 

developed to deal with the problem of overfitting in such situations. One can extend the 

logistic loss function to regularize the process of learning coefficients. With 

regularization, one intentionally makes a greater loss with a purpose to create a model 

that can generalize to new examples [24]. Lasso regularization adds L1 norm in L 𝑦, 𝑦  . 
L1 norm has the effect that coefficients of logistic regression are forced to zero, i.e. 

lowers the number of features needed to explain the problem at hand. This way 

complexity of the problem is reduced. Ridge regularization adds L2 norm which forces 

coefficients of logistic regression to be lower in general. Both regularization terms are 

used to prevent the model to explain random noise or error. However, regularization 

terms introduce hyper-parameter λ which needs to be optimized [41]. In this paper, we 

utilized inner 10-fold cross-validation to find the best λ that maximizes the AUC 

measure. 

3.3. Experimental Setup 

The goal of the paper is to answer two research questions. First, we would like to know 

how early we can predict whether the student will pass the exam and, second, we want 

to provide a discussion on what drives the student to fail an exam. In order to answer 

the first research question, we trained and tested logistic regression models in eight 

different time periods. The first model is created on day 0 of the course, as seen in 

[34]. In that period student does not have any assignment interaction. However, a 

predictive model can be created using demographic features and interaction with 

learning materials (since some of them are available before the course starts). The 

next predictive model is created after the first week (seven days) of course. This 

setup is common in the online course [25]. At this point, student generates data, i.e. 

interaction with learning materials (videos, readings, etc.) and prediction can 

already be made. The following time periods are after one month (30 days), 45 

days, 60 days, 90 days, and 120 days (approximate middle of the course length). It 

is expected that the performance of the model will improve as more data about the 

interaction with the learning environment is available. 

In order to answer the second research question, we utilized logistic regression and 

interpreted the coefficients of the logistic regression. More specifically, used lasso and 

ridge logistic regression and interpretation of coefficients was performed on the best 
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performing model. Coefficients of the logistic regression can be interpreted in terms of 

odds ratio and probability of dropout that can be found useful for course designing and 

decision-making. In addition, we utilize counterfactual examples. This powerful causal 

explanation finds the most related input attributes that lead to different outcomes [42]. 

Due to the fact that dropout has multiple definitions, we adopted two definitions 

which both present problem for any learning system as explained previously. Having in 

mind that we have eight different time frames of prediction we will have 16 

experiments. 

In order to have valid results students that unenrolled before the observed time period 

are dropped from the dataset. General information about a number of examples and the 

average dropout rate is presented in Table 1. As we can observe, a number of rows are 

exactly the same in both definitions of dropout. However, the percentage of the dropout 

is at the beginning two times greater if students that failed the course are included, 

increasing up to four times greater at the mid-term of the course (experimental setup 

where the model is created and evaluated after 120 days). 

Models are evaluated using AUC because it is commonly used in educational data 

mining applications and specifically for the problem at hand. AUC can be interpreted as 

the probability that a random student who will fail to pass the exam has a greater 

probability that he/she will fail the exam than a random student who will pass an exam. 

This measure of evaluation is decision threshold independent, meaning that it is 

calculated for every possible combination of thresholds in data. A random classifier 

would have an AUC value of 0.5, while the perfect classifier would have an AUC value 

equal to 1 [11]. We also provide area under the precision-recall curve (AUPRC) which 

is also a common measure of classification model performance. It is interpreted as how 

many times a model is better compared to the default model. Values range from 0 to 1, 

where 1 is the value of the perfect classifier and the random classifier should have an 

average dropout rate in data at hand. Due to the fact that the model is evaluated using 

10-fold cross-validation average value with the standard deviation will be presented. 

Additionally, we will present the lift curve and cumulative gain curve. Those model 

visualizations can be used for dropout prevention campaign definition and decision 

making. Namely, the lift curve presents a gain of a predictive model compared to using 

no model at all. On the x-axis percentage of students is presented, while on the y-axis 

present gain (ratio of the percentage of dropout students and the total number of 

students contacted) obtained using the predictive model. Value 1 on the y-axis presents 

a situation when the predictive model does not contribute to problem-solving, i.e. 

predictive model has no gain, while higher values improve the decision-making process 

(contact strategy). Having this in mind, the value of lift equal to 2 can be interpreted that 

the predictive model is two times better compared to using no model at all. The 

cumulative gain curve presents a comparison between dropout students and the total 

number of students. On the x-axis percentage of contacted students is presented, and on 

the y-axis percentage of dropout students are presented. If the gain curve is higher than 

the diagonal line, then the predictive model is usable. Namely, by contacting some 

percent of the students, we will be able to identify a higher percentage of dropout 

students. 

Hyper-parameter λ for Lasso and Ridge regression was found using grid search with 

inner 10-fold cross validation. 
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Table 1. Dataset information 

Dropout definition Experimental setup Number of rows % of dropout 

Withdraw 

0 days 29,496 23.96% 

7 days 29,178 23.13% 

15 days 28,115 20.22% 

30 days 27,446 18.34% 

45 days 26,921 16.69% 

60 days 26,361 14.92% 

90 days 25,562 12.26% 

120 days 24,777 9.48% 

Fail or Withdraw 

0 days 29,496 47.84% 

7 days 29,178 47.27% 

15 days 28,115 45.28% 

30 days 27,446 43.99% 

45 days 26,921 42.85% 

60 days 26,361 41.64% 

90 days 25,562 39.81% 

120 days 24,777 37.91% 

4. Results 

After learning the model for both definitions of dropout following results are obtained. 

In Table 2 we present results on the withdrawal definition of dropout. One can observe 

that the performance of lasso logistic regression is better compared to ridge logistic 

regression for every experimental setup. Also, performance improves as more 

information about student behavior and interaction is available. 

Table 2. Performance of logistic regression models on withdrawing students 

Experimental 

setup 

Lasso Ridge  

AUC AUPRC AUC AUPRC 

0 days 0.549 +/- 0.092 0.300 +/- 0.050 0.531 +/- 0.086 0.290 +/- 0.049 

7 days 0.542 +/- 0.099 0.296 +/- 0.053 0.519 +/- 0.093 0.279 +/- 0.052 

15 days 0.593 +/- 0.126 0.232 +/- 0.053 0.558 +/- 0.115 0.208 +/- 0.048 

30 days 0.583 +/- 0.121 0.248 +/- 0.066 0.515 +/- 0.127 0.203 +/- 0.052 

45 days 0.607 +/- 0.127 0.247 +/- 0.059 0.566 +/- 0.131 0.196 +/- 0.053 

60 days 0.618 +/- 0.089 0.223 +/- 0.042 0.519 +/- 0.134 0.187 +/- 0.055 

90 days 0.623 +/- 0.099 0.185 +/- 0.040 0.542 +/- 0.133 0.162 +/- 0.048 

120 days 0.681 +/- 0.059 0.162 +/- 0.025 0.569 +/- 0.142 0.131 +/- 0.040 

Initial model, i.e. at the beginning of the course, have trouble distinguish between 

dropouts and non-dropouts with AUC 0.549. This value of AUC means that model is 

just better than a random model. But, after the interaction of the student with learning 

materials and the learning environment model captures the withdrawal behavior and 

manages to discriminate between dropouts and non-dropouts. In the middle of the 

course (model created after 120 days), AUC is 0.681. A similar conclusion can be made 

based on AUPRC values. Namely, the initial model has a value 0.300 while the default 
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model should have 0.2396 (percentage of dropouts available in data). Based on these 

values, the predictive model is better by ~25% compared to a random model at the 

beginning of the course and ~71% after 120 days. This means that some features make a 

difference between dropout and non-dropout students. 

The second definition of dropout students considers failing on the course and 

withdraw of the student as a dropout. To some extent, this definition is easier for 

prediction since some of the events, i.e. quizzes and assignments, directly influence the 

final grade. Performance in terms of AUC and AUPRC for this definition of dropout is 

presented in Table 3. 

Table 3. Performance of logistic regression models on withdrawing and fail students 

Experimental 

setup 

Lasso Ridge  

AUC AUPRC AUC AUPRC 

0 days 0.661 +/- 0.054 0.635 +/- 0.056 0.651 +/- 0.054 0.628 +/- 0.054 

7 days 0.669 +/- 0.062 0.644 +/- 0.061 0.660 +/- 0.059 0.637 +/- 0.059 

15 days 0.673 +/- 0.074 0.633 +/- 0.077 0.663 +/- 0.068 0.624 +/- 0.070 

30 days 0.693 +/- 0.089 0.646 +/- 0.097 0.707 +/- 0.081 0.658 +/- 0.089 

45 days 0.738 +/- 0.087 0.683 +/- 0.096 0.739 +/- 0.084 0.686 +/- 0.090 

60 days 0.788 +/- 0.052 0.753 +/- 0.063 0.791 +/- 0.045 0.756 +/- 0.054 

90 days 0.820 +/- 0.036 0.791 +/- 0.041 0.817 +/- 0.038 0.785 +/- 0.045 

120 days 0.869 +/- 0.025 0.841 +/- 0.030 0.864 +/- 0.033 0.833 +/- 0.040 

Considering this definition of a dropout we obtained better predictive performance. 

Namely, AUC is at the beginning of the course 0.661 and improves up to 0.869. As in 

previous results, lasso logistic regression is mostly better compared to ridge logistic 

regression. Based on AUPRC values we can conclude that the predictive model is better 

than a random model for ~33% at the beginning of the course and ~122% after 120 

days. 

In order to answer the question of how early can we predict one must ask a question 

of what good enough performance of the model is? There are no formal guidelines for 

evaluation AUC and AUPRC values, i.e. what is considered as good performance. All 

of the models are useful. More specifically, they are better than uninformed decision 

making. Using the rule of thumb, AUC of 0.700 is considered as a good model. 

However, this value can be misleading if a class imbalance is present and AUPRC is 

recommended [11]. Our AUPRC suggests that our model is even at the beginning of the 

course better ~25% for withdrawing students and ~33% for withdrawing and failed 

students than a random model. We can say that models are usable, i.e. can be used for 

course design and decision making. For example, the model can be used for a mass 

campaign for the prevention of the dropout. Course designers could move the deadline, 

provide additional readings, or involve more details to students that are more prone to 

be a dropout.  

5. Discussion 

After presenting and discussing the results of the predictive model in terms of predictive 

performance, we present a discussion of the application of the predictive model. First, 
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we need to answer the question of whom to contact. For that purpose, we can use the lift 

curve and cumulative gain curve presented in Fig. 2. 

 

Fig. 2. (a) Lift curve of lasso logistic regression model on withdrawing and fail students, and (b) 

Cumulative gain curve of lasso logistic regression model on withdrawing and fail students 

On the left side of Fig. 2 one can see the lift curve. On the x-axis percentage of the 

sample is presented, while on the y-axis lift is presented. Dropout students are presented 

in orange color and denoted as Class 1, while non-dropout students are presented in blue 

color and denoted as Class 0. Lift is the ratio of the expected probability of dropout and 

the probability of dropout in the dataset. Therefore, the baseline value is 1. Examples 

are sorted according to the probability of dropout and one can make decisions based on 

it. In addition, one can use the cumulative gain curve (Fig. 2 (b)). On the x-axis 

percentage of the sample is presented, and on the y-axis gain, or percentage of students 

of the corresponding class. Dropout students are presented in orange color and denoted 

as Class 1, while non-dropout students are presented in blue color and denoted as Class 

0. 

Having this description in mind, one can contact the top N% of the students sorted by 

probability of dropout. For the predictive model presented in Fig. 2 (a) it would be 

beneficial to contact the top 20% of students. This will yield in contacting the students 

that are more than twice as likely to dropout compared to the overall dropout rate. More 

specifically, one will contact around 50% of the students that will dropout as seen in 

Fig. 2 (b).  

These figures aid decision-makers by presenting the results of the predictive model 

that is more interpretable than confusion matrix and predictive performance measures 

such as AUC or AUPRC. There are multiple reasons for such a statement. Predictive 

models can use multiple performance measures for the evaluation of the model. First, 

using too many performance measures can be confusing for the decision-maker, since 

most of them are similar by definition for experts that are not a data scientist. In 

addition, the simplest ones, such as accuracy, precision, and recall might be 

inappropriate due to the selection of the decision threshold. Decision-makers would 

need prior education on predictive measures and their effects. Finally, the cost of errors 

is not the same. The cost of contacting and giving incentive to the student that will pass 

the exam (called false positive) is most probably a lot less than the cost of not 

contacting the student that will be a dropout (called a false negative). Therefore, usage 

of the lift curve and cumulative gain curve will give an insight to the decision-maker 

how many students will be contacted in percentage terms and how likely they to be a 

dropout is. 
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Next, we need to discover why the students are prone to dropout. More specifically, 

we answer the question of what influence dropout. Answering this question will give 

insight to the decision-maker about the course design, online platform, and student 

characteristics that can be improved and utilized in further decision-making. This is our 

second research question in this experiment. For the predictive model created at the 

beginning of the course, it is expected that demographic attributes influence the 

prediction model, more specifically age and self-reported social-economic status [34]. 

As more interaction with the learning environment is available, quiz scores and 

assignment grades get more influence [40, 22]. We will present several coefficients that 

contributed most to the prediction model, for four time frames. More specifically, one at 

the beginning of the course, one after the first week of the course, another after the first 

month of the course, and last one after 120 days (middle of the course). These time 

frames are selected because they are common in the literature and it is considered that 

decision-makers can create a campaign and possibly influence a student in a positive 

direction. 

Coefficients of the most important features of lasso logistic regression for the 

withdraw students are presented in Fig. 3.  

At the beginning of the course, the most important features are age between 0 and 35 

and between 35 and 55, and “A” level of education. These features have a negative 

influence on dropout. This means that students that have between 0 and 35 years of age, 

or between 35 and 55 are less prone to be dropouts. This finding is interesting because 

in MOOCs this subpopulation is more prone to be dropouts [40, 31]. As a major dropout 

factor one can find studied credits and disability of the students. It has been noted in the 

literature that regardless of the type of learning studied credits influence dropout. A 

number of credits that course offers are correlated with the difficulty of the course. 

Therefore, the difficulty of the course is one of the factors of dropout [27]. In addition, 

if the student takes too many online courses, resulting in many studied credits, he/she 

will have trouble following too many courses and most likely dropout from some of 

them (or even all of them). It is interesting to note that interaction with a virtual learning 

environment is present in coefficient even at the model for the beginning of the course. 

Sum of clicks on content, pages, and forum are of negative influence on dropout [15, 

39]. This indicates that students do tend to interact with the learning environment (i.e. 

reading materials, discuss the forum, etc.) in order to be prepared for the upcoming 

lecture. These students highly influence to achieve satisfactory results. However, the 

newly used aggregation measure is of interest. More specifically, the recency of 

interaction with the content (i.e. videos) learning environment is introduced. Its value is 

negative, which can be interpreted that more recent interaction with the learning 

environment is negatively influencing the dropout. 
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Fig. 3. Bar chart of coefficient weights for (a) beginning of the course, (b) after the first week, (c) 

after the first month, and (d) at the mid-term, for lasso logistic regression model for the withdraw 

students 

After one week of lectures in the online course, the situation for the data at hand 

remains similar. Studied credits and disability remain the most important features for 

logistic regression to recognize dropouts. Also, age and activity in the virtual learning 

environment are most important at recognizing non-dropouts. It is worth noticing that 

the recency of interaction with the content (i.e. videos) learning environment remains as 

one of the most influential attributes in the predictive model. Although it cannot be seen 

in Fig. 3 variability seeking index is introduced in the predictive model at this point. 

More specifically, after one week of lectures students generate activities, and the 

variability of their activity starts making an impact on the predictions. All of the 

influencing attributes that utilize this aggregation function are related to the interaction 

with the learning environment and their values are negative. Those attributes are related 

to the clicking on the URLs in the supplementary materials, posting on the forum, and 

the overall number of clicks in the learning environment. Therefore, the positive value 

of variability seeking index (a positive trend in activity) leads to the passing the exam at 

the final of the course.  

After one month of course content, the situation is drastically changed. Students have 

generated many activities in the learning environment and have had several quizzes and 
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assignments. This yielded in different patterns leading to the dropout, f.e. some of the 

students were discouraged by the difficulty, or some of them felt unmotivated to 

proceed. Attributes that were most important for the predictions in previous time 

periods, i.e. age, studied credits, and disability, are not important that much. They were 

not present in the most important attributes at all. They are replaced with scores on 

quizzes and assignments. Scores on tutor marked assignments are the most dominant set 

of features. However, the most important feature is the number of clicks in total on the 

virtual learning environment [38]. Recency and variability seeking index are also not 

present in the most important ones, but they are present in the predictive model. The 

recency of students’ activity on the learning environment, as well as the recency of 

login on the learning environment and posting on the forum, are still considered as a 

strong negative influence on the dropout. However, variability seeking index is present 

only for two attributes, which are the same as for the previous model. More specifically, 

clicking on the URLs in the supplementary materials and posting on the forum 

negatively influence dropout of the students’. 

After 120 days of the course (mid-course), it becomes clear what influence dropout. 

The students are familiar with the learning environment, the style of teaching, quizzes, 

and assignments. Therefore, the amount of effort that is invested in the learning 

environment is highly reduced, focusing only on the part of the course that results in the 

certificate (i.e. quizzes and assignments). Having that in mind, scores on quizzes, tutor-

marked assignments, and activity on the virtual learning environment are the most 

important factors of dropout. However, instead of using classical aggregation function, 

recency is more appropriate, at least for the data at hand. As can be observed, the most 

influencing attribute was the recency of the obtained score. This indicates that the 

greater values of the recent scores are negatively influencing the dropout. 

We can conclude that at the beginning of the course demographic features of the 

student and course description features are the most important for dropout prediction. 

Namely, younger students, with higher education are less prone to dropout, while the 

difficulty of the course and disability of the student do influence dropout. As the course 

goes by, student activity gains more importance. Interaction with the virtual learning 

environment, i.e. spending more time reading materials, posting questions and answers 

on the discussion forum, as well as scores on the assignments gains more importance for 

dropout prediction. More specifically, the higher the engagement of the student to the 

virtual learning environment and the higher the scores on the assignments, there is less 

chance that student will be a dropout. In addition, proposed aggregation functions are 

important for the predictive model, as the recency of activity on the learning 

environment and recency of scores negatively influence dropout. Variability seeking 

index does influence the predictive model (i.e. positive change in trend in activity on the 

learning environment leads to fewer dropouts), but not as strong as the recency. 

The interpretation is similar, but different if dropout is defined as a student who 

failed the exam or withdraws from the course. Coefficients are presented in Fig. 4. At 

the beginning of the course, the most important feature is the “A” level of education. 

This feature had a negative influence on withdrawing, but in this setting (withdraw and 

failing the exam), it has a positive influence on dropout prediction. Besides, “A” level 

of education positive influence on dropout is presented in studied credits and number of 

previous attempts, as well as lower values of the IMD band. This effect has already 

been noticed by [21]. IMD band, which represent the socio-economic status of the 

region of the student could be that lower socio-economic status of the student influences 
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the performance of the student. One should be careful when interpreting this coefficient 

weight since lower socio-economic status surely does not cause lower performance, but 

that there is some confounding effect of the performance. As in previous dropout 

models higher the activity on the virtual learning environment, the less the probability 

of dropout. Additionally, proposed aggregation functions recency and variability 

seeking index are not present in the predictive model. 

 

 

Fig. 4. Bar chart of coefficient weights for (a) beginning of the course, (b) after the first week, (c) 

after the first month, and (d) at the mid-term, for lasso logistic regression model for the withdraw 

students and fail students 

The coefficients of lasso logistic regression are approximately the same for the model 

after the first week. More specifically, prior education studied credits, and the number 

of previous attempts of the course has a positive influence on the dropout predictions, 

while click counts on the learning materials and being female influence passing exam. 

However, the newly proposed recency aggregation function applied to the access to the 

homepage is considered a major factor that influences passing the exam. Recency had a 

greater influence on the prediction compared to the model predicting only withdraw 

students. More specifically, recency appeared in this predictive model in ten attributes, 

all regarding specific interaction with the learning environment (i.e. access to the forum, 

URLs in the learning materials, and accessing additional learning materials) with a 

negative value (negatively influencing dropout). 
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Quizzes and assignments do not influence predictions at the beginning of the course. 

They are introduced as important features in the model created after the first month of 

course. It can be observed that the higher the weight of the assignments in the first 

month greater the probability that students will be a dropout. Also, if a student achieved 

greater scores on assignments lower the probability of being a dropout. A similar 

finding can be seen in many dropout predictions model [7, 43]. This is because the cost 

of failure is low. The students tend to quit after the first several unsuccessful quizzes 

and assignments mostly to not feel the failure of not achieving the certificate [6]. Our 

newly added aggregation measures, recency, and variability seeking index have their 

share in the prediction. Recency, as an aggregation function, appeared as important in 

many attributes. First, the weight of the test. The attribute coefficient related to the 

recency of the weight of the test indicates that challenging tasks for the students that 

account for many points positively influence dropout. More specifically, obtaining a 

low score on the important test leads to failing the exam or withdrawing the course. 

Also, the variability seeking index has appeared in several interactions with the learning 

environment attributes. It indicates that higher usage of the learning environment leads 

to passing the exam. 

Interestingly, after 120 days of course the age of the student returns to the most 

important features. It is even more surprising that this attribute has the highest positive 

influence on the dropout. However, it is worth to notice that recency related attributes 

are very important with a negative influence on the dropout. More specifically, the 

higher the recent score obtained it is more likely that students will pass the exam. 

With the interpretation of the coefficients, we explained why do dropout occurs in 

general. However, for the decision support system in MOOCs one needs a detailed 

explanation of why a specific student did not pass the exam or what can this student do 

in order to pass an exam. For that purpose, we utilized counterfactual examples [30]. 

Those are examples that are the most similar to the real examples but having a different 

outcome. In the process of the dropout prediction, counterfactual examples would be 

students that passed the exam but are most similar to the one we would like to give 

incentive. By providing this kind of example to the decision-makers one could look at 

the attributes that can be influenced by the decision-maker in order for a student to pass 

the exam. Simplified example (due to the high dimensionality of the data we showed 

only several attributes) of counterfactual examples are presented in Table 4. Suppose we 

have attributes gender, Forum_post representing a total number of posts on the forum, 

VLE_recency representing a number of interactions with the virtual learning 

environment whose score is adjusted to valorize more recent ones, Quiz_recency 

representing average quizzes score adjusted to valorize more recent ones, and output 

column dropout that signal whether the student is a dropout. The first row of the table is 

the original example, while the remaining rows present counterfactual examples. 

Gender, as well as Quiz_recency are attributes that decision-makers cannot influence. 

Therefore, it will always remain the same (for all counterfactual examples). In other 

words, Forum_post and VLE_recency are of the point of influence to the decision-

maker as those attributes can be subject to intervention. The decision-maker can request 

multiple counterfactual examples (in this example three) and they will slightly differ. 

Column dropout represents a signal that a student is a dropout, or probability of a 

dropout for counterfactual examples. In this example, in a bold letter, we have shown 

what strategies the decision-maker can take for communicating the student. In this 

simple example, it can give the incentive to interact using the forum, or interaction with 
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the virtual learning environment, and finally interact with both forum and virtual 

learning environment, but with less intensity. 

Table 4. Counterfactual examples 

Student gender Forum_post VLE_recency Quiz_recency dropout 

Original 1 0 0 57.2 1 

CF1 1 5 0.57 57.2 0.12 

CF2 1 0 0.93 57.2 0.08 

CF3 1 1 0.75 57.2 0.25 

Finally, once the decision-maker has the predictive model, a graphical tool for 

selecting the students to be contacted, interpretation of the model, and counterfactual 

explanation for each student that is predicted to be a dropout, one can generate a 

decision support system. In this paper, the most suitable solution would be the 

development of a module similar to a customer relationship manager (CRM). More 

specifically, decision-makers could create a campaign that will contact a student 

regularly (i.e. weekly basis) using e-mail messages and/or push notifications. 

6. Conclusion 

Application of data mining and machine learning in the education domain presents an 

interesting research area which requires a lot of technical skills (i.e. data visualization, 

statistics, algorithms, etc.), social skills (i.e. pedagogy, andragogy, communication 

skills, etc.) in order to make effective and influential decisions. In this paper, we 

employed lasso and ridge logistic regression for the dropout prediction of the students in 

the online learning environment. We asked ourselves two questions. How early can we 

predict dropout and can we explain why dropouts occur? Because of the vague 

definition of dropout, we developed two experiments where dropout was defined when 

student unenrolled from the course, and another when a student failed to pass an exam 

or unenrolled from the course.  

In order to answer the first question, we created eight experiments. Namely, we 

created models at the beginning of the course, after the first week of the course, after 15 

days, after 30 days, after 45 days, after 60 days, after 90 days, and after 120 days (mid-

term). The results have shown that withdraw from the course is harder to predict. A 

performance measure that was selected, AUC, was 0.549 at the beginning of the course 

and arose to 0.681 at the mid-term. For the second definition of dropout, the 

performance was much greater. More specifically, AUC at the beginning of the course 

is 0.661 and improves up to 0.869 in the mid-term. These models can be used for 

informed decision making because improvement compared to uninformed decision 

making is from ~25% for the model at the beginning of the course, to ~71 at the mid-

term.  

The second research question (why do the dropout occur) is answered by analyzing 

the coefficients of the logistic regression model. It has been shown in both definitions 

that at the beginning of the course demographic features of the student such as age and 

education influence dropout. More specifically, younger students, with higher education 

are less prone to dropout. However, the difficulty of the course and disability of the 

student do influence dropout. Later, as students gain activity in the virtual learning 
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environment, the predictive model gives more importance to those attributes. More 

specifically, the higher the engagement of the student to the virtual learning 

environment and the higher the scores on the assignments, the less the probability that 

students will be a dropout. It is worth noticing that proposed aggregation functions 

recency and variability seeking index influence predictive models as they were 

frequently considered as one of the most important ones.  

Having answers to the two proposed decision-makers can make an informed decision 

about contacting the troubled student. Namely, one is given the answers to the question 

of who is at trouble, and why is at trouble. The answer to the question of what to do or 

how to approach is given using counterfactual examples. In future work, we will try 

providing explanations using Shapley scores [4] or Lime framework [16]. 

Counterfactual examples do provide some notion of explanations, but Shapley scores 

and Lime can more human interpretable explanations. 

As we believe that predictive performance is region-specific, i.e. one region has 

overall better results compared to the other one, we would like as a part of the future 

research to apply multi-task logistic regression models [46]. This type of analysis would 

create a predictive model for each region (one region will be one task). However, the 

multi-task learning framework will tend to have similar coefficients for the attributes 

throughout the regions. If one region is truly different in the behavior of dropouts then 

their coefficient for some attribute will differ (i.e. predictive strength will be much 

greater compared to the penalty imposed by changing the value of the coefficient). This 

analysis would give us the true value of the driving factors for the dropout based on the 

region of the student.  

Another line of the research should be regarded as the problem of algorithmic 

fairness. More specifically, we will strive to create predictive models that are non-

discriminatory or fair toward socially sensitive groups. As results suggested for the data 

at hand, gender seems like an attribute that discriminates passing the exam and failing to 

pass the exam. Since this can be an indicator of disparate impact or even disparate 

treatment, one should inspect why gender is making a difference in predictions. In order 

to make a fair predictive model and not including gender (or any other attribute that can 

be considered as a proxy to gender), we will try to preprocess data to be fair, adjust 

prediction to seem fair, or adjust the learning algorithm. 
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Abstract. With the development of wireless communication technology, the re-
quirement for data rate is growing rapidly. Mobile communication system faces the
problem of shortage of spectrum resources. Cognitive radio technology allows sec-
ondary users to use the frequencies authorized to the primary user with the permis-
sion of the primary user, which can effectively improve the utilization of spectrum
resources. In this article, we establish a cognitive network model based on under-
lay model and propose a cognitive network resource allocation algorithm based on
DDQN (Double Deep Q Network). The algorithm jointly optimizes the spectrum
efficiency of the cognitive network and QoE (Quality of Experience) of cognitive
users through channel selection and power control of the cognitive users. Simulation
results show that proposed algorithm can effectively improve the spectral efficiency
and QoE. Compared with Q-learning and DQN, this algorithm can converge faster
and obtain higher spectral efficiency and QoE. The algorithm shows a more stable
and efficient performance.

Keywords: cognitive radio network, network slicing, resource allocation, deep re-
inforcement learning.

1. Introduction

With the development of wireless communication technology, wireless communication
services around the world have shown a trend of rapid movement, huge capacity and
mechanism intelligence. The fifth-generation cellular network is the key technology of
the current wireless communication technology. The deployment of 5G networks will
promote the rapid development of IoT (Internet of Things) and cloud computing services
such as 4K video, VR (Virtual Reality), AR (Augmented Reality), driverless cars, intel-
ligent power grids, and telemedicine [14]. 5G network has the characteristics of network
virtualization and programmability, and uses a new technology called network slicing [4].
Network slicing is an on-demand networking model that allows operators to separate mul-
tiple virtual networks on a unified infrastructure. Each network slice is logically isolated
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from the wireless access network to the core network to adapt to various types of appli-
cations. The 5G network supports three general service scenarios: eMBB (Enhanced Mo-
bile Broadband), URLLC (Ultra-reliable and Low Latency Communication) and mMTC
(Massive Machine-type Communications). eMBB refers to the further improvement of
user experience and other performance based on existing mobile broadband business sce-
narios. The intuitive feeling is that the transmission rate has been greatly improved, which
is mainly used for 4K video and large file download. URLLC is characterized by high re-
liability and low latency, and is mainly used for unmanned driving and remote surgery.
In order to provide better performance and cost-effective services, network slicing has a
lot of research space in terms of resource management. By using resource management
algorithms, the wireless network can effectively increase the total transmission rate of
the wireless access network [17], spectrum efficiency [11], and user-perceived QoE [8].
mMTC scenario is mainly used for large-scale IoT services.

At present, people’s demand for data rate is higher and higher, and the demand for
spectrum resources is also increasing. However, spectrum resources are very scarce. Ac-
cording to current spectrum policies, most of the available spectrum has been allocated or
licensed to wireless service providers. In order to solve the problem of spectrum scarcity,
cognitive radio technology has become the key to solving this problem [12]. Cognitive
radio technology monitors the working conditions of authorized users by sensing the
spectrum environment, and dynamically schedules the available idle spectrum under the
premise of causing interference within a certain range to the authorized users, thereby im-
proving spectrum utilization. In a cognitive radio network, according to the different ways
that cognitive users access idle licensed spectrum, the sharing of licensed spectrum can
be divided into two models (overlay and underlay). In the overlay mode, cognitive users
can only use authorized spectrum when authorized users are not communicating. Under-
lay mode allows cognitive users to use the spectrum to which authorized users belong to
perform data transmission with authorized users at the same time. Cognitive users will
cause certain interference to authorized users, but the interference should be guaranteed
within a certain range. In order to restrict the interference caused by cognitive users, the
interference temperature constraint plays a key role in the allocation of cognitive radio
resources. Interference temperature is a concept defined by the FCC (Federal Commu-
nications Commission) in order to improve spectrum utilization efficiency and study the
application of cognitive radio [22], which is used to quantify the communication interfer-
ence of cognitive users.

Currently in China, the 230 MHz frequency band is used for the construction of elec-
tric power wireless private networks. It is a dedicated spectrum resource specifically al-
located to industries such as power, water power, and geology. Many frequency bands in
electric power wireless private networks are licensed frequency bands. Private network
users cannot use the licensed frequency bands of other private networks, which makes the
230MHz frequency band have weak transmission capabilities and low spectrum utiliza-
tion [2]. With the development of wireless communication technology, the current power
wireless private network based on the LTE system has begun to evolve to 5G, and the
application of multi-slice services needs to be carried out in the spectrum awareness en-
vironment. Applying cognitive radio technology to 5G networks can effectively solve the
problem of spectrum scarcity, improve spectrum utilization, and provide effective help for
the construction of 5G-based power wireless private network systems.
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Reinforcement learning algorithms are used to solve decision-making problems and
obtain optimal strategies through continuous interaction with the environment. The most
widely used reinforcement learning algorithm is Q-Learning [21]. In order to solve com-
plex control problems, deep reinforcement learning combines reinforcement learning with
deep learning to learn control strategies from high-dimensional raw data. The basic idea
of deep reinforcement learning is to use deep learning to automatically learn abstract fea-
tures of large-scale input data, and then use reinforcement learning based on deep learning
feature representation to learn and optimize problem solving strategies. The DeepMind
team first proposed DQN (Deep Q Network) in 2013 for playing Atari video games and
obtaining high scores [13]. Later, DQN appeared many variants, such as DDQN (Double
Deep Q Network) [19], D3QN (Dueling Double Deep Q Network) [20] and DQN with
prioritized experience replay [16].Currently, reinforcement learning has been widely used
in the field of wireless communication resource allocation [23,24,26,1].

In this article, we apply a DDQN algorithm and propose a deep reinforcement learn-
ing framework called CNDDQN for cognitive radio networks. This deep reinforcement
learning framework is used to solve the resource allocation problem in cognitive radio
networks with network slicing. Under the cognitive radio network underlay model, this
framework jointly optimizes the overall spectrum efficiency of the cognitive network and
the QoE of the secondary users by managing the channel selection and power allocation
of the secondary users. This framework learns the optimal resource allocation strategy
by establishing a mapping between known primary user channel selection and power al-
location strategies and secondary user channel selection and power allocation strategies.
We first introduce a cognitive radio network model combined with network slicing. Sec-
ondly, we introduce the basic concepts of reinforcement learning algorithms, Q-Learning
and DDQN algorithms. Subsequently, we show the details of the CNDDQN algorithm.
Finally, we conduct simulation experiments on the CNDDQN algorithm to verify the sta-
bility and effectiveness of the CNDDQN algorithm.

The key contributions of this article are as follows:

1) This paper proposes a cognitive radio model in the 5G network slicing scenario,
which provides effective help for the construction of 5G-based electric power wireless
private network system.

2) The resource allocation algorithm proposed in this paper considers user QoE and
jointly optimizes the network spectrum efficiency and user QoE to ensure the user expe-
rience.

3) This paper proposes a resource allocation algorithm based on DDQN to solve the
overestimation problem of DQN algorithm.

The remaining chapters of this paper are arranged as follows. Section 2 introduces
some research work related to this article. Section 3 introduces the system model of the
cognitive radio network and the formulation process of the resource allocation problem.
Section 4 introduces the proposed deep reinforcement learning algorithm (CNDDQN).
The simulation results and analysis are in Section 5. We summarize this article in Section
6.
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2. Related Work

Resource allocation in cognitive radio networks has been widely studied, [18,6] summa-
rizes these existing studies. The main optimization objectives of resource allocation in
cognitive radio network include maximizing throughput, spectrum efficiency and energy
efficiency, minimizing interference and ensuring the quality of service of users. [7] pro-
poses a distributed user association and resource allocation algorithm based on matching
theory to maximize the total throughput of primary and secondary users. [9] proposes a
method based on deep reinforcement learning for cognitive uplink users of cellular net-
works, and deployed some sensors to help secondary users collect signal strength infor-
mation at different locations in the wireless environment. Therefore, the secondary user
can realize spectrum sharing with the primary user without knowing the power allocation
strategy of the primary user. However, [9] does not consider the channel selection strategy
of secondary users.

As the key technology of 5G network, network slicing technology is considered in
many kinds of resource allocation scenarios. There are some researches on the applica-
tion of network slicing technology in cognitive radio network resource allocation sce-
narios [10,3]. In [15], the network slicing technology is classified into spectrum level,
infrastructure level and network level network slicing. In [10], the allocation of wireless
slicing resources among multiple users is modeled as a bankruptcy game, which realizes
the fairness of allocation. [3] proposes a multi-time-scale cognitive radio network slic-
ing resource allocation model. The resource allocation model can be decomposed into
inter-slice subchannels pre-assignment in large time period and intra-slice subchannels
and power scheduling in same time slot. [3] formulates the inter-slice problem as an inte-
ger optimization problem and intra-slice problem as a mixed optimization problem with
integer variables, and adopts Lyapunov optimization method with heuristic subchannel
assignment procedure and a fast barrier-based power allocation procedure. The above pa-
pers use traditional optimization methods, such as game theory and Lyapunov optimiza-
tion. These traditional optimization methods need to transform the optimization objectives
into convex optimization problems to obtain the optimal solution, which has certain re-
strictions on the communication network scenarios. For example, the locations of users
are fixed, and more users will bring higher algorithm complexity and longer calculation
time.

In order to solve the problem of resource allocation in complex communication net-
work scenarios, we propose a reinforcement learning architecture to solve the problem
of resource allocation optimization in communication networks. The existing reinforce-
ment learning algorithms applied to resource allocation are mainly divided into distributed
multi-agent reinforcement learning algorithm [5] and centralized single agent reinforce-
ment learning algorithm [27,25]. The centralized algorithm needs global information, has
better utility value, and can balance the whole network users. Distributed algorithm only
needs to know local information, so it has less communication cost. [27] proposes a cen-
tralized reinforcement learning algorithm based on DQN, which uses underlay access
mode to maximize the spectrum efficiency of secondary users under the interference tem-
perature limit acceptable for the primary user. But the network model of [27] does not con-
sider network slicing. [5] proposes a distributed reinforcement learning algorithm based
on Q-Learning and SARSA. The secondary users are organized into a random dynamic
team in a decentralized and cooperative way, which speeds up the convergence speed



DRL for Resource Allocation with Network Slicing in Cognitive Radio Network 983

of the algorithm, improves the network capacity, and obtains the optimal energy-saving
resource allocation strategy. But [5] only considers a single kind of service slice (high
rate service slice) in the network model, and due to the use of table-based Q-learning and
SARSA algorithm, the state space becomes discrete space, and there is a certain quantiza-
tion error when segmenting the state space. [25] proposes a graph convolutional network-
based reinforcement learning algorithm based on DQN. Secondary users are formed into
a graph, and the information features are extracted by graph convolution, and then the
DQN algorithm is used for policy learning to maximize the data rate of secondary users
on the premise of the quality of service of users. In this paper, we propose a centralized
reinforcement learning algorithm based on DDQN, and use DDQN algorithm to solve the
problem of over estimation of DQN algorithm, so as to speed up the convergence speed
and stability of the algorithm. In addition, in the network scenario, we consider the sce-
nario where multiple service slices are combined with cognitive radio networks, and we
consider rate-sensitive eMBB service slices and delay-sensitive URLLC service slices. In
terms of optimization goals, if only the overall spectral efficiency of the cognitive network
is optimized, this may sacrifice the user experience of some users. Therefore, we jointly
optimize the spectral efficiency of the cognitive network and the user-perceived QoE of
each user.

3. System Model and Problem Formulation

In this section, the system model and problem formulation are described.

3.1. System Model

This article considers a downlink OFDMA (Orthogonal Frequency Division Multiple Ac-
cess) cellular cognitive network, as shown in Fig. 1. This network model has one PBS
(Primary Base Station) and one CBS (Cognitive Base Station). The PUs (Primary Users)
are associated with PBS, and the SUs (Secondary Users) are associated with the CBS.
The PBS and CBS share the same spectrum resource. The SU adopts the underlay access
model, and within the interference acceptance range of the PU, the SU is allowed to use
the licensed frequency band resources of the PU. In Fig. 1, the black line indicates the
communication between PU and PBS, the blue line indicates the communication between
SU and CBS. The red line indicates the interference from the CBS to the PU, which
should be controlled within a certain range.

3.2. Problem Formulation

In this scenario, secondary users are divided into two categories. The two types of sec-
ondary users have different service types and communication requirements. One type
of secondary users are high-rate users, and the other type of secondary users are low-
latency users. For these two types of secondary users, by using network slicing technol-
ogy, high-rate users are associated with eMBB slices, and low-latency users are asso-
ciated with URLLC slices. The set of secondary users associated with the eMBB slice
is SUeMBB = {1, 2, ..., NeMBB

su }, and the set of secondary users associated with the
URLLC slice is SUURLLC = {1, 2, ..., NURLLC

su }. Therefore, the set of all secondary
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Fig. 1. Cognitive Radio Network Model

users is SU = {1, 2, ..., Nsu}, where Nsu = NeMBB
su + NURRLC

su is the total number
of secondary users. The total primary user set is PU = {1, 2, ..., Npu}, where Npu is the
total number of primary users.

There are k channels for users to use. The channel set is C = {1, 2, ..., k} and the
bandwidth of each channel is B. Therefore, the total network bandwidth is W = k ∗ B.
Assuming that each primary user can occupy multiple channels at the same time, the
primary user-channel association matrix is PCA = {apcn,k}Npu∗k. If PU n occupies the
channel k, then apcn,k = 1, otherwise apcn,k = 0. Each secondary user can only occupy one
channel, and the secondary user-channel association matrix is SCA = {ascn,k}Nsu∗k. If
the secondary user n occupies the channel k, then ascn,k = 1, otherwise ascn,k = 0.

The channel gain matrix of each primary user and PBS is PPG = {gpPn }Npu
, and the

channel gain matrix of each primary user and CBS is PCG = {gpCn }Npu
. The channel

gain matrix of each secondary user and PBS is SPG = {gsPn }Nsu
, and the channel gain

matrix of each secondary user and CBS is SCG = {gsCn }Nsu .
Assume that the maximum transmission power of the PBS and CBS are PPBSmax and

PCBSmax correspondingly. P pun,k indicates the transmission power of the primary user n on
the channel k, and P sun,k indicates the transmission power of the secondary user n on the
channel k.

According to the definition of the signal-to-interference and noise ratio, ( 1)( 2) are
the expressions of the signal-to-interference ratio of the PU and SU.

δpu =

∑
k∈C

apcn,k · gpu,PBSn · P pun,k∑
a∈PU,a6=n

∑
k∈C

apcn,k · a
pc
a,k · g

pP
a · P pua,k +

∑
a∈SU

∑
k∈C

apcn,k · asca,k · g
pC
a · P sua,k + σ2

.

(1)

δsu =

∑
k∈C

ascn,k · gsCn · P sun,k∑
a∈PU

∑
k∈C

ascn,k · a
pc
a,k · gsPa · P

pu
a,k +

∑
a∈SU,a6=n

∑
k∈C

ascn,k · asca,k · gsCa · P sua,k + σ2
.

(2)
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According to the Shannon channel formula R = B · log(1 + δ), the transmission rate
of the primary user Rpun and secondary user Rsun can be calculated. Therefore, the total
transmission rate of the cognitive network is Rcn =

∑
n∈SU

Rsun . ( 3) is the total spectrum

efficiency of the cognitive network.

ηcn =
Rcn
W

=

∑
n∈SU

B · log(1 + δsun )

k ∗B
=

1

k
·
∑
n∈SU

log(1 + δsun ) . (3)

The user’s QoE is mainly reflected by the user’s communication needs. The user’s
QoE is defined as the ratio of the number of packets meeting the communication re-
quirements to the total number of packets. The communication demand of eMBB slice
users is that the transmission rate is higher than a certain threshold, and the communica-
tion demand of URLLC slice users is that the transmission delay is lower than a certain
threshold.

The transmission rate of the data packet is expressed by the user’s transmission rate,
and the transmission delay of the data packet is composed as shown in Fig. 2.

Fig. 2. Transmission Delay of Data Packet

The transmission delay of data packets is mainly composed of the queue delay (t1)
when entering the base station, the operation delay of the channel allocated at the base
station (t2), the queue delay of entering the channel (t3), and the transmission delay of
transmitting in the channel (t4). In order to simplify the transmission delay model of the
data packet, t1 and t2 belong to the transmission delay of the base station, the value of
t4 is very small, they are not considered in this paper. Therefore, the transmission delay
of the data packet is the queue delay of the data packet entering the channel t3. We use
the M/M/1 queue model to calculate the queue delay. According to the average waiting
time formula of the M/M/1 queue model Ws = 1/(µ − λ), where µ is the service rate
and λ is the arrival rate. We can get the queue delay t3 = 1/(rpackage − λ), where λ
is the arrival rate of each data packet, rpackage = Rn/L is the transmission rate of each
data packet, Rn is the transmission rate of the user, L is the packet length of the data
packet. We assume that the packet length is normally distributed. Therefore, ( 4) is the
transmission delay of the data packet.

t =
1

Rn/L− λ
. (4)
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Let tmax and Rmin be the threshold for the data packet transmission delay and trans-
mission rate to meet the communication requirements. The expression that meets the com-
munication requirements is shown in ( 5). The user’s QoE is equal to the ratio of the
number of packets that meet the inequality requirements to the total number of packets.{

Rn ≥ Rmin for eMBB users
t = 1

Rn/L−λ ≤ tmax for URLLC users
. (5)

In order to balance the spectral efficiency and the user’s QoE, we set the attention
coefficient α ∈ [0, 1] between the spectral efficiency and the user’s QoE. α = 1 means that
the optimization goal is only to maximize the system spectral efficiency, and α = 0 means
that the optimization goal is only to maximize the user QoE. Therefore, our optimization
goal is ( 6).

max[αηcn + (1− α)QoE] . (6)

The interference temperature is defined as the ratio of the interference power to the
corresponding bandwidth IT = Pinterference

kconsW
, where Pinterference is the power of the inter-

ference noise in the channel, kcons is the Boltzmann constant, and W is the total band-
width of the cognitive network. Therefore, the total interference temperature of the cog-
nitive network is ( 7).

IT =

∑
a∈SU

∑
k∈C

asca,k · gpCa · P sua,k

kcons ·W
. (7)

Let the maximum interference temperature caused by the cognitive network accept-
able to the PU be ITmax.

Constraint C1 indicates that each secondary user can only be associated with one
channel. Constraint C2 is the maximum total power constraint of the cognitive base sta-
tion. Constraint C3 is the main user’s interference temperature constraint on the cognitive
network.

Therefore, the optimization problem can be expressed as ( 8- 11).

max[αηcn + (1− α)QoE] . (8)

s.t.C1 :
∑
k∈C

ascn,k ≤ 1,∀n ∈ SU . (9)

C2 : 0 ≤
∑
n∈SU

P sun,k ≤ PCBSmax . (10)

C3 :

∑
a∈SU

∑
k∈C

asca,k · gpCa · P sua,k

kcons ·W
≤ ITmax . (11)

Due to the nonlinear constraints of continuous variables (such as P sua,k) and binary
variables (such as scaa,k), the optimization problem is a non-convex problem. Using
deep reinforcement learning to solve such non-convex problems is a common method.
Therefore, we propose a deep reinforcement learning algorithm to solve this optimization
problem.
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4. Deep Reinforcement Learning for Optimization Problem

4.1. Reinforcement Learning

Reinforcement learning is a common method for solving decision problems. Reinforce-
ment learning has two basic elements (state and action). Performing a certain action in
a certain state is a strategy. Agents need to obtain a good strategy in continuous explo-
ration and learning. If the state is regarded as an attribute and the action is regarded as
a mark, reinforcement learning is similar to supervised learning. They are all trying to
find a mapping from known attribute/state to the mark/action. In this way, the strategy in
reinforcement learning is equivalent to the classifier and regressor in supervised learning.
However, in practical problems, reinforcement learning does not have supervised learning
as labeled information. Usually results are obtained after trying actions, so reinforcement
learning is to continuously adjust the previous strategy through the feedback of the result
information, so the algorithm can learn what kind of action to choose in which state to get
the best result.

Reinforcement learning is usually described using MDP (Markov Decision Process).
The agent is in an environment, and each state is the agent’s perception of the current
environment. The agent can only affect the environment through actions. When the agent
performs an action, the environment will be transferred to another state with a certain
probability. At the same time, the environment will feedback a reward to the agent ac-
cording to the potential reward function. This process is shown in Fig. 3.

Fig. 3. Basic Process of Reinforcement Learning

Then, we define two value functions—state value function and action value function.
The state value function V (s) is defined as the expectation of the long-term reward that the
state s can obtain at the moment t. The state value function represents the value of a state,
regardless of which action the state chooses. It takes the current state as the starting point
to make a weighted sum of all possible actions, the expression is Vπ(s) = Eπ[Rt|St = s],
where π is the strategy, and the expression is π(a|s) = P [At = a|St = s]. The action
value functionG(s, a) is defined as the long-term reward that can be obtained by selecting
the action a in state s at the moment t. The action value function represents the value of
an action in a certain state. It is the weighted sum of all possible long-term rewards for a
given state and action, the expression is Gπ(s, a) = Eπ[Rt|St = s,At = a].

Usually, a limited Markov decision process consists of a quadrupleM = (S,A, P,R).
Where S represents the limited state set space, A represents the action set space, P repre-
sents the state transition probability matrix, and R represents the expected reward value.
The Markov decision process relies on the Markov assumption that the probability of the
next state St+1 depends only on the current state St and action At, not on the previous
state or action. In the Markov decision process, given a state s ∈ S and an action a ∈ A, it
will transition to the next state s′ ∈ S with a certain probability. P ass′ is the state transition



988 Siyu Yuan, Yong Zhang, Wenbo Qie, Tengteng Ma, and Sisi Li

probability, which means that starting from the state s and taking action a, we will reach
the state s′ with the probability of P ass′ , the expression is P ass′ = P (St+1|St = s,At = a).
rass′ is the expected reward, which means starting from the state s, taking action a, and
transferring to the state s′, the expression is rass′ = E(rt+1|St = s,At = a, St+1 = s′).

Because reinforcement learning can be summarized as obtaining an optimal strategy
by maximizing rewards. However, if it is only the maximum instantaneous reward, it will
only select the action with the largest reward from the action space every time, which
becomes the simplest greedy policy. In order to achieve the maximum current reward
value including the future, the total reward from the current moment until the end state
reaches the goal is maximized. Therefore, the cumulative discount reward functionR(t) is

constructed with the expression as R(t) =
n∑
k=0

γkrt+k+1, where γ ∈ [0, 1] is the discount

coefficient, which indicates the degree of influence of the current reward in the future.
γ = 0 means that the learned strategy is short-sighted and only considers even rewards
and γ = 1 means that the rewards at all times are equal. Combining the definition of
the state value function and the cumulative discount reward function, we can obtain the
Bellman equation form of the state value function, as shown in ( 12- 16).

Vπ(s) = Eπ[Rt|St = s] (12)

= Eπ(rt+1 + γrt+2 + γ2rt+3 + · · ·|St = s) (13)

= Eπ(rt+1|St = s) + Eπ(γ

∞∑
k=0

γkrt+k+2|St = s) (14)

=
∑
a

π(s, a)
∑
s′

P ass′{Rass′ + γEπ[

∞∑
k=0

γkrt+k+2|St+1 = s′]} (15)

=
∑
a

π(s, a)
∑
s′

P ass′ [R
a
ss′ + γVπ(s

′)] (16)

Combining the definition of the action value function and the cumulative discount
reward function, we can obtain the Bellman equation form of the action value function
through a similar derivation process, as shown in ( 17). ( 18) and ( 19) are Bellman opti-
mality equations.

Gπ(s, a) =
∑
s′

P ass′ [R
a
ss′ + γ

∑
a′

Gπ(s
′, a′)] . (17)

V∗(s) = E[Rt + γmax
π

V (s′)|St = s] . (18)

Q∗(s) = E[Rt + γmax
a′

Q(s′, a′)|St = s,At = a] . (19)

The most common reinforcement learning algorithm is the Q-Learning algorithm. By
introducing Q-Table, the action value function is described. The update formula of Q-
Learning is ( 20). By constantly updating, we can get an excellent Q-Table to make the
decision-making process.

Q(s, a) = Q(s, a) + α[R(s, a) + γmax
a′

Q(s′, a′)−Q(s, a)] . (20)
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4.2. Deep Reinforcement Learning: from Q-Learning to DQN

Q-Learning is a classic algorithm for reinforcement learning, but there is a problem that
Q-Learning uses a Q-Table to store Q values. This makes Q-Learning limited to the action
space and the state space are very small, and generally in discrete situations. If there are
many types of states and actions in the model, the size of the Q-Table will become very
large, even larger than the memory of the computer, and it is also very time-consuming to
search in a huge table for each update. However, more complex tasks that are closer to the
actual situation often have a large state space and action space. For the field of processing
high-dimensional data, deep learning has a good performance. Deep reinforcement learn-
ing combines reinforcement learning and deep learning, using neural networks instead of
the original table to calculate the value function.

DQN is a representative algorithm for deep reinforcement learning. Based on the orig-
inal Q-Learning used Q-tables, the Q value (action value function) is calculated using a
neural network in DQN algorithm. In the decision-making process, DQN takes the state
as the input of the neural network, calculates the Q value of each action through the neu-
ral network, and then selects the action according to the principle similar to Q-Learning.
Fig. 4 compares the Q value calculation process of Q-Learning and DQN. The original
Q value Q(s, a) is replaced by a new form with neural network parameters Q(s, a; θ),
where θ represents the parameters of the neural network.

Fig. 4. Comparison of Calculation Process for Q of Q-learning and DQN

In order to reduce the problems caused by the correlation between data, DQN intro-
duced two key technologies of experience replay and fixed target value network.

In supervised learning, each sample is independently identically distribution. How-
ever, the samples of reinforcement learning are obtained through the agent’s continuous
exploration, which makes the samples in reinforcement learning highly correlated and
non-stationary, causing the training results difficult to converge. The experience replay
technology is used to solve this problem. First put the collected samples into the sample
pool, and then randomly select a sample from the sample pool for network training. Ran-
dom sampling is used to remove the correlation between samples, making the samples
independent of each other, thereby improving the stability and convergence of network
training.

In the original Q-Learning, as described in ( 20), when we calculated the TD error,
we obtained it by calculating the difference between the target Q and estimated Q. The
calculation of the TD target is by using the Bellman equation. The TD target is the reward
of the current action plus the highest Q value of the next state through attenuation. How-
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ever, the same parameters are used when calculating the TD target and estimating the Q
value. The correlation between the two makes the model prone to oscillation and diver-
gence. In order to solve this problem, DQN builds an independent target Q network that is
slower than the current Q network to calculate the TD target, which makes the possibility
of oscillation and divergence during training reduced and more stable.

In Q-Learning, updating the Q value directly changes the value of the corresponding
position in the table. In DQN, the Q value is updated by updating the parameters of the
neural network. The update of the neural network parameters is based on the reverse
transfer of the loss function. The loss function of DQN is defined as the square error form
of target Q and estimated Q. ( 21) is the form of the loss function of DQN.

LossDQN = [r + γmax
a′

Q(s′, a′; θ−)−Q(s, a; θ)]2 . (21)

DQN still has the problem of overestimation. Overestimation means that the estimated
value function is larger than the real value function, and its root is mainly in the maximiza-
tion operation in Q-Learning. When calculating target Q, the maximum Q value in the next
state is obtained. For real strategies and in a given state, the action that maximizes the Q
value is not selected every time, because the general real strategies are random strategies,
the selection of the maximum Q value of the action here will often result in the target
value being higher than the real value. Double DQN solves the problem of overestima-
tion on the basis of DQN. DDQN implements action selection and action evaluation with
different value functions, and in DQN we have proposed two Q networks. Therefore, the
step of DDQN calculating target Q can be split into two steps. In the first step, the action
to maximize the Q value is obtained by estimated Q network. In the second step, the ac-
tion value function corresponding to the action is obtained through the target Q network.
Combining the two steps together, the loss function of DDQN can be obtained, as shown
in ( 22).

LossDDQN = [r + γQ(s′, argmax
a′

Q(s′, a′; θ); θ−)−Q(s, a; θ)]2 . (22)

Except for the change of the loss function, the main process of DDQN is the same as
that of DQN. Fig. 5 is a flowchart of the operation of the DDQN algorithm.

4.3. CNDDQN (Cognitive Network Double Deep Q Network)

In this paper, we propose a Double DQN algorithm for solving the channel selection and
power allocation problems in cognitive networks. In the cognitive network environment,
the basic elements of reinforcement learning are set as follows.

The reinforcement learning agent is the overall cognitive network, and the DDQN al-
gorithm runs in the CBS to manage the channel selection and power allocation of all cog-
nitive users. The state of reinforcement learning is the SINR of the PU, which is recorded
as st = {δnt }1∗Npu

.
The reinforcement learning action at =

{
{asc,nt }1∗Nsu

, {P su,nt }1∗Nsu

}
1∗2·Nsu

is the
channel selection of the secondary user and the power allocation of the secondary user.
Since the output of the DDQN algorithm is a discrete value, we divide the transmission
power of cognitive users into 20 discrete power values on average. ( 23) is the action space
of the transmission power of cognitive users.
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Fig. 5. Flowchart of DDQN Algorithm

P sun,k ∈ {0,
PCBSmax

19
,
2PCBSmax

19
,...,PCBSmax } . (23)

The reward function is modified on the basis of ( 8). The constraint condition C3
for interference temperature is added to the description of the reward function. If the
constraint condition of the interference temperature is satisfied, a normal reward will be
obtained. If the constraints of the interference temperature are not met, then only zero
rewards can be obtained. The characteristics of the step function meet our expectations.
We make the difference between the actual interference temperature and the interference
temperature threshold to obtain the interference temperature threshold constraint function
( 24).

f(asca,k, P
su
a,k) = ε(ITmax −

∑
a∈SU

∑
k∈C

asca,k · gpa · P sua,k

k ·W
) . (24)

ε(x) is a step function, its characteristic is ε =

1 x > 0
0.5 x = 0
0 x < 0

.

The step function is discontinuous at 0, making it difficult during gradient descent.
Therefore, we use the Sigmoid function to approximate the equivalent step function.
Therefore, the interference temperature threshold constraint function is expressed as ( 25).
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f(asca,k, P
su
a,k) = Sigmoid(ITmax −

∑
a∈SU

∑
k∈C

asca,k · gpu,CBSa · P sua,k

k ·W
) . (25)

The expression of Sigmoid function is Sigmoid(x) = 1
1+e−x . Combined with the

interference temperature threshold constraint function, the reward function can be defined
as shown in ( 26).

Reward = f(asca,k, P
su
a,k) ∗ [αηcn + (1− α)QoE]/, . (26)

There are two neural networks in this algorithm, the training network and the tar-
get network. These two networks have the same structure, but the parameter updates are
different. The neural network in this algorithm uses a simple fully connected neural net-
work. The fully connected neural network contains 2 fully connected layers, the structure
is shown in Fig. 6.

Fig. 6. Neural network structure (Npu: total number of primary users, Nsu: total number
of secondary users, k: total number of channels)

The general steps of CNDDQN is summarized as shown in Algorithm 1.

5. Performance Evaluation

In this section, we first introduce the settings of cognitive network model parameters and
DDQN hyperparameters. Then, we provide the simulation performance results.
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Algorithm 1 The General Steps of CNDDQN
1: Initialize replay memory D to capacity N

2: Initialize action-value function Q with random weights θ and target action-value function
∧
Q

with weights θ− = θ
3: for each episode, M do
4: Initialize network state s;
5: for each step of an episode, T do
6: CBS chooses an action at = argmaxaQ(φ(st), a; θ) at state st with probability ε

select a random action at;
7: CBS completes channel and power allocation according to the selected action at;
8: CBS calculates the reward rt according to ( 26) through message passing;
9: CBS observes the network state st+1 through message passing;

10: CBS stores transition (st, at, rt, st+1) in D;
11: CBS samples random minibatch of transitions (st, at, rt, st+1) from D;

12: yj =

 rj if episode terminates at step j + 1

rj + γ
∧
Q(s′, argmax

a′
Q(s′, a′; θ); θ−) otherwise

;

13: CBS performs a gradient descent step on (yj −Q(φj , aj ; θ))
2 with respect to the net-

work parameters θ;

14: Every C steps, CBS resets
∧
Q = Q;

15: CBS sets st = st+1;
16: end for
17: end for

5.1. Simulation Settings

In this model, there are 1 PBS and 1 CBS, and there are 10 PUs and 20 CUs. Among the 20
secondary users, 10 secondary users are associated with eMBB slices and 10 secondary
users are associated with URLLC slices. The size of the model is 100m * 100m. The
locations of base stations and users are fixed, and the distribution of base stations and
users is shown in Fig. 7.

For the PBS and CBS, the maximum transmission power is PPBSmax = PCBSmax =
46dBm. For AWGN channels, the noise power is σ2= 1e − 7. The standard deviation
of shadow fading is set to 8dB. For model simplicity, channel fading only considers large-
scale fading, the expression is L(d) = 37+30 log(d), where d is the distance between the
base station and the user. The network has a total of 20 channels, the bandwidth of each
channel is 180kHz. For cognitive radio networks, the interference temperature acceptable
to the primary user is 5dB. For the user’s QoE, the rate threshold is set to 0.1Mbps and the
delay threshold is 10ms. The hyperparameter settings for the DDQN algorithm are shown
in Table 1.

5.2. Simulation Results

First, we show the performance of the DDQN algorithm at different learning rates. In
the DDQN algorithm, the setting of the learning rate is very important. In the gradient
descent process, the learning rate represents the step size of each update. Fig. 8 is a
graph comparing the performance of the DDQN algorithm at different learning rates.
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Fig. 7. Distribution of BSs and UEs

Table 1. Hyperparameters of DDQN Algorithm
Papameter Value

Mini-batch size 32
Discount rate γ 0.995
Learning rate δ 0.005
ε-greedy 0.1
Activation function Relu
Optimizer Adam

The three curves in the figure are the images of the DDQN reward function value with
the number of iterations when the learning rate is 0.05, 0.005 and 0.0005. When the
learning rate value is small (δ= 0.0005), the CNDDQN algorithm converges in about
1500 iterations, and the convergence speed is slow. As the learning rate increases, when
δ= 0.005,the convergence speed of the CNDDQN algorithm increases, and the CNDDQN
algorithm converges in about 700 iterations. When the learning rate is too large (δ= 0.05),
the CNDDQN algorithm converges in about 400 iterations. But the final reward function
convergence value is lower than the reward function convergence value when the learning
rate is 0.005 and 0.0005. It can be seen that a low learning rate will lead to a slower
convergence rate, requiring more iterations to achieve convergence. Too high a learning
rate will cause CNDDQN to reach the final reward function convergence value lower
than the normal learning rate convergence value. Therefore, the choice of learning rate
should be moderate, too high and too low learning rate will make the performance of
the algorithm decline. In the simulation of this paper, the learning rate δ= 0.005 is an
appropriate value.

We observe the curve of learning rate δ= 0.005 in Fig. 8. We can find that the re-
ward function value is low and unstable at the beginning of the iteration. As the training
iteration progresses, the reward function continues to grow. After a certain number of
iterations, the reward function completes convergence. This means that the CNDDQN al-
gorithm has learned the optimal action strategy. After the CNDDQN algorithm converges,
the jitter of the reward function is caused by ε-greedy in the CNDDQN algorithm.



DRL for Resource Allocation with Network Slicing in Cognitive Radio Network 995

Fig. 8. Comparison of DDQN Performance with Different Learning Rates

The optimization objective in (6) is obtained by the linear combination of system
spectral efficiency and QoE, and the attention coefficient is α. Fig. 9 shows the change
curves of the average convergence value of user QoE and system spectral efficiency under
different coefficients. As the attention factor increases, the CNDDQN algorithm’s atten-
tion to the system spectral efficiency increases, the final average convergence value of
the system spectral efficiency increases, and the final average convergence value of the
user QoE decreases. It can be seen that a greater attention to system spectrum efficiency
can result in a more superior system spectrum efficiency performance strategy, but at the
same time it will cause a certain loss to the user’s QoE performance. Similarly, in order
to obtain superior user QoE performance strategies, a certain loss will be caused to the
system spectrum efficiency.

Fig. 9. Influence of Different Attention Coefficients on SE and User QoE
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The comparative experiment algorithm selected in this paper is CNDQN algorithm
and CNQ-learning algorithm, which is shown in Fig. 10. Compared with the CNDQN
algorithm, the convergence speed of the CNDDQN algorithm has been significantly im-
proved. The CNQ-learning algorithm uses a table to store Q values, so that not only the
action space is discrete, but the state space is also discrete. This makes CNQ-learning’s
overall performance far from CNDDQN in complex cognitive radio scenarios.

Fig. 10. Performance Comparison of Different Algorithms in Cognitive Radio Networks

6. Conclusion

In this article, we propose a resource allocation algorithm (CNDDQN) for cognitive ra-
dio with network slicing. This algorithm is used in cognitive radio scenarios in underlay
mode. Under the interference acceptable to the primary user, the secondary user is allowed
to access the frequency band authorized to the primary user. In order to quantify the inter-
ference caused by secondary users, we introduce the concept of interference temperature.
In order to solve the proposed non-convex and NP-hard problem of resource allocation,
we use a deep reinforcement learning algorithm (DDQN). The algorithm jointly optimizes
the overall spectrum efficiency of the cognitive network and the QoE of the secondary user
by managing the channel selection and power allocation of the secondary user. Through
continuous iterative learning, the algorithm continuously updates the resource allocation
strategy of the secondary users, and finally reaches the optimal resource allocation strat-
egy. Simulation results show that compared with other reinforcement learning methods,
the proposed CNDDQN can effectively achieve a near-optimal solution through a smaller
number of iterations.
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Abstract. In this paper the problem of measuring factor importance on patient
length of stay in an emergency department is discussed. Historical dataset contains
average patient length of stay per day. Factors are agreed with domain expert. The
task is to provide factors’ impact measure on specific day that does not belong to
the historical dataset (new observation) and average length of stay for that day is
higher than specified threshold. Observations are represented as multidimensional
numeric vectors. Each dimension represents factor. The basic idea consists of iden-
tifying appropriate neighbourhood and measure distances between the new obser-
vation and its neighbourhood in the historical dataset with respect to each factor.
Impact measure of a factor is derived from the Error Sum of Squares. Factor im-
pact is proportional to distance between the observation and its neighbourhood with
respect to the dimension representing that factor. Nearest neighbour and clustering
methods for neighbourhood determination are considered.

Keywords: length of stay analysis, nearest neighbours, clustering, SSE

1. Introduction

In this paper the problem of explaining patient length of stay (LOS) elevation in an emer-
gency department is discussed. In the rest of the paper the length of stay explanation
problem is referred to as LOSEP.

The task is to identify the most significant factors and objectively measure their impact
on patient length of stay. Historical dataset is available. It contains average patient length
of stay per day along with a set of features - factors. User is interested in investigating new
observations - dates that do not belong to the historical dataset and for which registered
average length of stay is higher than a threshold σ. The aim is to identify which factors
are the most significant in contributing to longer patient stay in an emergency department,
providing the leadership to improve concrete aspects in the organization.

More precisely, let the historical dataset H is given. It contains average length of
stay per day along with available features - factors. Features are representing organi-
zational or other aspects that potentially can cause longer patient stay than it is de-
sired or expected. Available features are referred to as factors in the rest of the paper.
Every record from H is represented with multidimensional numeric vector of the fol-
lowing form (factor1, factor2, ..., factorn, LOS). Let q /∈ H represents object q =
((factor1(q), factor2(q), ..., factorn(q), LOS(q)) such that LOS(q) > σ. In the rest
of the paper objects like q are referred to as new observations. The task is to create a
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methodology to objectively estimate impact of each factor on the length of stay augmen-
tation registered on the new observation q. Factors can be sorted with respect to the esti-
mated impacts. Such ordering determines the most significant factors causing the situation
LOS(q) > σ.

Length of stay is considered as one of the most important indicators for any hospital
department efficiency. The compulsion is to keep length of stay below some value. Such
value is not simply average or median, but it is estimated by specific methodology. In
large hospitals it is challenging for management to manually analyse every organizational
aspect that can affect length of stay. The results of such analysis should assist leaders of
hospitals and its staff in understanding what is happening on daily basis and what actions
should be taken.

The LOSEP problem is different from problems of length of stay prediction and deter-
mining factors influencing patient length of stay where the overall impact of the contribut-
ing factors is derived from correlations existing in the training dataset. Such approaches
usually create model based on available dataset and use the model to estimate the impact
of each factor to the target variable - length of stay in this case. Such estimation is ”static”
meaning that for every new observation the model will produce the same factor ranking
without considering any specificities related to concrete object. For example, the model
can detect the highest importance of the number of emergency department visits based on
the training dataset. So, for any new observation representing days when average length
of stay is higher than σ the answer will be the same: length of stay is elevated due to
higher number of visits. Of course, length of stay can be high because number of visits
is elevated, but only this factor may not be an issue especially if the patients were of low
triage level. Investigating the number of the sickest patients can indicate that this factor is
also of significant importance.

The method presented in this paper is able to independently analyse every new obser-
vation and provide factors ranking related to specificities of the considered observation. In
general, it is possible to obtain different explanations and factors ranking for each new ob-
servation. In such manner the solution can cover dynamical aspects of hospital behaviour
meaning that on different days different aspects can be of different importance.

The motivation for this study originates from the challenges in designing and imple-
menting system devoted to hospital management in American healthcare system. In the
case study that is exposed in the fifth section an emergency department is considered.
Data about average length of stay - AVG LENGTH OF STAY per day expressed in hours
is stored in historical dataset. Factors of interest are defined as follows: number of visits
- ED VISITS, number of ambulance visits - AMBULANCE VISITS, average triage level -
AVG TRIAGE LEVEL, number of patients with triage level 1 and 2 (most sick patients)
- TRIAGE LEVEL 1 2 COUNT and diversion hours - DIVERSION HOURS. Granularity
of the historical dataset is on a day level.

The proposed solution consists of two components. The first component is to find
appropriate neighbourhood of a new observation. Nearest neighbour and clustering meth-
ods for neighbourhood determination are considered. With the nearest neighbour method
the algorithm finds k closest objects from historical dataset to construct neighbouring
cluster. In clustering method observations from the historical dataset are clustered in pre-
processing step and the cluster with the closest centroid to a new observation is considered
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as neighbouring cluster. Standard Euclidean distance is used to determine the distance be-
tween objects.

The second component of the solution is for objective impact estimation of each factor.
The proposed procedure calculates increment to the Error Sum of Squares if the new
observation was added to the neighbouring cluster and distributes the increment value
among factors proportionally.

The paper is decomposed into several sections as follows. The next section is devoted
to a number of studies available in the literature, where we try to compare with and sig-
nify our contribution. Section 3 presents a motivating example for this research study.
Two procedures for a new observation explanation are exposed in the third section. The
same section introduces the function for objective impact measurement of each factor.
The applicability of the proposed method is demonstrated in section 5 on the case study
related to an emergency department. The last section contains concluding remarks and
possible extensions to the proposed method.

2. Related work

There is a huge amount of scientific papers dealing with computer applications in medical
research. For example, results from almost 300 papers appeared in numerous journals
and conferences between 1999 and 2013 were presented in [12]. Specifically, analysis of
healthcare services quality occupies significant effort in research community. Length of
stay is considered as the most important indicator for any department efficiency, especially
from the patient’s perspective.

Many studies with objective to predict length of stay and identify and quantify impact
of different factors were presented. Number of examined factors is huge and some of them
were even more carefully interpreted regrading department specificity.

In [2] authors provide detailed review of length of stay applications and methods to
calculate and predict length of stay. Authors classified algorithms into four categories:
arithmetic methods, statistical methods, data-driven approaches and multi-stage models.

Arithmetic methods are the simplest. They assume that length of stay is normally
distributed [2] and usually calculate average length of stay or median [7]. These measures
can be misleading [26] because typically length of stay has an exponential distribution
[2].

Statistical methods can be categorized into two subgroups [2]: survival analysis and
regression analysis.

Survival analysis [11] uses length of stay as surrogate to estimate the impact of patient
data on survival time.

Regression analysis can be considered as a statistical method that identifies factors
which possibly predict length of stay. There is a huge number of analysed factors, internal
and external, including organizational factors (patient arrival time, physicians and nurse
characteristics, physicians and nurse shift changes, admission to specific hospital wards,
laboratory performance, imaging, consultation, etc.), demographic data (age, gender, mar-
tial status, occupation, place of residence, etc.), information related to hospitalization (di-
agnosis related group - DRG, specialty of physician, history of admission to hospital,
triage acuity level, type of admission, type of treatment, patient condition, method of pay-
ment for hospital costs) [8], [1], [21], [9], [20], [4]. Within this type, among others, linear
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regression and logistic regression and regression trees are found [32], [23], [10]. Percent
of length of stay variation that could be explained with this approach vary from about
35% to almost 70%. As it is known from the literature and stated in some of these stud-
ies, for regression analysis there are several assumptions that must be satisfied: linearity,
normality, homoscedasticity, data must not show multicollinearity, etc. [29].

In [18] authors claim that models based on regression analysis are heavily dependant
on available data and even minor change in the data can generate completely different
models from which different patterns or rules are extracted. Authors propose the pro-
cedure to create diverse regression models through re-sampling of the training data and
achieve more stable and accurate models. Other examples of combining and averaging
models to reduce prediction error include bagging [5], boosting [13] and random forest
[31].

Data driven approaches usually refer to data mining techniques that are used to predict
length of stay above or bellow a certain threshold that is for example specific for diagnosis
related groups. Authors in [6] apply classification techniques to categorize length of stay
in intensive care unit with respect to recommended seven-day norm; authors in [27] try
to predict length of stay for post-coronary patients longer than 120 days; authors in [14]
consider patients suffering from burns and create a model to predict whether their length
of stay will be less than one-week; authors in [19] present research devoted to appendec-
tomy patients and develop a model that recognizes those patients whose length of stay will
exceed recommended five-day period. Authors in [28] apart from, testing several classi-
fication algorithms, reported results about finding the most significant input variables to
predict the target variable - length of stay. Among thirty six input variables, the most sig-
nificant variables affecting length of stay according to generated classification model were
drug categories, co-morbidity (that is the presence of one or more diagnosis co-occurring
with the primary disease), gender (men had longer length of stay than women) and age
(patient younger than 50 years and older than 80 years had longer length of stay).

Interesting approach is presented in [3]. Authors categorized length of stay into three
groups as short, medium and long. Training dataset is constructed by clustering simi-
lar claims after which classification is performed using ten different classifiers. For each
classifier, using clustering as a preprocessing step gives better accuracy as compared to
non-clustering based training dataset.

Wide variety of classification algorithms were applied in previously mentioned stud-
ies: decision trees, support vector machines - SVM, artificial neural networks - ANN,
Naive Bayesian classifier etc. According to [30], decision tree implementation C4.5 is a
classifier that has the best combination in terms of error rate and speed. Authors in [33]
found that decision tree R-C4.5s (successor of C4.5) algorithm creates more robust and
smaller trees. In [22] authors reported that Naive Bayesian classifier is robust to missing
data.

Clustering can be considered as data driven approach, too. In [16], [15] clustering is
used to create clinically meaningful groups with respect to length of stay and covariates:
gender, age, primary diagnosis, etc.

Multi-stage models are based on modelling patient flow in hospital with Markov and
semi-Markov chains. Length of stay is considered as an array of successive stages which
the patients go through until they leave the hospital completely. It is possible to include
additional variables that may influence patient length of stay as it is suggested in [25],
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[24], [17]. The final model represents length of stay based on five of the most impor-
tant variables, namely age, gender, admission method, Barthel grade and destination on
departure from hospital.

As it is stated in the introductory section, all studies treat length of stay and its in-
fluencing factors statically in terms of that discovered correlations are interpreted as uni-
versal truth. For example, factor X predicts Y% of the length of stay augmentation. It is
not possible to give different explanation for length of stay prolongation on two different
observations.

In this study we do not predict length of stay neither do we use training dataset to de-
velop a model from which the most significant factors are detected. The LOSEP problem
discussed in this paper consists of defining procedure that is able to objectively estimate
impact of available factors on length of stay elevation registered on new observations.
Historical dataset H and threshold σ are given. New observations represent dates out-
side the historical dataset for which registered length of stay is > σ. Using the set H ,
the procedure must objectively (mathematically) measure impact of each factor causing
higher length of stay than it is expected or desired. It is necessary to consider every new
observation independently and provide potentially different explanations for different ob-
servations although the same set H is always used.

For example, consider two observations a = (X1(a), X2(a), ..., Xn(a), LOS(a)) and
b = (X1(b), X2(b), ..., Xn(b), LOS(b)) for which LOS(a) ≥ σ and LOS(b) ≥ σ and
factors X1, X2, ..., Xn. Explanations why LOS(a) ≥ σ and LOS(b) ≥ σ hold can
be represented in the following forms a : {Xi1 : impacti1, Xi2 : impacti2, ..., Xin :
impactin} and b : {Xj1 : impactj1, Xj2 : impactj2, ..., Xjn : impactjn} where
(i1, i2, ..., in) 6= (j1, j2, ..., jn) are different permutations of the set (1, 2, ..., n). The
previous means that the most significant factor for the object a is Xi1 while the most
significant factor for the object b is Xj1.

3. A Motivating Example

In this section, an example from the case study presented in section 5, is briefly discussed.
Consider that historical dataset covers the period between January and August 2017

and let σ = 4 hours. The first two days of September 2017 are depicted on figure Fig. 1.
The task is to explain elevation in average length of stay with respect to available factors:
AMBULANCE VISITS, ED VISITS, AVG TRIAGE LEVEL, TRIAGE LEVEL 1 2 COUNT
and DIVERSION HOURS. As an example of traditional approach, the Random Forest
Regression is fitted with the historical data. Generated model ranks mentioned factors ac-
cording to their importance to length of stay as follows AVG TRIAGE LEVEL � AMBU-
LANCE VISITS� ED VISITS� TRIAGE LEVEL 1 2 COUNT �DIVERSION HOURS.
It is illustrated on figure Fig. 2. This ranking is learned from the provided dataset and all
future observations must be explained in such manner.

The procedure presented in this paper is able to estimate factors independently for
each new observation. Results are presented on figure Fig. 3. It can be seen that on
the 1st September the most important factors for length of stay elevation are ED VISITS
and TRIAGE LEVEL 1 2 COUNT, while for the 2nd September the combination AMBU-
LANCE VISITS, DIVERSION HOURS and TRIAGE LEVEL 1 2 COUNT causes higher
length of stay.
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Fig. 1. Observations that have to be explained

Fig. 2. Contributing factors ranked by Random Forest Regression

Fig. 3. Contributing factors ranked in LOSEP problem
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To achieve clear distinction between the LOSEP problem and problems of determin-
ing factors influencing patient length of stay and length of stay prediction in this para-
graph more general definition of the LOSEP problem is given. Consider that data matrix
Hm×n+1 is given. It contains historical data represented in the form of m multidimen-
sional vectors with the following dimensions: var1, var2, ..., varn, TARGET V ALUE.
Without loss of generality, we can take that the last column is target variable that should be
explained in terms of other columns representing factors of interest. Additionally, thresh-
old value σ is provided. Consider that stream of new observations Q is provided. The
task is to objectively measure impact of the defined factors on the target value eleva-
tion registered on the new observation q ∈ Q. The result can be represented in the fol-
lowing form q : {vari1 : impacti1, vari2 : impacti2, ..., varin : impactin}, where
impacti1 > impacti2 > ... > impactin and impacti1+ impacti2+ ...+ impactin = 1.
Of course, for different observations q1 6= q the explanation is generally different q1 :
{varj1 : impactj1, varj2 : impactj2, ..., varjn : impactjn}.

It is obvious that the LOSEP problem is an instance of the previous more general prob-
lem. Average length of stay, AVG LENGTH OF STAY, on a specific day in an emergency
department is TARGET VALUE and factors are ED VISITS, AMBULANCE VISITS,
AVG TRIAGE LEVEL, TRIAGE LEVEL 1 2 COUNT, DIVERSION HOUR. It can be seen
that such selection of factors mostly reflects operational aspects of an emergency depart-
ment rather than single patient characteristics. The threshold value σ is set to 4 hours.
Patient length of stay expressed in hours and averaged on daily basis for each day from
the future period forms the streamQ. The task is to estimate impact of each factor on days
q ∈ Q where AV G LENGTH OF STAY (q) > 4 and indicate the most important as-
pect that causes elevation in length of stay.

Also, the LOSEP problem is different from the outlier analysis. The new observations
introduced in the above example may or may not be outliers. Instead of finding outlier ob-
jects in a dataset, the LOSEP problem consists of finding the factors best explaining why
length of stay for the new observation that is not present in the given dataset, is higher than
σ. Additionally, in the LOSEP problem it is necessary to introduce the function eligible
to objectively measure the impact of the factors on the length of stay value registered on
a new observation.

4. Explanation of New Observations

Historical dataset in the LOSEP problem contains data over specific past period of time.
The historical datasetH can be considered as a collection of records or data objects. Each
object consists of fixed set of variables. So, objects from the historical dataset can be
thought of as vectors (points) of the following form (factor1, factor2, ..., factorn, LOS)
in a multidimensional space, where each dimension corresponds to exactly one factor. In
addition, the last dimension corresponds to the average patient length of stay on a specific
day.

In other words, dataset H can be interpreted as m× n+ 1 matrix, where there are m
rows, one for each object, and n+ 1 columns, one for each dimension.

Granularity of historical dataset considered in the case study from the fifth section is
on a day level. For each i, 1 ≤ i ≤ n, factori(o) is a result of some aggregate func-
tion (sum, average, count) of variable factori registered on every patient processed on a
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specific day that is represented with o. Accordingly, for each record o ∈ H , LOS(o) is
average patient length of stay on a specific day that is represented with o. To emphasize
this situation, in the rest of this section LOS is replaced with AVG LENGTH OF STAY.

The historical dataset is partitioned on two parts based on AVG LENGTH OF STAY
dimension and user defined threshold σ. The value for σ can be a combination of look-
ing at historical data and a benchmark leadership wants to hit. Objects o ∈ H for which
AV G LENGTH OF STAY (o) < σ holds, are part of a good partition. Objects be-
longing to the good partition are referred to as good objects. The other partition contains
objects o ∈ H for which AV G LENGTH OF STAY (o) ≥ σ is true.

More precisely, good partition HGP is a subset of the given historical dataset H that
is determined by the threshold σ as follows:

HGP = {o|o ∈ H ∧AV G LENGTH OF STAY (o) < σ}. (1)

The LOSEP problem consists of providing explanation of a new observation. New
observations belong to the same multidimensional space as the objects from the set H ,
but they are not known in advance. Actually, new observations represent future obser-
vations, dates outside the H , for which AVG LENGTH OF STAY is ≥ σ. Explanation
of an observation q consists of objective measurement of the factors’ impact on the av-
erage length of stay elevation and can be represented in the following form q : {factori1 :
impacti1, factori2 : impacti2, ..., factorin : impactin}, where impacti1 > impacti2 >
... > impactin and impacti1 + impacti2 + ... + impactin = 1 hold. It means that the
greatest impact on the value AV G LENGTH OF STAY (q) ≥ σ has factori1 fol-
lowed by factori2 and the smallest importance is estimated for factorin. Here
(i1, i2, ..., in) is a permutation of the set {1, 2, ..., n}.

The new observation is explained with respect to the appropriate neighbourhood. The
neighbourhood is determined among available good objects from HGP . Two procedures,
namely nearest neighbour based method and clustering method are considered.

Nearest neighbour method finds k closest good objects to the given observation q =
(factor1(q), factor2(q), ..., factorn(q), AV G LENGTH OF STAY (q)). The num-
ber of good objects constituting the neighbourhood is a user defined constant. Standard
Euclidean distance is used to determine distance between objects.

When k-neighbourhood of the new observation q is determined, the algorithm calcu-
lates its centroid. The centroid cq is the mean of all objects in the k-neighbourhood. Notice
that all neighbouring objects are good objects.

The impact for every factor is estimated based on the formula for calculating the
sum of squared errors (SSE). SSE is usually used as an objective function to estimate
the quality of clustering. The SSE takes the sum of the squared distances between every
object and the closest centroid. Set of clusters with the smallest SSE is considered as the
best clustering solution.

Consider that k-neighbourhood of the new observation q constitutes the neighbouring
cluster Cq, |Cq| = k. The SSE of the Cq is given by the following formula:

SSE =
∑
x∈Cq

dist2(cq, x). (2)
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If the observation q is added to the cluster Cq , SSE of the cluster is increased by the
amount dist2(cq, q). As it is mentioned earlier, dist is a standard Euclidean distance, so
impact of ith factor can be estimated by the formula:

impact(factori) = (cq[factori]− q[factori])2/dist2(cq, q). (3)

The algorithm based on the nearest neighbour approach is presented in the following
listing. The algorithm is implemented in Python3 using sklearn library.

procedure kNN_impact_estimation(X, q, k)
{X is representing good objects}
{q is the new observation}
{k is the user defined size of the new observation neighbourhood}
begin

{available good objects are fitted to the NearestNeighbors class}
nnbrs = NearestNeighbors(n_neighbors=k)
nnbrs.fit(X)

{cluster and centroid of the new observation neighbourhood}
Cq = nnbrs.kneighbors(q)

cq = 1
k

∑
x∈Cq

x

{impact[i] is impact of the factori}
{q = (factor1, factor2, ..., factorn)}
impact = []
for i in range(0, dim(q)):

impact[i] = (cq [i]− q[i])2/dist2(cq , q)

return impact

With the clustering method neighbourhood of a new observation is determined by
clustering of all good objects and determining the closest centroid. Theoretically, clusters
can be created with any clustering algorithm, but exhaustive experiments that were part
of the case study presented in the next chapter indicated that the best choice is Affin-
ity propagation method. Partition-based methods usually require specifying number of
clusters in advance, which was impossible to properly estimate in the available dataset.
Density based methods during model building declare significant number of good objects
as outliers. Consequently, such objects are eliminated from factor estimation that was
unacceptable, bearing in mind that the number of good objects is generally limited.

When clusters are created the algorithm determines the closest centroid to the obser-
vation q. Let Cq be the cluster with the centroid cq that is closest to the new observation
q. Adding the q to the cluster Cq increases SSE of the cluster by the amount dist2(cq, q),
where dist is a standard Euclidean distance. As before, the impact of ith factor can be
estimated by the formula (3).

The algorithm based on clustering approach is presented in the following listing. The
algorithm is implemented in Python3 using sklearn library.

procedure clustering_impact_estimation(X, q)
{X is representing good objects}
{q is the new observation}
begin

{available good objects are fitted to the Affinity Propagation class}
clustering = AffinityPropagation(X)
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{determine the closest centroid}
cq = minc∈clustering.cluster centres dist(c, q)

{impact[i] is impact of the factori}
{q = (factor1, factor2, ..., factorn)}
impact = []
for i in range(0, dim(q)):

impact[i] = (cq [i]− q[i])2/dist2(cq , q)

return impact

Nearest neighbour based method and clustering method are not equivalent and in gen-
eral generate different results as it will be experimentally confirmed (section 5.2). The
main difference is due to determining different neighbouring cluster of a new observation.
Nearest neighbour based method simply selects the closest k good objects from historical
dataset. Notice that these objects can be very diverse from each other. On the other hand,
clustering method uses clustering as pre-processing step to create clusters of good objects.
After that, factor ranking for a new observation is estimated considered good objects from
only one cluster, the cluster that is the closest to that observation.

5. Case study - Emergency Department

In this section real life problem, length of stay explanation in an emergency department,
is presented and usability of discussed algorithms is demonstrated.

5.1. Modelling the data

The raw data was exported by the author directly from information system of one hospital
acquisition and management company. Specific data preprocessing procedures were nec-
essary to be designed and implemented on the raw data to obtain historical dataset H of
the form introduced in the previous section.

Eventually, the historical dataset is represented as data matrix that contains columns:
ED VISITS - total emergency department visits, AMBULANCE VISITS - number of pa-
tients brought in by ambulance, AVG TRIAGE LEVEL - average triage level of all patients
on specific day, TRIAGE LEVEL 1 2 COUNT - number of patients with triage level 1 or
2 on specific day, and DIVERSION HOURS - diversion hours number on specific day.
Granularity of the historical dataset is on a day level.

The previous columns represent factors under consideration. The factors considered
in this case study are suggested by domain expert.

In addition, there are three more columns: AVG LENGTH OF STAY, representing av-
erage length of stay in hours in emergency department on a specific day, DATE, repre-
senting calendar date, and FACILITY, representing hospital name. Notice that DATE and
FACILITY constitute primary key.

To conclude, every record from the historical dataset Hm×n is multidimensional vec-
tor of the following form (DATE, FACILITY, LENGTH OF STAY, ED VISITS, AMBU-
LANCE VISITS, AVG TRIAGE LEVEL, TRIAGE LEVEL 1 2 COUNT,
DIVERSION HOURS). It means that n = 8. Total number of records after data prepro-
cessing is m = 602646.
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The raw data was separated among several tables in relational database. All records
originated from emergency departments from four different hospitals in California. The
covered period was from January, 2013 to April 2018. All hospitals belong to the same
hospital management company, so transactional data from every emergency department
are stored together in the same database.

Source tables are: Emergency department (ED), Triage level (TL), and Diversion
(DV). Details are presented in Table 1. Types and attributes of each table are shown
in Table 2, Table 3, Table 4.

Table 1. Source datasets characteristics

Dataset name Number of records Starting date Ending date

ED 603006 2013-01-01 2018-04-14
TL 7474 2013-03-01 2018-04-12
DV 541936 2013-01-01 2018-04-14

Table 2. Types and attributes of ED datasets

Attribute Type Explanation
PATIENT ACCOUNT string Unique patient account number
MRN string Medical record number of patient
ARRIVAL TIMESTAMP datetime arrival timestamp of patient into the emergency department
DISCHARGE TIMESTAMP datetime
PATIENT TREATED boolean False=Patient registered then left; True=patient was actually treated
ICU ADMIT boolean True=Patient was admitted from ED to the intensive care unit (ICU)
ADMIT boolean True=Patient was admitted to the hospital
MEDICARE ICU ADMIT boolean True=Patient was admitted from ED to the ICU and had Medicare insurance
MEDICARE TREATED boolean True=Patient had Medicare insurance and was treated
UN INSURED TREATED boolean True=Patient had no insurance and was treated
LEFT AFTER TRIAGE boolean True=Patient left after being triaged
LEFT BEFORE TRIAGE boolean True=Patient left before being triaged
LEFT WITHOUT BEING SEEN boolean True=Patient left without being seen (LWBS)
ELOPED boolean True=Patient left and being assessed by a nurse
AMA boolean True=Patient left against doctor’s orders
TRANSFER boolean True=Patient was transferred to another hospital within the same system
AN OTHER HOSPITALS boolean True=Patient was transferred to a hospital outside system
EMS boolean True=Patient brought in by ambulance
EMS ADMIT boolean True=Patient brought in by ambulance and was admitted
UN INSURED ADMIT boolean True=Uninsured patient was admitted to the hospital
TRIAGE START TS timestamp initial triage started
BED ASIGN TS timestamp bed was assigned to the patient
NURSE TS timestamp the nurse saw and triaged the patient
PHYSICIAN TS timestamp the physician has come in and done their assessment
ARRIVAL MODE string the method of arrival: walk-in, ambulance, police, etc.
PAYER CODE string initial payer code description
FACILITY NAME string

Emergency department dataset contains high level data such as medical record num-
ber, patient account, insurance type, payer code, arrival mode etc. Most importantly, ED
dataset contains all timestamps identifying starting and ending points of treatment pro-
cedure: arrival (ARRIVAL TIMESTAMP), arrival to triage (TRIAGE START TS), triage to
bed (BED ASIGN TS), bed to nurse (NURSE TS), nurse to doctor (PHYSICIAN TS), doc-



1012 Savo Tomović

Table 3. Types and attributes of TL datasets

Attribute Type Explanation

CPT4 CODE integer
PATIENT ACCOUNT string
ARRIVAL TIMESTAMP datetime
HOSPITAL NAME string

Table 4. Types and attributes of DV datasets

Attribute Type Explanation

HOURS OF DIVERSION integer number of hours the diversion occurred
DATE date
HOSPITAL NAME string

tor to disposition (DISCHARGE TIMESTAMP). Overall length of stay is calculated as the
difference between arrival time-stamp and departure time-stampLENGTH OF STAY =
DISCHARGE TIMESTAMP − ARRIV AL TIMESTAMP . Of course,
LENGTH OF STAY = arrivaltotriage+triagetobed+bedtonurse+nursetodoc+
doctodisposition. Also, records from ED dataset contain information if patient was treated
in ambulance, EMS = True. Based on it, number of ambulance visits per day is calcu-
lated.

To conclude, for the purpose of the analysis ED dataset is projected on a schema of
the form ED(FACILITY, ARRIVAL TIMESTAMP, DISCHARGE TIMESTAMP, EMS).

Triage level dataset, among others, contains information about CPT4 codes from
which triage level for each patient visit can be extracted. Triage level is an integer value
that describes degree of patient sickness. Value 1 for triage level means very sick. Value 5
means not sick.

To conclude, for the purpose of the analysis TL dataset is projected on a schema of
the form TL(FACILITY, ARRIVAL TIMESTAMP, TRIAGE LEVEL). The TRIAGE LEVEL
column is derived from the original CPT4 CODES column with the mapping provided in
Table 5.

Table 5. TRIAGE LEVEL mapping

CPT4 CODE TRIAGE LEVEL

99281 1
99282 2
99283 3
99284 4
99285 5
99291 1
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Diversion dataset contains records about how many hours the emergency department
had to shut down because it was full. Each record summarizes number of hours the diver-
sion occurred for every day and every hospital.

For the purpose of the analysis DV dataset is projected on a schema of the form
DV(FACILITY, DATE, HOURS OF DIVERSION).

Finally, data matrix H602646×8 with columns (DATE, FACILITY,
(AVG LENGTH OF STAY, ED VISITS, AMBULANCE VISITS, AVG TRIAGE LEVEL,
TRIAGE LEVEL 1 2 COUNT, DIVERSION HOURS) can be obtained. The aim of defin-
ing the unique schema was to enclose necessary data from the three before mentioned
datasets. To achieve the previous schema some specific transformations must be done on
the original tables.

Length of stay for one visit is calculated as the difference between arrival time-stamp
and departure time-stamp, LENGTH OF STAY =
DISCHARGE TIMESTAMP −ARRIV AL TIMESTAMP . Both time-stamps
are present in the ED dataset. Average length of stay, AVG LENGTH OF STAY, is ob-
tained by grouping records with the same date and facility name. Similarly, with grouping
by day and facility and counting
DISCHARGE TIMESTAMP − ARRIV AL TIMESTAMP <= 24 hours
ED VISITS - number of patients in ED per day and facility is found. It means that this
study takes into account patients who spent less than one day in an emergency department.
From available data (column ADMIT in ED dataset) it is possible to separate patients who
were admitted to the hospital for further treatment - INPATIENT, from those who were
only treated in emergency department - OUTPATIENT. But, in this case study only pa-
tients who spent less that 24 hours in an emergency department are covered, regardless of
their admission to the hospital for further treatment (INPATIENT or OUTPATIENT).

Finally, by counting COUNTIF (EMS = True) the number of ambulance visits
per day is obtained.

The previous can be concisely expressed with the following pseudo SQL query:

SELECT date part(ARRIVAL TIMESTAMP)

, FACILITY

, COUNT(DISCHARGE TIMESTAMP - ARRIVAL TIMESTAMP <= 24 hours)

AS ED VISITS

, COUNTIF(EMS = True) AS AMBULANCE VISITS

, AVG(DISCHARGE TIMESTAMP - ARRIVAL TIMESTAMP) AS AVG LENGTH OF STAY

FROM ED

GROUP BY date part(ARRIVAL TIMESTAMP), FACILITY

In the previous query date part stands for a function that can extract date part from
ARRIVAL TIMESTAMP time-stamp. In that way roll-up is performed by climbing up to
the day level in the time dimension.

From the TL dataset AVG TRIAGE LEVEL and TRIAGE LEVEL 1 2 COUNT are
calculated with the following pseudo SQL query:
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SELECT date part(ARRIVAL TIMESTAMP)

, FACILITY

, AVG(TRIAGE LEVEL) AS AVG TRIAGE LEVEL

, COUNTIF(TRIAGE LEVEL in (1, 2)) AS TRIAGE LEVEL 1 2 COUNT

FROM TL

GROUP BY date part(ARRIVAL TIMESTAMP), FACILITY

On the DV dataset the following pseudo SQL query is run:

SELECT DATE

, FACILITY

, SUM(HOURS OF DIVERSION) AS DIVERSION HOURS

FROM TL

GROUP BY DATE, FACILITY

At the end, the data matrix H602646×8 is generated by calculating natural join on the
results of the previous three SQL queries.

5.2. Factor impact estimation

In the following experiments historical dataset H is filtered to contain records between
January and August 2017, about 115K objects. The set Q contains observations between
September and December 2017 for which AVG LENGTH OF STAY is≥ σ. The threshold
is set to σ = 4 hours. For this case study the value for σ was suggested by domain expert.
In general, σ is a combination of looking at historical data and a benchmark leadership
wants to hit.

Two methods for new observation explanation presented in the fourth section were
applied. Because of the lack of space, in this section results of explaining only subset of
Q is reported. The subset Qexp ⊂ Q contains the top 5 observations having the highest
values for patient length of stay, 5 objects with the smallest patient length of stay that is
> σ and 5 objects around the median value of the objects from Q.

The results obtained from the method kNN impact estimation are presented in
figures Fig. 4, Fig. 5, Fig. 6. The new observation is identified with date that is shown as
chart title. It can be seen that the method is able to clearly identify the most significant
factor for every observation from the set Qexp.

The results obtained from the method clustering impact estimation are presented
in figures Fig. 7, Fig. 8, Fig. 9. Titles of the charts are dates of the observations. It can be
seen that the method is able to clearly identify the most significant factor for every new
observation from the set Qexp.

The results from the previous experiments indicate that the
clustering impact estimation provides clearer distinction between the most significant
factor and the others. For example, the difference between the impacts of the most signifi-
cant factor and the following factor is in average 0.43 for clustering impact estimation.
The method kNN impact estimation achieves 0.38 as the average difference between
impact of the two most important factors.

Execution time of the proposed methods is measured on machine with Intel(R)
Core(TM) i7-55000U CPU at 2.40GHz and 8GG of RAM memory. The
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Fig. 4. The method kNN impact estimation for the top 5 new observations

Fig. 5. The method kNN impact estimation for 5 objects around the median
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Fig. 6. The method kNN impact estimation for the smallest 5 new observations

Fig. 7. The method clustering impact estimation for the top 5 new observations
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Fig. 8. The method clustering impact estimation for 5 objects around the median

Fig. 9. The method clustering impact estimation for the smallest 5 new observations
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clustering impact estimation requires 2.0005 seconds comparing to 6.8509 seconds
that are necessary for kNN impact estimation to finish.

Numerical and objective estimation of factors’ impact allows user to determine major
factors to specific anomaly (elevation in length of stay) and to express how much in %
of total elevation this factor is contributing to the problem. For example, consider the
observation representing 8th September from the figure Fig. 9. It can be seen that the
most important contributing factor in this case is ED VISITS contributing more than 70%
to length of stay elevation registered on 8th September. Similarly, explanations for all
other cases can be generated.

Length of stay is especially important parameter because it can be interpreted as ef-
ficiency. The results of such analysis should assist leaders of hospitals and its staff in
understanding the ”story” or ”narrative” of their organization.

6. Conclusions

In this paper length of stay explanation problem - LOSEP is introduced. The problem
consists of estimating impact of available factors on length of stay values that are higher
than the threshold σ. Historical dataset is given. Objects from the historical dataset repre-
senting cases when registered length of stay is≤ σ are referred to as good objects. The set
of good objects can be considered as the knowledge database for the proposed methods.
Observations of interest are new observations, possibly coming from a stream, for which
length of stay is higher than σ. The system is queried to provide explanation about length
of stay elevation on a new observation in a form of estimated importance of each factor.

The paper presents two methods: kNN impact explanation and
clustering impact explanation. In both approaches a new observation o is explained
based on its neighbourhood.

The essential difference between kNN impact explanation and
clustering impact explanation is in the process of finding the appropriate neighbour-
hood. The neighbourhood consists of good objects. In the method
kNN impact explanation the algorithm finds k-neighbourhood consisting
of the closest k good objects. The algorithm from
clustering impact estimation finds neighbourhood of the q by clustering good object
and determining the cluster with the closest centroid. Standard Euclidean distance is used
to determine the distance between objects.

When the neighbourhood of the new observation q is determined, the impact for every
factor is estimated. New observation q can be represented as
q = (factor1(q), ..., factorn(q)). The procedure for objective impact estimation of each
factor calculates increment to the SSE if the observation was added to the neighbouring
cluster and distributes the increment value among factors proportionally.

Also, results of the case study in which proposed methods were applied on length
of stay explanation in an emergency room are discussed. The historical dataset con-
tains above 600K data objects. The following factors are considered: ED VISITS - total
emergency department visits, AMBULANCE VISITS - number of patients brought in by
ambulance, AVG TRIAGE LEVEL - average triage level of all patients on specific day,
TRIAGE LEVEL 1 2 COUNT - number of patients with triage level 1 or 2 on specific
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day, and DIVERSION HOURS - diversion hours number on specific day. Granularity of
the historical dataset is on a day level.

Results of the analysis show that proposed methods are capable to recognize the most
important factor and additionally to express how much in % of total elevation every factor
is contributing to the specific observation.

Experiments show that the proposed two methods are not equivalent. In general, they
assign different factors’ impacts for the same observation. As future work, it can be inter-
esting to implement voting schema and combine these two methods. Additionally, these
methods potentially can be extended towards expert system that will be able to inde-
pendently construct narrative explanation of the problem and propose possible actions
regarding the situation.
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Abstract. Visual Question Answering (VQA) is a multimodal research related to
Computer Vision (CV) and Natural Language Processing (NLP). How to better ob-
tain useful information from images and questions and give an accurate answer
to the question is the core of the VQA task. This paper presents a VQA model
based on multimodal encoders and decoders with gate attention (MEDGA). Each
encoder and decoder block in the MEDGA applies not only self-attention and cross-
modal attention but also gate attention, so that the new model can better focus on
inter-modal and intra-modal interactions simultaneously within visual and language
modality. Besides, MEDGA further filters out noise information irrelevant to the re-
sults via gate attention and finally outputs attention results that are closely related
to visual features and language features, which makes the answer prediction result
more accurate. Experimental evaluations on the VQA 2.0 dataset and the ablation
experiments under different conditions prove the effectiveness of MEDGA. In ad-
dition, the MEDGA accuracy on the test-std dataset has reached 70.11%, which
exceeds many existing methods.

Keywords: Deep Learning, Artificial Intelligence, Visual Question Answering, Gate
Attention, Multimodal Learning.

1. Introduction

Deep learning has been extensively applied in the domains of Computer Vision (CV) and
Natural Language Processing (NLP), such as object detection, image segmentation, ma-
chine translation, and has shown excellent performance in these domains. Tasks based
on language and vision are attracting more and more researchers’ attention. Inspired by
the multimodal task of image captioning, people began to study Visual Question An-
swering(VQA). VQA [3] is a complete artificial intelligence task which takes images and
questions as input and combines their information to output an answer using human lan-
guage, but some questions cannot be answered directly from the picture, which requires
certain knowledge reasoning, so it requires not only a detailed understanding of questions
but also the analysis of the visual elements of images [39][28]. How to predict suitable
answer is one of the most challenging tasks in VQA. The VQA has the practically applied
value in helping the blind [18][19] and image retrieval [16][27], etc. Blind people can in-
put photos they photo and questions into the VQA system to solove their questions, which
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can help them ”see” the world. VQA has been applied to medical images recently, CG-
MVQA can better assist doctors in clinical analysis and diagnosis [35]. VQA can also be
combined with wireless sensors [4][42] [34][1]. Wireless sensors can be used in military,
agriculture, ecological environment, medical treatment [20] [8][9], etc. The data collected
by wireless sensors in these scenarios can be processed into picture data as input to the
VQA system. We ask questions about the sensors for related questions, the VQA sys-
tem will give corresponding answers. The development of CV and NLP produces endless
VQA models which base on deep learning. Many previous models use VGG-NET[37],
ResNet [21] for the extraction of global features information, and then VQA models learn
from Faster RCNN [2] in object detection to obtain the region of interest of image which
applies an object detector to obtain image categories accurately; from BoW to Long-Short
Term Memory(LSTM),Gate Recurrent Unit(GRU), GloVe, Bert [10], these technologies
have significantly improved the VQA accuracy.

On the other hand, we utilize the attention mechanism[44][40][7]to improve the accu-
racy of the VQA model, which proved to be one of the most effective methods. Attention
in the human vision refers to obtain an object region by quickly scanning the entire pic-
ture. The global features extracted by the early VQA models contain a lot of irrelevant
information or noise information. To circumvent this problem, people apply attention
mechanism to the VQA. Yang et al. [46] apply it in their model which makes the VQA
more conducive to fine-grained visual understanding. But early attention models ignore
interactions in different modal and the links between image areas and the words in the
question. In order to avoid this defect, recent studies have also proposed the co-attention
model [31][45][32], which can learn image attention and text attention simultaneously.

Although the results of experiment indicate that their models have a good improve-
ment on accuracy, their results still contain some irrelevant information. We guess that
the VQA model can further filter out irrelevant information and perform better based on
the following conjectures: 1) The VQA model can analyze the correlation between image
feature informaion or question feature information and the attention results. 2) The model
can model the relationship between different visual objects in the image. Experiments
verify our ideas. Specifically, inspired by the AoA network [22] in the image captioning
task, we apply gate attention to achieve this. We have designed MEDGA, which can ac-
quire the information in the images and questions more effectively to make more accurate
reasoning and give more accurate answers. The entire framework is shown in Figure 1.
From Figure 1, we can see that MEDGA consists of several encoder and decoder blocks.

The contributions of this article can be summarized as follows:

(1) A VQA model based on multimodal encoders and decoders with gate attention
is designed. Self-attention is employed to describe the inter-modal interactions and use
cross-attention to better describe the intra-modal interactions of multi-modal data. The
proposed MEDGA makes multi-modal reasoning more accurate by stacking multiple en-
coders and decoders.

(2) We design a new encoder block and decoder block. Gate attention is introduced
in the new blocks, that is, make use of self-attention, cross-modal attention results, and
queries to better model the contextual relationship between different objects in the picture
so that it is conducive to give fine-grained answers to relational reasoning questions.
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(3) This paper has proved the effectiveness of MEDGA based on a great deal of ex-
periments and ablation studies. The accuracy on the VQA v2 dataset outperforms many
advanced methods.

The rest structure of this paper is arranged as follows: Chapter 2 introduces the related
work of Visual Question Answering, Chapter 3 introduces the overview framework of
MEDGA; Chapter 4 introduces related experiments and the comparison of MEDGA with
other advanced methods; The conclusion of this paper is shown in Chapter 5.

2. Related Work

2.1. Multimodal Features Fusion

The visual question answering task needs to input images and questions at the same time.
The image exists in the form of pixels and contains a lot of rich information while the
question exists in the form of text and contains limited information. Therefore, the VQA
task requires a complex interaction between visual features and language features to ob-
tain fused features that contain abundant information. The visual features and language
features are processed into a form of vector, and the two types of features are merged
for gaining a joint representation. In vector fusion, the traditional ways are dot produce,
dot addition, and full connection. Akira Fukui et al. believed that the outer product of
vectors is more expressive, so they raise a Multimodal Compact Bilinear pooling (MCB)
model [14], but it may cause a sharp increase in dimensions. J.-H. Kim et al. proposed
a Multimodal Low-rank Bilinear Attention Networks(MLB) model [24]. In this method,
the tensor of three used for bilinear combination is decomposed into three 2-dimensional
weight matrices and applies matrix decomposition to reduce the rank based on the two-
dimensional tensor. The method reduces the dimensionality of the tensor and can make the
output feature dimensions low to a certain extent. The parameters of experiment are small.
However, MLB is sensitive to hyper-parameter and converges slowly. MUTAN [6] pro-
posed by Ben-younes et al. promotes MCB and MLB, which has stronger expressiveness.
This method is based on the decomposition of Tucker tensor, including decomposition
into three matrices and core tensor, which effectively parameterizes vision and textual
representation.

2.2. Attention Mechanism

In recent years, a wide variety of tasks take advantage of the attention model. The atten-
tion mechanism is introduced to the image field [44] by Xu et al. and they calculate the
probability distribution of attention to highlight the impact of a key input on the output.
Their model can identify salient regions in the image and generate subtitles based on these
regions. This idea is applied to visual question answering, making the model focus on the
image area related to the question. The visual question answering task not only needs
to understand the image feature information, but also the question features. Therefore,
understanding the image attention features guided by the question and understanding the
question attention features guided by the image features is very important in the task. The
introduction of attention mechanisms in VQA tasks is of great help in improving accu-
racy. Lu et al. proposed to focus on images and problems through parallel co-attention
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and alternative attention [30], and proposed that in addition to visual attention which is
“where to look,” the “what words to listen to” is also important in question attention.
The co- attention model was used to infer image and text attention jointly. Peng Gao et
al. proposed a Dynamic Fusion with Intra- and Inter- modality Attention Flow (DFAF)
model [15]. This method can be used to pass information dynamically between visual and
linguistic modalities and can well capture the high-level interaction between language
and visual area, and the performance of VQA tasks has been significantly improve. Yu et
al. proposed a multi-level attention network (MLAN) [11]. The attention in this system
includes semantic attention,attribution attention, and visual attention while paying atten-
tion to the semantic attributes and image regions related to question. MLAN reduces the
semantic gap between vision and language.

2.3. Other Works for Computer Vision and Language

In addition to the methods mentioned above, there are many other methods for VQA. The
method proposed by Qi Wu et al. [43] combines external knowledge to make inferences.
Shi Yang et al. proposed using question type feature for solving VQA task [36]. The model
is able to predict the type of question in advance before answering the question, reducing
the search space for the answer, and achieving a good result in the TDIUC dataset. In
[48], they propose a neural network component, allowing count objects from the object
proposals. In the cases of not affecting other types of questions, this method improves the
accuracy of the number category on the VQA v2 dataset.

3. Multimodal Encoders and Decoders with Gate Attention

This section introduces the MEDGA architectures. The overall framework of MEDGA is
shown in Figure 1. MEDGA includes the following four components: 1) Basic visual and
language features extraction 2) The Encoder to model intra-modal interactions within lan-
guage modality and the Decoder to capture intra-modal interactions within visual modal-
ity and inter-modal interactions across two modality simultaneously. 3) Feature fusion. 4)
An answer prediction layer with multi-label classification. The details of these sections
will be described next.

3.1. Image and Question Representations

To obtain visual features, this paper uses the top-down and bottom-up model proposed
by Peter Anderson et al. [2]. Faster R-CNN uses ResNet-101 for initialization, and then
perform fine-tuning on the Visual Genome dataset[26].The object detection in the pictures
by Faster R-CNN includes the following two steps: First, object proposals in the image
are predicted through the RPN and select the proposals with the highest score as input
to the next step. Second, use RoI pooling to select smaller feature maps for each boxing
proposal. In this article, we take the top 100 detected objects with the highest probability.
Given image I, the obtained vision feature can be expressed as V ∈ Rµ×2048,where µ
represents the total number of object regions.The ith region feature can be expressed
as ri ∈ R2048.Input a question Q of length L, Q is first tokenized into a sequence of
words. These words are represented by one-hot vector and then they are transformed
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Fig. 1. The overall framework of MEDGA. MEDGA stacks multiple encoders and de-
coders with self-attention, cross-modal attention, and gate attention. Through MEDGA,
we obtain visual features and question features. Input the fused features to answer predic-
tion layer to get the answer to the question.

into a 300-dimensional word embeddings by GLoVe. The resulting word sequence size is
n× 300,where n is the number of words in the question. It is then sent to the LSTM. The
word vector is encoded into 1024-dimensional features. The process of obtaining visual
features V and language features T can be expressed by Equations (1) and (2),where θlstm
and θfaster rcnn re the parameters of the visual and language features.

V = Faster RCNN(I; θfaster rcnn) (1)

T = LSTM(Q; θlstm) (2)

3.2. Encoder and Decoder

This article designs encoders and decoders block. MEDGA takes question representation
V and image representation T as input, and then outputs their features with attention
learning. Every encoder and decoder includes self-attention, cross-modal attention and
gate attention modules.

In short, the attention mechanism is the process of mapping a query and a set of
key-value pairs to output [41]. Both self-attention and cross-modal attention use multi-
head attention [41]. Multi-head attention is calculated by scaled dot-Product attention
h times respectively and it can make the model learn relevant information in different
representation subspace. The scaled dot-Product attention mechanism is depicted in the
left of Fig 2. The input to it is the query matrix (Q) with dq dimension, the key matrix (K)
with dk dimension, and the value matrix (V) with dv dimension. The dot product of the
query and all keys are calculated. To prevent the dot product get too large, we adjust by
1√
dk

which called scaling factor, and then apply the softmax function to obtain the weight
on the values. The formula for the scaling dot-Product attention is shown in Equation (3).

fd(Q,K, V ) = softmax(
QKT

√
dk

)V (3)

Multi-head attention consists of h parallel heads. Each head is an independent scaled
dot-Product attention. The parameters attention structure is shown in the right of Fig
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2. For the sake of simplicity,dk = dv = dmodel

h in each attention layer. The specific
calculation process is described by Equation (4), where WQ

i ,W
K
i ,W

V
i ∈ Rd×dh and

W o ∈ Rhdv×dmodel are parameter matrices.

fm(Q,K, V ) = Concat(head1, head2, ..., headh)W
o

headi = fd(QW
Q
i ,KW

K
i , V W

V
i )

(4)

The gate attention learns from the AoA model proposed in [22], which take the results
of multi-head attention calculations and queries as input. We can get a more accurate
attended information A from the following Equation (5).

A = σ(FCgq (Q) + FCgf (fm))
⊙

(FCgq (Q) + FCgf (fm)) (5)

Encoder Fig 3 illustrates the details of the encoder. The encoder is concerned with the
single modal features of the question. When encoding each word, it also pays attention
to other words in the input sentence. The encoder can capture some syntactic or semantic
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features between words in the same sentence. It is easier to capture long-distance inter-
dependent features in sentences, ensuring that important words in the question will be
given greater weight. For example, for the question, “Where is the child sitting?”, more
attention should be attended to the words “child” and “sitting” and therefore the model
has the ability to focus on the relevant regions and infer the correct answer. The input of
the encoder is language feature T = [t1, t2, t3, t4, ....tm] ∈ Rn×dt and output a group
of attended features Tsa ∈ Rn×d.First, T is transformed into keys, values, and queries
which are of the same shape through three independent fully connected layers. They are
represented by TK , TV , TQ ∈ Rn×d. The multi-head attention in Equation (2) is used in
the self-attention in the encoder.

TK = Lineark(T ) (6)

TQ = Linearq(T ) (7)

TV = Linearv(T ) (8)

Where Linear represents a fully connected layer, and d represents the same dimension
of the transformed features in the language modality. The process of obtaining Tsa is as
Equation (9):

Tsa = Concat(head1, head2, ..., headh)W
o

headi = fd(TQW
Q
i , TKW

K
i , TVW

V
i )

fd(Q,K, V ) = softmax(
TQT

T
K√
dk

)TV

(9)

Then Tsa is fused with the query Q in the original feature, and the fused feature is T ′sa.

T ′sa = Concat(Tsa, TQ), T
′
sa ∈ Rn×d (10)

The result T ′sa reflects the relationship between the words in the question, but in the pro-
cess of learning self-attention, even if there is no related vector in the query, self-attention
will generate a weighted vector, which makes the model confusing. Therefore, this arti-
cle inputs the results of self-attention into the gate attention layer to get expected useful
attended information.
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The fused feature T ′sa is used as the input of the gate attention layers, which is input
to the two linear layers to calculate the attended information vector AE , which can filter
out irrelevant results from attention. The calculation of it is as following, where σ is a
non-linear sigmoid function and FCgq , FC

g
f ∈ Rd×d.

AE = σ(FCgq (TQ) + FCgf (Tsa))
⊙

(FCgq (TQ) + FCgf (Tsa)) (11)

After the gate attention layer, it is then fused with the original features, and Layernorm
[5] is used to obtain the question features TE ∈ Rn×d that after the encoder module. TE
is obtained by Equation (12). Layernorm plays a role of regularization and the model
applying Layernorm is more stable.

TE = Encoder(T ) = Layernorm(AE + Tk) (12)

Linear
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Fig. 4. The Decoder Architecture

Decoder The details of the decoder are shown in Fig 4. The decoder not only pays atten-
tion to the relationship between each visual area of each image, but also the connection
between each image area and the words in the question, such as the question “What is
the man holding with the left hand?”, the decoder should focus on the visual area of the
individual’s left hand, and the relationship between the visual region of the left hand and
the object.

The input of self-attention in the decoder is the visual feature
V = [v1, v2, v3, v4, ..., vm] ∈ Rm×dv . For an image, the relationship between different
visual regions is different, so the weights should be different. Through stacking several
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decoders, we can model the relationship of objects in images. Similar to the process of
calculating the language feature TE , we can get VD which gets through the self-attention
layer and gate attention and use it as part of the cross-modal attention input.

Cross-modal attention uses a question’s semantic features to guide the attention dis-
tribution of each region of the image while using gate attention to filter out unrelated at-
tention results. Cross-modal also uses multi-head attention. Different from self-attention
is that its input is the text feature TE obtained by the encoder and the visual feature VD
obtained by the self-attention and gate attention calculations. The feature ZCa obtained
by the cross-modal attention is calculated by Equation (16). The matrix ZCa captures the
importance between each object region and the word. The computational procedure the
gate attention resembles that of the encoder. After the decoder module, the multi-modal
feature ZD can be obtained.

ZK = Lineark(TE) (13)

ZQ = Linearq(TE) (14)

ZV = Linearv(TE) (15)

Zca = Concat(head1, head2, ..., headh)W
o

headi = fd(QW
Q
i ,KW

K
i , V W

V
i )

fd(Q,K, V ) = softmax(
ZQZ

T
K√
d

)ZV

(16)

3.3. Feature Fusion and Answer Generation

After stacking several encoders and decoders, the visual features V ′ = [v1, v2, v3, ..., vx]
and language features T ′ = [t1, t2, t3, ..., ty] contains rich image and text information.
For the two features, first apply a multi-layer perceptron (MLP) with ReLu nonlinear
activation function, then the softmax function is devoted to obtain the attention weights
which is relevant to the image and the question and finally weight the image and question
features from all regions through these attention weights. The Relu activation function
makes the output of some neurons zero, which makes the neural network sparse, reduces
the interdependence of parameters, and relieves the occurrence of the over-fitting problem.
The final weighted sum as the final visual and text features Vattd, Tattd can be described
by the following formulas. Vattd, Tattd are projected to the same dimension by linear
layer. Fusing such features adopts concatenation, or element-wise product, or addition. We
use feature addition to obtain the final fused feature H, which can get best performance.

τv = softmax(MLP (V ′)) (17)

τt = softmax(MLP (T ′)) (18)

Vattd =

x∑
i=1

τvivi (19)
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Tattd =

x∑
i=1

τtiti (20)

H = Layernorm(WT
v Vattd +WT

t Tattd) (21)

In this paper, like other existing methods of visual question answering, we treat the VQA
task as a multi-label classification task. The fused multi-modal feature H is input into the
answer classifier in the answer prediction layer, and the score is standardized using the
sigmoid function. It is between 0 and 1, which is used as the probability of the candidate
answer. The final answer is the first 5 answers that appear most often and are used as
classification labels.

The loss function in this paper refers to the strategy proposed in [38]. A BCE cal-
culation function is used. The binary cross-entropy calculation function is described in
Equation (20), where M is the number of training samples, s represents the probability of
answer prediction and N is the number of candidate answers.

L = −
M∑
i

M∑
j

sij log(s
′
ij)− (1− sij) log(1− s′ij) (22)

4. Experiments

In this part, specific experiments for evaluating the effectiveness of MEDGA are pre-
sented.

4.1. Dataset

The experiments in this paper are performed on the VQA v2 dataset [17]. VQA v2 is a hu-
man annotated dataset for open-ended VQA. Each image from Microsoft COCO dataset
[29] contains question-answer pairs. Compared with the VQA v1 dataset, it contains more
examples for training, verifying, and testing. To prevent the improvement of model accu-
racy caused by over-fitting, each question corresponds to two images in VQA v2, so each
question has two different answers. VQA v2 also minimizes some language biases in the
VQA v1 dataset. VQA v2 contains 204721 images from the MSCOCO dataset an ab-
stract scene dataset including 50,000 clipart. Each image in the dataset corresponds to
three questions, and every question has 10 answers. This article evaluates MEDGA on
200,000 real images, including about 80,000 pictures in the training set, about 40,000
pictures in the validation set, and about 80,000 pictures in the test. 25% of the data in the
test set is called test-dev. Examples of questions and answers on VQA v2 are shown in
Figure 5. All questions fall into three categories: Yes / No, Number, Other. As in previous
studies, this paper trains on the training and validation sets, and the results are verified
on test-dev and test-standard. The experimental results include the accuracy of the three
categories and overall accuracy.
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Q: How many zebras are 

there?

A:Three 

Q:What color are these 

bananas?

A:Yellow

Q: What is the red food?

A:Tomato

Q:Is he playing tennis?

A:Yes 

Fig. 5. Typical example in VQA v2. The question types are Number, Yes / No, Other

4.2. Experimental Setup

Faster R-CNN is used to extract 2048-dimensional visual features. LSTM encode the lan-
guage features into a 512-dimensional vector , then the two features are embedded into
a 512-dimensional vector through a fully connected layer. The dimension of the fused
feature is 1024. The self-attention in the encoder and the cross-modal attention in the de-
coder have 2 multi-head attention with 256 dimensions for each head. The batch size in
every epoch is 64. Each training is 13 epochs. During the process of training, Adam opti-
mization algorithm [25] is used with the parameters α = 0.001, β1 = 0.9 and β2 = 0.98.
Gradient clipping and dropout are also used in the experiment. The number of encoders
and decoders is from 1 to 10. The candidate choices for the answer only retain the answers
that appear more than 8 times in the training set, and the size of the answer vocabulary
is 3129. All ablation experiments are performed on the validation set. The experiments in
this article are implemented using Pytorch. All initialization is the default initialization in
Pytorch.

4.3. Evaluation Metric

The answers to questions of the dataset are given by 10 different people which causes
every question have different answers, such as “cat” has the same meaning as “kitty”. It
cannot be determined which answer is correct. Therefore, to solve the inconsistency of
answers, this paper uses the evaluation method proposed by Antol et al[3]. That means a
prediction is right if and only if at least three persons have the same answer. The method
can be described as Equation (21) where are the answers given by different annotators, a
is the predicted answer, C = 10.

Accuracy(accuracy) =
1

C

C∑
c=1

min(

∑
1≤j≤c,j 6=c

∏
a = aj

3
, 1) (23)

4.4. Ablation Studies

The MEDGA consists of several modules. For testing the impact of each component on
the accuracy, this paper conducts several ablation studies under different conditions. With
different parameters and settings, different versions of MEDGA are trained on the training



1034 Haiyan Li and Dezhi Han

Table 1. Effect of Attention Head

head All Y/N Num Other

1 64.59 82.22 44.29 56.56
2 64.82 82.53 44.44 56.74
4 64.71 82.55 43.86 56.67
8 64.73 82.44 44.37 56.65

Table 2. The effect of the number of encoders and decoders on the experimental accuracy

Number All Y/N Num Other

1 64.82 82.53 44.44 56.74
2 65.58 83.13 46.82 57.39
4 66.10 83.41 47.08 57.97
6 66.46 83.94 47.86 58.10
8 66.63 84.10 48.42 58.16
10 66.63 84.09 48.83 58.05
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Fig. 6. The overall and per-type accuracies of the MEDGA along with the variants with
gate attention and without gate attention
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set of VQA v2, and the effects are displayed on the verification set to verify the effective-
ness of MEDGA.

First, we conduct the ablation studies with different number of attention head. To save
the run time, the default encoder and decoder are 1. Table 1 shows the influence of multi-
head attention. It is found in the experimental results that when h = 2, the overall accuracy
is the highest. Too fewer or too many heads reduces the overall accuracy.

Next, we explore the effect of the number of encoders and decoders. Table 2 shows
the effect on the overall accuracy when the number of encoders and decoders is 1,2, 4, 6,
8,10. In this experiment, we use 2 head with the best performance As clearly appears from
the table 2, when the number is 8, the overall accuracy is the highest. As the number of en-
coders and decoders continues to increase, the accuracy has not changed much, probably
due to over-fitting. Considering the running time, we choose 8 in the final model.

Finally, the effectiveness of gate attention is verified. The default number of encoder
and decoder is 1 and head is 2. Figure 6 shows the accuracy of each type in the model with
and without gate attention. The model without gate attention only use self-attention and
cross-attention. From the results, we can see that MEDGA with gate attention has a better
performance than the model without gate attention on overall accuracy. Furthermore, for
three categories questions, MEDGA has higher accuracy than without gate attention.

4.5. Visualization of Attention

Q：What number is on the ear tag on 
the left?

Q：What number is on the ear tag on 
the left?

A: 725 P: 735       X                                

Q:What number is the batter?

A: 13    

Q:What number is the batter?

P: 13  P   

Q:What color is the bat?Q:What color is the bat?

A: Red     P: Red  P   

Q:How many giraffes are there? Q:How many giraffes are there?

A: 2    P: 2  P   

Fig. 7. Typical example in VQA v2. The question types are Number, Yes / No, Other

In Figure 7, four examples of attention visualization are shown, involving types of
questions such as color and counting. The left side of each diagram is the input image
of the model, and the right side is the learned attention visualization. We observe from
Figure 6 that MEDGA highlights the most relevant regions to the question and the most
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important words in the sentence. Q is the question asked for the picture, A represents
the correct answer, while P denotes the predicted answer by the MEDGA. Among the
four visualization examples given, there is an error example. The reason why the model
predicts wrong is the model did not give the word “left” enough weight when assigning
weights, which caused the model to mislocate in the image. Instead of focusing on the left
object, it focused on the right object so that the model gives the wrong answer.

4.6. Comparison with Existing Advanced Methods

Table 3. Compared with some advanced methods on test-dev and test-std. all models are
tested on vqa v2 dataset

Model
test-dev test-std
Y/N Num Other All All

BUTD 81.82 44.21 56.05 65.32 65.67

MFH / / / 66.12 /

Graph 82.91 47.3 56.22 / 66.18

ODA-GCN 83.73 47.02 56.57 66.67 66.87

BU+QAA / / / 66.70 67.0

DCN 83.51 46.61 57.26 66.87 66.97

Counter 83.14 51.62 58.97 68.09 68.41

MFH+BUTD 84.27 49.56 59.89 68.76 /

BAN 85.31 50.93 60.26 69.52 /

MDAnet / / / / 69.74

MEDGA(ours) 85.97 51.56 60.09 69.78 70.11

Table 3 shows the performance of the proposed MEDGA and existing advanced methods
on VQA v2, where / indicates that the model has not tested the accuracy of the question
type or the dataset. In Table 3, BUTD [2] won the champion in the VQA challenge 2017.
It puts forward to use Faster R-CNN to extract features not using ResNet [21]. MFH [47]
is a state-of-the-art bilinear pooling method. Graph [33] builds a graph in all the regional
propose boxes and conditions this graph on the question.ODA-GCN [49] is also a graph-
based visual question answering method, and they introduce a soft attention layer. QAA
[12] proposes a question-agnostic attention mechanism that complements existing atten-
tion mechanisms. The Dense Symmetric Co-Attention Model (DCN) [32] stacks multi-
ple co-attention modules. Although it does not use Faster RCNN but uses ResNet to ex-
tract image features, the experimental results are better than previous advanced methods.
Counter [48] makes full use of bounding box information to make it highly accurate in
counting type questions. Bilinear Attention Network [23] has 12 stacked bilinear attention
modules.MDAnet [13] is a method that uses a multi-modal encoder to replace the RNN
in the traditional method, so that the position can be reserved. MEDGA outperforms the
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advanced models above on both test-dev and test-std datasets, and it achieves 70.11% ac-
curacy on test-std. On Y/N type, MEDGA perform the best. Although our model is a little
worse than Counter on num type, MEDGA outperforms other methods on this type due
to the advantages of our model in modeling The overall accuracy of MEDGA on test-dev
exceeds the current advanced method BAN by 0.26 percentage points and exceeds DCN
by 2.91 percentage points, verifying the performance of cross-modal attention and gate
attention. Through the comparison with other methods, we can prove the effectiveness of
MEDGA.

5. Conclusion and Future Work

This paper raises and designs a VQA model on the basis of a multi-modal encoder and
decoder with gate attention. This model solves the visual question answering task by
stacking multiple encoders and decoders. The core of the model is to use self-attention,
cross-modal attention, and gate attention. MEDGA pay close attention to major words of
the questions and model the relationship between various visual regions in the images. The
attention maps obtained only by self-attention and cross-modal attention may have a lot of
irrelevant information. The introduced gate attention can solve this problem and make the
final attention result more accurate and more conducive to the final answer prediction. The
MEDGA presented in this paper is simple and efficacious. The experimental results on the
VQA v2 dataset prove the performance of the model. But our model has certain defects
in counting and other types. In the future, we will focus on how to make the model more
accurate in object detection so that the accuracy of counting is higher. On the other hand,
we will study the performance of our model on other datasets, as well as its application in
medical images, satellite image recognition, etc. Besides, we will conduct more in-depth
research on wireless sensors and combine their wide range of applications with VQA, so
that VQA will have a broader application prospect and benefit mankind.
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Abstract. The topology of multi-region opportunistic sensor networks is 

evolving, and it is difficult to identify the key nodes in the networks by traditional 

key node identification methods. In this paper, a novel method based on the 

improved TOPSIS method is proposed to identify the key node from the ferry 

node. The dynamic topology information is represented by the graph model which 

is modeled by the temporal reachable graph. Based on the temporal reachable 

graph, three attributes are constructed to identify the key node, which are average 

degree, betweenness centrality and message forwarding rate. The game theory 

with a combination weighting method is employed to combine the subjective 

weight and objective weight, so as to obtain the combined weight of each 

attribute. The TOPSIS method is improved by the combined weight. The key node 

is identified by the improved TOPSIS. The experiments in three simulation 

situations show that, compared with the TOPSIS method and MADM_TOPSIS 

method, the proposed method has better accuracy for the key node identification 

in the network. 

Keywords: multi-region opportunistic sensor network, key node, combination 

weight, TOPSIS. 

1. Introduction 

Multi-region opportunistic sensor networks (MOSNs) are a type of self-organizing 

network which can collect sensor data through the movement of nodes and encounters 

between nodes. Part of the concept of MOSNs is derived from mobile ad hoc networks 

(MANETs) and delay-tolerant networks (DTNs), such as the Intermittent links, 

temporal paths, real-time messages, etc. [1] MOSNs consist of nodes and links between 

nodes. The node that has the greatest influence on the network structure and function is 

called a key node. The events that the key node is attacked or failed may lead the 

networks to be paralyzed. By identifying the key node, MOSNs can be optimized in 

advance to improve its security and robustness. Hence how to accurately and efficiently 

identify the key node in MOSNs is a hot topic. 
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Aim at solving this problem, lots of indicators have been proposed [2], such as 

degree centrality [3], betweenness centrality [4], eigenvector centrality [5], Katz 

centrality [6], etc. Although these methods can identify the key nodes in complex 

networks from different perspectives, the adaptability and accuracy are easily affected 

by the factors such as the network structure and scale. On this basis, some researchers 

combine multiple indicators to identify the key nodes, thereby improving applicability 

and stability. The reference [7] defines four parameters to represent the influence of a 

node in social networks. The direct influence spread and indirect influence spread are 

used to indicate the influence of a node on other nodes. The direct overlaps and indirect 

overlaps reflect the conflict between nodes. Then, the technique for order preference by 

similarity to an ideal solution (TOPSIS) is used to combine these parameters to obtain 

the influence of each node. Fei et al. [8] believe that the interaction between nodes 

follows the inverse-square law, and the node importance is evaluated by combining the 

degree centrality of nodes and the distance between nodes. The experiments show that 

the accuracy of the method is higher than some well-known centrality indicators. 

The location of a node in the network determines its importance. Korn et al. [9] are 

inspired by the fact that the H-index quantifies the contribution of scholars in 

informatics and use the H-index to evaluate the node importance. If a node has 𝑛 

neighbor nodes whose degree is not less than 𝑛, then the H-index of the node is 𝑛. 

Kitsak et al. [10] use K-shell to judge the location of nodes in the network and think that 

the nodes in the core location usually are more important. The Ks of each node is 

determined by separating the nodes from the network according to the order of residual 

degrees from small to large, and it considers fully the global characteristics of nodes. 

But the K-shell is not suitable for some special networks such as the tree networks and 

star networks. When the node remaining degree is less than the current number of 

iterations, the iteration cannot be carried out properly. Lü et al. [11] propose that the H-

operation based on the degree centrality converges to the Ks of the node. The view can 

avoid possible errors in the K-shell process and improve the monotonicity of the 

evaluation results. Based on the reference [11], Shao et al. [12] propose an important 

node identification method based on the H-operation in dynamic networks. This method 

takes the smaller value in the past H-index and the present Ks as the initial value of the 

H-operation, so that the important nodes can be found quickly at every moment. 

However, the topology of complex networks usually is changing, the nodes and 

edges may appear or disappear at any time, and the network is called a temporal 

network [13]. In recent years, some researchers have begun to identify the key node in 

the temporal network. Zhang et al. [14-18] model MANETs as time-varying graphs to 

represent the topology of temporal networks. Based on the previous research, Zhang et 

al. [19] define a new metric called criticality that can measure node importance 

accurately in MANETs, and the experiments show that attacking the key node identified 

by the criticality has a greater impact on network performance than some centrality 

indexes. Based on the view that the node importance depends on their neighbors, the 

reference [20] proposes a temporal information aggregation process to identify the key 

node in temporal networks. Arrigo et al. [21] utilize the sparse version of dynamic 

communicability matrix to estimate node importance and rank for nodes, and the 

experiments show that this method can rank the list of highly central nodes accurately 

with a lower level of storage, and the cost is only linearly with the number of time 

points. Abbas et al. [22] divide the data into past time window and future time window 

based on user-object binary networks, to identify and predict the key node (the popular 
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or important objects in the future) in e-commerce networks and social networks. Xiao et 

al. [23] predict the most powerful persuaders based on machine learning in social 

networks. The reference [24] proposes coverage centrality in temporal networks. It is 

found that the most of nodes with high centrality are located in a small time window 

near a certain time. The majority of information in temporal networks is only 

transmitted by the minority of nodes, and there is a bottleneck period in the transmission 

process. 

Different from the general temporal networks, there are three types of nodes in 

MOSNs, which are sink node, ferry node, and sensor node. The sink node collects all of 

the messages generated from the sensor region and sends them to the server. The ferry 

node walks along fixed or random routes in the sensor region and forwards the 

messages from the sensor region to the sink node. The sensor node is fixed in the sensor 

subregion and generates the messages that contain sensor data. The key node must be 

found from the ferry node. The main contributions of this paper are as follows: 

(1) The dynamic topology information is represented by the graph model which is 

modeled by the temporal reachable graph. Based on the temporal reachable graph, three 

attributes are constructed to identify the key node, which are average degree, 

betweenness centrality and message forwarding rate. 

(2) The TOPSIS method is improved by the combined weight. The game theory with 

a combination weighting method (GTCW) is employed to combine the subjective 

weight and objective weight, so as to obtain the combined weight of each attribute.  

(3) This paper uses the simulator ONE to conduct simulation experiments in three 

experimental scenarios. The simulation results show that compared with methods such 

as the TOPSIS method and MADM_TOPSIS method, the method proposed in this 

paper has better accuracy for the key node identification in MOSNs. 

The paper is organized as follows: The problem description and definitions about the 

temporal reachable graph are presented in section 2. The key node identification method 

based on the improved TOPSIS (GTCW_TOPSIS) is introduced in section 3. The 

experiments and results are shown in section 4. The conclusion and prospect are given 

in section 5. 

2. Problem Description and Definitions 

2.1. Problem Description 

Due to various reasons such as node damage, signal attenuation, and geographical 

environment, the sensor region of MOSNs may be divided into multiple subregions in 

practical application. MOSNs consist of one sink node, several sensor nodes, and 

several ferry nodes. The sink node is fixed and used to collect the sensor data from 

sensor nodes. The sensor node is placed in the sensor region and senses environmental 

conditions. The ferry node moves between the sink node and the sensor region, and 

forwards the messages from the sensor region to the sink node by the "carry-store-

forward" mechanism. The process of communication is as follows: Firstly, the ferry 

node receives the messages from the sensor region when it passes through the sensor 

region. Then, the ferry node saves the messages in the cache unit it encounters with 
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other ferry nodes or the sink node. Finally, the ferry node sends the messages to the sink 

node. 

In order to reduce the complexity of the research, a sensor subregion is regarded as a 

region node instead of considering every sensor node separately. Compare with the 

sensor node, the ferry node plays a vital role in the communication between the region 

node and the sink node, and the topology of MOSNs changes with the location of the 

ferry node. It is obvious that the ferry node is the most valuable node besides the sink 

node, so the key node is selected among the ferry nodes. As shown in fig. 1, some 

sensor nodes collect data in the region node 𝑅1, the ferry node 𝐹1 serves as a bridge to 

deliver messages between the region node 𝑅1 and 𝑅4, and when 𝐹1 encounters with 𝐹2, 

it will send the messages received from 𝑅1 to 𝐹2. The event that 𝐹1 is damaged is likely 

to cause the region node 𝑅1 to be separated from the network. 

Sink

Sink node

Ferry node

Sensor node

Region node

R4

F2

R3

F3

R2

R1

F1

 

Fig. 1. The scenario graph of MOSNs 

2.2. Definitions 

In order to realize the effective transmission of sensor data, through the mechanism that 

location of the ferry node changes, the network structure of MOSNs is frequently 

changed. Aiming to represent the dynamic topology information and reduce the 

temporal information loss, the temporal reachable graph is used to model MOSNs. 

Definition 1: The temporal reachable graph 𝐺 =  𝐺1 , 𝐺2 , 𝐺3, ⋯ , 𝐺𝐿  is a set that is 

composed of several ordered graphs during the observation period [0, 𝑇], where 𝐿 is the 

number of temporal reachable subgraphs, 𝐺𝑙 =  𝑉𝑙 , 𝐸𝑙 , 𝑊𝑙 , 𝑙 = 1,2,3, ⋯ , 𝐿 is the 𝑙𝑡ℎ  

temporal reachable subgraph. 𝑉𝑙  is the node set in 𝐺𝑙 , and it consists of the sink node 𝑆, 

the ferry node set 𝐹 and the region node set 𝑅, 𝐸𝑙  is the edge in 𝐺𝑙 , 𝑊𝑙  is the edge 

weights set in 𝐺𝑙 . The key node will be found in 𝐹. 

Definition 2: The set 𝑊𝑙  in 𝐺𝑙 =  𝑉𝑙 , 𝐸𝑙 , 𝑊𝑙  is defined in (1): 

𝑊𝑙 =  𝑤𝑎𝑏
𝑙 |∀𝑎, 𝑏 ∈ 𝑉𝑙  𝑎𝑛𝑑  𝑎, 𝑏 ∈ 𝐸𝑙                                   (1) 

In which 𝑤𝑎𝑏
𝑙  is the number of connections between the node 𝑎 and the node 𝑏 in 𝐺𝑙 . 

According to the Definition 1 and 2, considering the changes of the network structure in 

each time window, the subnet in the interval  𝑡𝑙−1, 𝑡𝑙  is aggregated as 𝐺𝑙 , the temporal 

reachable subgraph sequence  𝐺1, 𝐺2, 𝐺3 , ⋯ , 𝐺𝐿  are shown in fig. 2. 
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Fig. 2. Temporal reachable subgraphs 

As shown in Fig. 2, in 𝐺1 and 𝐺𝐿, there are two edges between 𝑅1 and 𝐹3, 𝑤𝑅1𝐹3
1  and 

𝑤𝑅1𝐹3
𝐿  are the edge weight between 𝑅1 and 𝐹3, and there is not edge between 𝑅1 and 𝐹3 

in 𝐺2. In summary, the edge weight is aggregated at every temporal reachable subgraph 

to construct the temporal reachable graph, and as shown in Fig. 3. 

 

Fig. 3. Temporal reachable graph 

Definition 3: In MOSNs, the messages eventually are aggregated to the sink node 

along the temporal reachable path. As for the region node 𝑅𝑖  and the sink node 𝑆, if 

there is an edge sequence  𝑅𝑖 , 𝑥1 ,  𝑥1, 𝑥2 ,  𝑥3, 𝑥2 , … ,  𝑥𝑛−1, 𝑆  that exists in the 

network 𝐺, the sequence is a temporal reachable path from 𝑅𝑖  to 𝑆. In Fig. 3, the 

messages can be transmitted from 𝑅1 to 𝑆 by two temporal reachable paths: 𝑅1 → 𝐹1 →
𝑆 and 𝑅1 → 𝐹3 → 𝐹1 → 𝑆. Different from the traditional path, the edges that make up a 

temporal reachable path must follow the order of time, which results in lower usability 

of paths than that in static networks. Hence, the temporal reachable path is applied to 

representing the information of message transmission. The temporal reachable paths are 

shorter, the communication and interaction are easier between a pair of nodes. 

3. Identifying Key Node 

In this section, we define three attributes of the ferry node as indicators, then calculate 

the combination weight by the game theory with a combination weighting method [26]. 

Based on the above model, we propose a method named GTCW_TOPSIS to identify the 

key node. 
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3.1. Three Attributes of Ferry Node 

Definition 4: In the subgraph 𝐺𝑙 , the average degree 𝐴𝐷𝐹𝑖
 of the ferry node 𝐹𝑖  is defined 

in (2): 

𝐴𝐷𝐹𝑖
=

  𝜔𝐹𝑖𝑅𝑗
𝑙𝐿

𝑙=1
𝑁
𝑗=1

𝐿
                                                   (2) 

In (2), 𝐿 denotes the number of the temporal reachable subgraph, 𝑁 is the number of 

nodes in the network. The average degree reflects the relation with the surrounding 

nodes. In general, the greater the average degree, the more important the ferry node. 

Definition 5: The betweenness centrality 𝐵𝐶𝐹𝑖
 of 𝐹𝑖  is defined in (3): 

𝐵𝐶𝐹𝑖
=  

𝑔𝑅𝑗 𝑆

𝐹𝑖

𝑔𝑅𝑗 𝑆

|𝑅|
𝑗=1                                                    (3) 

Where 𝑅𝑗  is a region node in the network, 𝑆 is the sink node, 𝑔𝑅𝑗𝑆
 denotes the 

number of the temporal reachable path from 𝑅𝑗  to 𝑆, 𝑔𝑅𝑗𝑆
𝐹𝑖  denotes the number of the the 

temporal reachable path through 𝐹𝑖  in 𝑔𝑅𝑗𝑆
. The betweenness centrality reflects the 

ability that the ferry node affects the message transmission paths from the region node 

to the sink node. The larger the betweenness centrality, the more important the ferry 

node. 

Definition 6: The message forwarding rate 𝑀𝐹𝑅𝐹𝑖
 of 𝐹𝑖  is defined in (4): 

𝑀𝐹𝑅𝐹𝑖
=

𝑚𝐹𝑖

 𝑚𝑅𝑗
|𝑅 |
𝑗=1

                                                    (4) 

Where 𝑚𝑅𝑗
 denotes the total number of the messages forwarded from 𝐹𝑖  to 𝑆, 𝑀𝑏  

denotes the total number of the messages generated by 𝑅𝑗 , the message forwarding rate 

reflects contribution of the ferry node to message delivery in MOSNs. 

3.2. Attribute Weights 

The subjective weight 𝜔1 and objective weight 𝜔2 of the attributes are obtained by the 

analytic hierarchy process (AHP) and entropy method respectively. By constructing a 

basic weight set 𝑊 =  𝜔1 , 𝜔2 , the combination weight is defined in (5): 

𝜔 =  𝛼𝑘𝜔𝑘
𝑇2

𝑘=1 , 𝜔𝑘 ∈ 𝑊                                           (5) 

The combination weights consist of 𝜔1 and 𝜔2, where 𝛼𝑘  is the weight coefficient of 

different 𝜔𝑘 . Then, we minimize the deviation of 𝜔 and 𝜔𝑘 , as show in (6): 

𝑚𝑖𝑛  𝛼𝑘𝜔𝑘
𝑇 − 𝜔ℎ

𝑇2
𝑘=1  2                                            (6) 

According to the differential nature of the matrix, equation (7) is the condition that 

optimizes the first derivative of (6): 

 𝛼𝑘𝜔ℎ𝜔𝑘
𝑇 = 𝜔ℎ𝜔ℎ

𝑇2
𝑘=1                                              (7) 
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The corresponding linear equation as shown in (8): 

 
𝜔1𝜔1

𝑇 𝜔1𝜔2
𝑇

𝜔2𝜔1
𝑇 𝜔2𝜔2

𝑇  
𝛼1

𝛼2
 =  

𝜔1𝜔1
𝑇

𝜔2𝜔2
𝑇                                         (8) 

The weight coefficient vector  𝑎1 , 𝑎2  is obtained in (8), and we normalize  𝑎1, 𝑎2  

according to [27]: 

𝛼∗ =
𝛼𝑘

 𝛼ℎ
2
ℎ=1

                                                         (9) 

Finally, the weight coefficient normalized vector 𝛼∗ is substituted into (5), and the 

combination weight 𝜔∗ is calculated in (10): 

𝜔∗ =  𝛼𝑘
∗𝜔𝑘

𝑇2
𝑘=1                                                 (10) 

3.3. Estimation Algorithm 

In this paper, the key node is identified by a new method called GTCW_TOPSIS. The 

steps used to identify the key node in MOSNs are as follows: 

(1) Construct normalized decision matrix 

It is assumed that there are 𝑛 ferry nodes in the network so that the corresponding 

solution set denoted by 𝐹 =  𝐹1, 𝐹2, 𝐹3, … , 𝐹𝑁 , the attributes of each ferry node are 

denoted by the attribute set 𝐴 =  𝛼1, 𝛼2, 𝛼3 , where α1 is 𝐴𝐷, α2 is 𝐵𝐶, α3 is 𝑀𝐹𝑅. The 

decision matrix is expressed as (11): 

𝑋 =  𝑥𝑖𝑗  𝑛×3
                                                     (11) 

Where 𝑥𝑖𝑗 (𝑖 = 1,2,3, ⋯ , 𝑛; 𝑗 = 1,2,3) is the 𝑗𝑡ℎ  attribute of the 𝑖𝑡ℎ  ferry node. 

The normalized decision matrix is obtained by the vector normalization method 

according to (12) ~ (13): 

𝑌 =  𝑦𝑖𝑗  𝑛×3
                                                     (12) 

𝑦𝑖𝑗 =
𝑥𝑖𝑗

  𝑥𝑖𝑗
2𝑛

𝑖=1

                                                      (13) 

(2) Construct weighted normalized decision matrix 

The combination weight of each attribute is calculated by (5) ~ (10), and the weight 

of 𝑗𝑡ℎ  attribute is denoted as 𝜔𝑗
∗. The weighted normalized decision matrix 𝐸 is denoted 

as (14): 

𝐸 =  𝑒𝑖𝑗  𝑛×3
=  𝜔𝑗

∗𝑦𝑖𝑗  𝑛×3
                                         (14) 

Where 𝑒𝑖𝑗 = 𝜔𝑗
∗𝑦𝑖𝑗  𝑖 = 1,2,3, ⋯ , 𝑛; 𝑗 = 1,2,3 . 

(3) Determine the positive ideal solution 𝐴+ and the negative ideal solution 𝐴− 

The maximum value of each attribute constitutes a positive ideal solution 𝐴+, and the 

negative ideal solution 𝐴− is composed of the minimum value of each attribute. As 

shown in (15) ~ (18). 

𝑒𝑗
+ = 𝑚𝑎𝑥

𝑖
 𝑒𝑖𝑗  𝑖 = 1,2,3, … , 𝑛; 𝑗 = 1,2,3                               (15) 



1048           Linlan Liu et al. 

𝑒𝑗
− = 𝑚𝑖𝑛

𝑖
 𝑒𝑖𝑗 |𝑖 = 1,2,3, … , 𝑛; 𝑗 = 1,2,3                                (16) 

𝐴+ =  𝑒𝑗
+|𝑗 = 1,2,3                                              (17) 

𝐴− =  𝑒𝑗
−|𝑗 = 1,2,3                                              (18) 

(4) Calculate the Euclidean-Distance from each solution to 𝐴+ or 𝐴− 

The Euclidean-Distance from each solution to 𝐴+ or 𝐴− is the deviation between 

them. 

𝑑𝑖
+ =    𝑒𝑖𝑗 − 𝑒𝑗

+ 
23

𝑗=1                                          (19) 

𝑑𝑖
− =    𝑒𝑖𝑗 − 𝑒𝑗

− 
23

𝑗=1                                          (20) 

(5) Calculate the closeness from each solution to 𝐴+ and 𝐴− 

The closeness of the node 𝑖 indicates how close the solution is to the positive ideal 

solution. 

𝑐𝑖
+ =

𝑑𝑖
−

𝑑𝑖
++𝑑𝑖

−                                                     (21) 

Where 0 < 𝑐𝑖
+ < 1. 

(6) Construct closeness set 𝐶+ =  𝑐1
+, 𝑐2

+, 𝑐3
+, ⋯ , 𝑐𝑛

+ , and the node with the largest 

𝑐𝑖
+ is suspected to be a key node. 

(7) The steps 1~6 is repeated for 𝑘 times, the time that each ferry node is identified to 

be a suspected key node is recorded, and the ferry node with the most times is the key 

node. 

3.4. Verification of Results 

The node removal method is utilized to verify the experiment result, and the whole 

network delivery success rate (WNDSR) of the network which a node is removed is 

compared with that of the complete network, the process is repeated until all ferry nodes 

are removed. The WNDSR can be used to reflect the performance of MOSNs. If the 

event that a node is removed makes the greatest reduction in the WNDSR, the node is 

the key node. 

Definition 7: In MOSNs, the whole network delivery success rate is defined as: 

𝑊𝑁𝐷𝑆𝑅 =
𝑚𝑆

 𝑀𝑅𝑖
|𝑅 |
𝑖=1

                                             (22) 

Where 𝑚𝑆 denotes the total number of messages received by the sink node 𝑆 during 

the observation period [0, 𝑇]. 
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4. Experiments and Analysis 

In this section, we use the WNDSR as a basis for identifying the key node and compare 

the accuracy that the key node is identified by the GTCW_TOPSIS method the TOPSIS 

method [27] and MADM_TOPSIS method [28] under three different scenarios. 

4.1. Experiments 

Three scenarios are simulated by the simulator ONE. ONE is an opportunity network 

simulator developed by the University of Helsinki in Finland. The parameters of the 

three scenarios are shown in Table 1. 

Table 1. The parameters in the three scenarios. 

parameter name value 

Radius of region node 50 m 

region node cache 20 M 

Radius of ferry node 100 m 

ferry node cache 50 M 

Date transfer rate 250 kB/s 

Router Epidemic Router 

Message survival time 10 min 

As shown in fig. 4, there are one sink node (s), six ferry nodes (fa, fb, fc, fd, fe and 

fg) and five region nodes (ra, rb, rc, rd and re) in scenario 1. There are 20 sensor nodes 

in each region node. Among the six ferry nodes, the movement model of fa, fg, fd and 

fe is the random way point model, they walk randomly between the sensor region and 

the sink node, and the movement model of fb and fc is the movement based map model. 

Without considering the node whose movement model is the random way point model, 

the movement track of fb passes through re, the movement track of fc passes through ra, 

fb and fc can communicate with s. 

 

Fig. 4. Scenario 1 
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As shown in fig. 5, there are one sink node (s), six ferry nodes (fa, fb, fc, fd, fe and 

fg) and five region nodes (ra, rb, rc, rd and re) in scenario 2. There are 20 sensor nodes 

in each region node. The movement models of the six ferry nodes are the movement 

based map model. fc, fe and fg can connect with s directly, fa, fb and fd cannot 

communicate with s directly, and the movement track of fa and fd passes through ra, rb 

and rc, the movement track of fb passes through re and rd, the movement track of fc 

passes through re, the movement track of fe and fg passes through ra. 

 

Fig. 5. Scenario 2 

As shown in fig. 6, there are one sink node (s), six four nodes (fa, fb, fc and fd) and 

three region nodes (ra, rb, and rc) in scenario 3. There are 20 sensor nodes in each 

region node. The movement models of the four ferry nodes all are the movement based 

map model. Among them, the movement track of fa and fb passes through rb and ra, fc 

walks between ra and rb, and fb walks between ra and rc. 

 

Fig. 6. Scenario 3 
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4.2. Results 

The time window is set to 10 minutes for each experiment, and the experiments are 

repeated 200 times in each scenario, the results obtained are shown in fig. 7~9. 

From fig. 7-9, we imply that the key nodes of scenario 1-3 are fb, fc and fd. The 

number of identifying the suspected key node by the GTCW_TOPSIS method is more 

than the others. Although the key node in MOSNs can be identified by the three 

methods, the effectiveness of the three methods needs to be verified by the WNDSR. If 

the WNDSR is the lowest, after the key node identified by the GTCW_TOPSIS method 

is removed, the method proposed in this paper is effective. 

 

Fig. 7. The results of scenario 1 

 

Fig. 8. The results of scenario 2 
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Fig. 9. The results of scenario 3 

4.3. Verification 

In the experiments, we remove a ferry node every 200 minutes and compute the 

WNDSR of the remaining network until every node is removed once. Aiming to reduce 

the error caused by randomness, the simulation experiments are repeated 10 times. The 

WNDSR is shown in fig. 10-12, wsall denotes the WNDSR before removing ferry 

nodes, wsda denotes the WNDSR after the fa is removed, wsdb denotes the WNDSR 

after the fb is removed, the significance of wsdc, wsdd, wsde and wsdg is same as wsda 

and wsdb. 

 

Fig. 10. WNDSR of scenario 1 
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Fig. 11. WNDSR of scenario 2 

 

Fig 12. WNDSR of scenario 3 

In fig. 10, the removal of fb notably reduces the WNDSR, therefore fb is the key 

node. As in fig. 11, the removal of fc leads to a crucially decrease of the WNDSR, 

therefore fc is the key node. From fig. 12, it shows that the removal of fd significantly 

reduces WNDSR, therefore fd is the key node. In summary, the results show that the 

key nodes identified by the method proposed all align with the real key node in the 

scenario 1~3. It can verify that identifying the key node in MOSNs by the method 

proposed is feasible. It can be seen from Fig. 4-6, the time that the key node is identified 

by the TOPSIS method and MADM_TOPSIS method is significantly less than the 

proposed method, which indicates that the proposed is the best in the three methods. 
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4.4. Accuracy 

According to fig. 7~9, the accuracy of the GTCW_TOPSIS method, TOPSIS method 

and MADM_TOPSIS method are shown in fig. 13. There are some ferry nodes that 

move with the random way point model in scenario 1, so the accuracy of the three 

methods is similar. In scenario 2 and scenario 3, the accuracy of the GTCW_TOPSIS 

method is 65% and 98%, which is obviously higher than the TOPSIS method and 

MADM_TOPSIS method. 

 

Fig. 13. Estimation accuracy 

5. Conclusions 

Aiming to identify the key node in MOSNs, first of all, we focus on the characteristics 

that the topology changes frequently, and use the temporal reachable graph to model 

MOSNs. Based on this model, the average degree is defined to reflect the activity of the 

ferry node in the network. The betweenness centrality is defined to reflect the ability of 

the ferry node to control the path between the region node and the sink node. The 

messages forwarding rate is defined to reflect the contribution on delivering messages 

generated by the region node to the sink node. Secondly, we use the average degree 

centrality, the betweenness centrality and the messages forwarding rate as the attributes 

of identifying the key node, the subjective weight and objective weight of each attribute 

are obtained by the AHP method and the entropy method respectively, and the GTCW 

method is used to calculate the combination weight of each attribute. Thirdly, we use 

the combination weight to construct the decision matrix and identify the key node in 

MOSNs by the TOPSIS method. Finally, the experiments in three scenarios are used to 

verify the effectiveness and evaluate the performance of the GTCW_TOPSIS method. 

In the future, we will further analyze the characteristics of MOSNs to propose more 

node importance attributes and apply the method based on the GTCW_TOPSIS method 

to other dynamic networks. 
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Abstract. In this paper, a Modular Fractional Chaotic Sine Map (MFC-SM) has 

been introduced to achieve high Lyapunov exponent values and completely 

chaotic behavior of the bifurcation diagram for high level security. The proposed 

MFC-SM is compared with the conventional non MFC-SM and it has an excellent 

chaotic analysis. In addition, the randomness test results indicate that the proposed 

MFC-SM shows better performance and satisfy all randomness tests. Due to the 

excellent chaotic properties and good randomization results for the proposed 

MFC-SM, it is used to be cooperated with the biometric digital identity to achieve 

dynamic chaotic biometric digital identity. Also, for real time image encryption, 

both Discrete Wavelet Transform (DWT)partial image encryption and Isomorphic 

Elliptic Curve (IEC)key exchange are used.  In addition, the biometric digital 

identity is extracted from the user fingerprint image as fingerprint minutia data 

incorporated with the proposed MFC-SM and hence, a new Dynamic Fractional 

Chaotic Biometric Digital IdentityIEC (DFC-BID-IEC) has been introduced. 

Dynamic Fractional Chaotic Key Generator (DFC-KG) is used to control the key 

schedule for all encryption and decryption processing. The encryption process 

consists of the confusion and diffusion steps. In the confusion step, the 2D Arnold 

Cat Map (ACM) is used with secret parameters taken from DFC-KG. Also, the 

diffusion step is based on the dynamic chaotic self-invertible secret key matrix 

which can be generated from the proposed MFC-SM. The IEC key exchange 

secret parameters are generated based on Elliptic Curve Diffie–Hellman(ECDH) 

key exchange and the isomorphism parametre. Statistical analysis, differential 

analysis and key sensitivity tests are performed to estimate the security strengths 

of the proposed DFC-BID-IEC system. The experimental results show that the 

proposed algorithm is robust against common signal processing attacks and 

provides a high security level and high speed for image encryption application. 

Keywords: Image encryption, Biometric identity, Elliptic curve cryptography, 

Chaotic Maps. 
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1. Introduction 

In today’s digital world, usage of images arenotably increased across the network. It 

became an indispensable part of our life. Also,it has become a great source of 

information and contains personal data. Thus, strong security and protection must be 

ensured using cryptography. So, a large number of researchers have introduced 

numerous schemes for image encryption [1-3]. These encryption techniques are 

employed in two ways, namely Symmetric Encryption and Asymmetric Encryption [4]. 

In 1985, Neal Koblitz and Victor S. Miller [5-6] introduced a new public key 

cryptography EC which provides a high level of security and achieve computational 

efficiency in performance with smaller key size compared to other cryptographic 

technique [7]. Most of thetraditional ciphers are not efficient in image encryption 

because their slow speed, the large data volume and strong correlation among image 

pixels. So, chaotic cryptography has been attracting more attention of large number of 

researchers because of their high ergodicity and sensitivity to control parameter, initial 

conditions and non-linearity. Definitely, many chaos-based image encryption 

algorithms have been proposed for image encryption such as Chebyshev map, Logistic 

map [12], the ACM[8], Tent map [1], sine map [9] etc. However, these maps have some 

weaknesses, namely, non-uniform distribution, small key space and periodicity [10]. 

Some proposed recently hyperd maps can overcome these imperfections and enhance 

security [3]. Several paradigms have been used to extract cryptography key from 

biometric traits. The key based on the biometric features was applied earliest in online 

trading for the IBM transaction security system in 1989, by using signature pen and 

handwriting signal processor [11]. Many schemes for image encryption based on ECC 

and chaotic map are proposed. In [12],an image encryption scheme based on chaotic 

system and EC has been proposed usesECDHfor key exchange between sender and 

receiver in addition, logistic map is used to generate a chaotic sequence using initial 

condition from elliptic curve. In [13] an algorithm for image encryption uses ECC and 

modified hill cipher to secure the image data. In [8] Essam et. al. introduced a selective 

encryption algorithm use DWT and multi-map orbit hopping chaotic encryption, the 

multi-chaotic logistic maps generate a hopping pattern of random numbers used to 

encrypt the low-low sub-band decomposition only. In [14] a chaotic tent map used to 

encrypt a medical image extracted by DWT-DCT. In [15] Abd El-Latif et. al. proposed 

a hybrid image encryption scheme based on a cyclic EC and chaotic system. An image 

encryption algorithm based on a secure variant of Hill cipher and three one-dimensional 

(1D) chaotic maps suggested in [9], this algorithm aims to encrypt pixel-by- pixel all 

types of images with black background or with high correlation of adjacent pixels. 

In[16] present based on an ordered isomorphic EC for generating a large number of 

distinct, mutually uncorrelated, and cryptographically injective S-boxes. In [17] an 

image encryption algorithm based on the H-fractal and dynamic self-invertible matrix 

have been proposed. 

This paper proposes an improved image encryption scheme uses IECfor initial key 

exchange between two parties. The generated IEC secret keys used to generate the 

initial conditions. Using the fractional modular  chaotic map and biometric key based on 

IEC to build key schedule that is used as a parameter generator for the system. The 

image is scrambled using ACM and is encrypted using self invertible matrixto  attain 

confusion and diffusion. The initial condition for the proposed MFC-SMare taken from 

the key schedule. the proposed MFC-SM is used to construct the self invertible matrix. 
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The rest of this paper is organized as following: Section 2 provides guidelines for 

Manuscript Preparation. Section 3 presents the proposedDFC-BID-IEC scheme. In 

Section 4 the simulation results and security analysis are introduced. Finally, conclusion 

and future work are given in Section 5. 

2. Proposed Scheme Preparation  

2.1. Novel Modular Fractional Chaotic Sin Map 

Discrete fractional calculuswas introduced to efficiently incorporate and capture the 

memory effects in nonlinear discrete time systems [18]. Dynamical behaviors and 

applications of fractional difference models, on an arbitrary time scale, were 

investigated in the last decade where delta difference equation was utilized.Assume that 

a sequence 𝜌(𝑛) is given and the isolated time scale ℵ𝑎 is represented in terms of real 

valued constant 𝜏 as {𝜏, 𝜏 + 1, 𝜏 + 2, … , } such that 𝜌: ℵ𝜏 → ℝ. The difference operator 

is denoted by ∆, where ∆𝜌 𝑛 = 𝜌(𝑛 + 1) − 𝜌(𝑛) then some of the basic definitions 

related to discrete fractional calculus are summarized as follows: 

For 𝛼 > 0, the fractional sum of order 𝛼 is given by [18] 

∆𝝉
−𝜶𝝆 𝒕 =

𝟏

𝜞 𝜶 
 

𝜞 𝒕−𝒎 

𝜞 𝒕−𝒎−𝜶+ 𝟏 
𝒕−𝜶
𝒎=𝝉 𝝆 𝒎 , 𝒕 ∈ ℵ𝝉+𝜶.   (1) 

the Caputo-like delta difference of order 𝛼 is defined by [18]: 

∆𝐶
𝜏
𝛼𝜌 𝑡 = ∆𝜏

− 𝑛−𝛼 
∆𝑛𝜌 𝑡  

=
1

𝛤 𝑛−𝛼 
 

𝛤 𝑡−𝑚 

𝛤 𝑡−𝑚−𝑛+𝛼+1 

𝑡− 𝑛−𝛼 
𝑚=𝜏 ∆𝑛𝜌   𝑡 ∈ ℵ𝜏+𝑛−𝛼 , 𝑛 =  𝛼 + 1 (2) 

the delta fractional difference equation of order 𝛼 is represented by [18] and the 

equivalent discrete fractional integral is given by 

∆𝐶
𝜏
𝛼𝜌 𝑡 = 𝑓(𝑡 + 𝛼 − 1, 𝜌(𝑡 + 𝛼 − 1)), 

𝜌 𝑡 = 𝜌0 𝑡 +
1

𝛤(𝛼)
 

𝛤 𝑡 − 𝑚 

𝛤 𝑡 − 𝑚 − 𝛼 + 1 

𝑡−𝛼

𝑚=𝜏+𝑛−𝛼

 

       × 𝑓 𝑚 + 𝛼 − 1, 𝜌 𝑚 + 𝛼 − 1   ,   𝑡 ∈ ℵ𝜏+𝑛           (3) 

note that the initial iteration in this case is:  

𝜌0 𝑡 =  
𝛤 𝑡−𝜏+1 

𝑘 ! 𝛤 𝑡−𝜏−𝑘+1 
𝑛−1
𝑘=0 ∆𝑘𝜌 𝜏               (4) 

The non-modular fractional sine map with Caputo fractional order is introduced in  

[18], it leads to a highLyapunov exponent value, so we have to introduce some 

definitions about the fractional calculus. The non-modular fractional sine map is given 

by: 

𝑥 𝑛 = 𝑥 0 +
r

⎾(𝑣)
 

⎾(𝑛−𝑗 +𝑣)

⎾(𝑛−𝑗+1)
𝑠𝑖𝑛(𝑥(𝑗 − 1)𝑛

𝑗=1             (5) 
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the proposed new modular fractional sine map is given by: 

𝑥 𝑛 = (𝑥 0 +
𝑟

⎾ 𝑣 
 

⎾ 𝑛−𝑗+𝑣 

⎾ 𝑛−𝑗 +1 
𝑠𝑖𝑛(𝑥 𝑗 − 1 ))  𝑚𝑜𝑑 1𝑛

𝑗=1   (6) 

where ′r′ is the control parameter of non-modular and MFC-SM and 𝑣is the 

difference order. Using more than one parameter of the sine map gives high Lyapunov 

exponent value [19], high chaotic range and a large key space. Fig. 1 shows the 

Lyapunov exponent and the bifurcation diagram of the Non modular fractional chaotic 

sine map. Also, Fig.2 shows both the Lyapunov exponent and the bifurcation diagram 

of the proposed modular fractional chaotic sine map. As shown in these figures, the 

proposed MFC-SMhas highly Lyapunov exponent values and completely chaotic 

behavior of the bifurcation diagram compared with the conventional Non modular 

fractional chaotic sine map. 

 

Fig. 1. Lyapunov exponents (LE) and Bifurcation diagram of the non-modular fractional order 

sine map. 

 

Fig. 2. Lyapunov exponents (LE) and Bifurcation diagram of the non-modular fractional order 

sine map. 

The randomness of the proposed MFC-SM  is tested by the NIST tests. These tests are 

defining if the generated sequence is random or not. The basic dependence within these 

tests is on the probability value (p-value). The p-value is compared by the significance 

level which is the threshold between rejection and non-rejection region. In NIST the 

significant level equal 0.01. For p-value less than 0.01 this means that the sequence is 

not random and reject and for p-value greater than 0.01 this means that the sequence is 

random and accepted. 10
6
 bit binary sequence obtained from the proposed modular 

fractional sine map is tested by SP800-22 [3] and the results are given in Table 1. 
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Table 1. NIST Randomness Tests of the Proposed MFC-SMBINARY OUTPUT. 

TEST P-VALUE RESULT 

MONOBIT FREQUENCY                                0.553273 PASSED 

BLOCK FREQUENCY                                                                       0.538714 PASSED 

RUNS 0.596352 PASSED 

LONGEST-RUN-OF-ONES IN A BLOCK 0.692018 PASSED 

BINARY MATRIX RANK                                                                   0.352617 PASSED 

DISCRETE FOURIER TRANSFORM (SPECTRAL) 0.438291 PASSED 

NON-OVERLAPPING TEMPLATE MATCHING 0.527163 PASSED 

OVERLAPPING TEMPLATE MATCHING 0.592763 PASSED 

MAURER’S UNIVERSAL STATISTICAL 0.421873 PASSED 

LINEAR COMPLEXITY 0.537524 PASSED 

SERIAL TEST 0.437163 PASSED 

APPROXIMATE ENTROPY                                                               0.418315 PASSED 

CUMULATIVE SUMS 0.468232 PASSED 

RANDOM EXCURSION 0.391823 PASSED 

RANDOM EXCURSION VARIANT                                                       0.538138 PASSED 

CUMULATIVE SUMS TEST REVERSE                                                  0.387263 PASSED 

LEMPEL-ZIV COMPRESSION                                                         0.498163 PASSED 

2.2. Isomorphic Elliptic Curve 

An EC over prime field 𝐹𝑝is defined with the cubic equation: 

𝒚𝟐  =  𝒙𝟑  +  𝒂𝒙 +  𝒃 𝒎𝒐𝒅 𝒑               (7) 

where 𝑝 is a large prime number and 𝑎, 𝑏 satisfies the condition4𝑎2 +  27𝑏 ≠  0, 

each value of 𝑎 , 𝑏 𝜖 𝑝 gives a different EC 𝐸𝐶𝑝 ,𝑎 ,𝑏  where 𝑝, 𝑎 and 𝑏 are called the EC 

parameters. For two ECs 𝐸𝑝 ,𝑎 ,𝑏  and 𝐸𝑝 ,𝑎 ′ ,𝑏 ′  over the field 𝐹𝑝  are said to be isomorphic if 

and only if there exists an integer 𝑖∈𝑝 \ {0}. Such that, the EC parameter (𝑎, 𝑏) will be 
 𝑎′ , 𝑏′  for the isomorphic elliptic curve, the value of the IEC parameters  𝑎′ , 𝑏′  will 

be computed using 𝑖 as following: 

𝒂′ = 𝒂𝒊𝟒𝒎𝒐𝒅𝒑, 𝒃′ = 𝒃𝒊𝟔𝒎𝒐𝒅𝒑             (8) 

where 𝑖 is called the isomorphism parameter between 𝐸𝑝 ,𝑎 ,𝑏  and 𝐸𝑝 ,𝑎 ′ ,𝑏 ′ . Thus, every 

point (𝑥, 𝑦) ∈𝐸𝑝 ,𝑎 ,𝑏  will be(𝑥 ′ , 𝑦 ′)∈𝐸𝑝 ,𝑎 ′ ,𝑏 ′ and (𝑥 ′ , 𝑦 ′) will be computed as  

𝒙′ = 𝒙𝒊𝟐𝒎𝒐𝒅𝒑, 𝒚′ = 𝒚𝒊𝟑𝒎𝒐𝒅𝒑                 (9) 

It is easy to observe that isomorphism is an equivalence relation on the family of all 

ECs over the field 𝐹𝑝 . It is well-known that for prime 𝑝 there exists a unique finite field 

𝐹𝑝 , up to the field isomorphism, with exactly 𝑝elements. There are 𝑝2 − 𝑝 ECs over the 

field 𝐹𝑝 . The number of ECs isomorphic to a given EC over 𝐹𝑝can be computed as the 

following: 

For a prime 𝑝 >  3 and 𝑎, 𝑏 ∈  [0, 𝑝 −  1] are two integers. The number of ECs 

isomorphic to the EC 𝐸𝑝 ,𝑎 ,𝑏 is 

 (𝑝 −  1)/6 if 𝑎 =  0 and  𝐹𝑝  has a non-zero element of group order 6. 
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 (𝑝 −  1)/4 if 𝑏 =  0 and  𝐹𝑝  has a non-zero element of group order 4. 

  (𝑝 −  1)/2       Otherwise.  

The number of elements#𝐸𝐹𝑝 ,𝑎 ,𝑏 in EC is equal to the number of points lying on EC 

over 𝐹𝑝 . Hasse’s Theorem gives the bounds of total number of points on EC [20]: 

𝒑 +  𝟏 −  𝟐 𝒑 ≤ #𝑬𝑭𝒑,𝒂,𝒃  ≤   𝒑 +  𝟏 +  𝟐 𝒑          (10) 

The order of the EC is the total number of points lies on the EC along with the point 

at infinity 𝑂(𝑥 = ∞;  𝑦 = ∞) denoted by #𝐸. The smallest positive integer 𝑛 for which 

𝑛𝑃 is equal to point at infinity 𝑂 (𝑛𝑃 =  𝑂) is called order of point 𝑃 such that 𝑛 ≤
 #𝐸. Then, 𝑃, 2𝑃, . . . , (𝑛 − 1)𝑃 are distinct points on elliptic curve. For certain choice of 

𝑎 and 𝑏 it is possible to choose a base point 𝑃 of highest order 𝑛 =  #𝐸 [15]. 

For example, let 𝑝 = 37, 𝑎 = −1, 𝑏 = 6 are the main EC parameters, 𝑖 =  3 and 

𝑖 =  5 are two different isomorphism parameters. Such that, the IEC parameter for 𝑖 =
 3 computed as 𝑎′  =  −1 ∗ 34  𝑚𝑜𝑑 37 and 𝑏′ = 6 ∗ 36 𝑚𝑜𝑑 37. thus,(𝑎′ = 30, 𝑏′ = 8) 

and for  𝑖 =  5 computed as 𝑎′′  =  −1 ∗ 54 𝑚𝑜𝑑 37 and 𝑏′′ = 6 ∗ 56 𝑚𝑜𝑑 37. Thus, 

 (𝑎′′ = 4,  𝑏′′ = 29). Fig. 3 shows the difference between the points lays on the main 

EC and its tow isomorphic elliptic curves. 

 

 

Fig. 3. The different points of the main EC represented by blue(+) and its isomorphic elliptic 

curves with isomorphic parameters 𝒊 = 𝟑represented by red (O) and 𝒊 = 𝟓 represented by green 

(*). 

2.3. Elliptic Curve Diffie–Hellman Key Exchange 

Let𝐺 is a base point of an EC,𝑃𝐴  and𝑃𝐵  can be computed as  

𝑷𝑨 =  𝒏𝑨. 𝑮, 𝑷𝑩 =  𝒏𝑩. 𝑮      (11) 
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where 𝑃𝐴  ,𝑃𝐵   is the public keys of sender and receiver respectively and 𝑛𝐴 ,𝑛𝐵is the 

privet keys. The shared key is computed as 𝑛𝐴𝑃𝐵  and 𝑛𝐵𝑃𝐴  by the sender and receiver 

respectively. 

𝑺𝒌 =  𝒏𝑨𝑷𝑩 =  𝒏𝑨𝒏𝑩𝑮 = 𝒏𝑩𝒏𝑨𝑮 = 𝒏𝑩𝑷𝑨    (12) 

2.4. Self Invertable Matrix 

FirstlyHill used self-invertible matrices in his proposed encryption algorithm [17]. Hill 

cipher algorithm uses a matrix to convert the plain-text into cipher-text, and the key is the 

matrix itself. The Plaintext 𝑁 is encrypted as: 

𝑪 = 𝑲𝑰𝑴 ×  𝑵 𝒎𝒐𝒅𝒎            (13) 

where 𝐶 is the Cipher text block, 𝐾𝐼𝑀  is the Self-Invertible Matrix and 𝑚 is the plain-

text value range (For image encryption, 𝑚 = 256). 𝐾𝐼𝑀  must satisfy the criteria [21] to 

be an invertible matrix and the gcd(𝑑𝑒𝑡 [𝐾𝐼𝑀 ] 𝑚𝑜𝑑𝑚, 𝑚) =1.  

𝑵 = 𝑲𝑰𝑴 ×  𝑪 𝒎𝒐𝒅𝒎            (14) 

𝑲𝑰𝑴  ×  𝑲𝑰𝑴
−𝟏 = 𝑰            (15) 

where I is the identity matrix. The receiver cannot decrypt the cipher message if 𝐾𝐼𝑀  

is not invertible matrix. To create 𝐾𝐼𝑀 to be used for encryption and decryption. 

𝑲𝑰𝑴 =   
𝑲𝒄 𝑰 − 𝑲𝒄

𝑰 + 𝑲𝒄 −𝑲𝒄
  𝒎𝒐𝒅 𝒎          (16) 

where Kc is the Chaotic key matrix that iswanted to be self-invertible to be used for 

encryption and decryption. 

2.5. Generation of Self-Invertible 4 × 4 Matrix 

Let 𝐾𝐼𝑀 =  

𝑘11

𝑘21

𝑘31

𝑘41

𝑘12

𝑘22

𝑘32

𝑘42

𝑘13

𝑘23

𝑘33

𝑘43

𝑘14

𝑘24

𝑘34

𝑘44

 be self-invertible matrixpartitioned as  
𝐾11 𝐾12

𝐾21 𝐾22
  

 

where𝐾11 =   
𝑘11 𝑘12

𝑘12 𝑘22
 , 𝐾12 =  

𝑘13 𝑘14

𝑘23 𝑘24
 , 𝐾21 =  

𝑘31 𝑘32

𝑘41 𝑘42
 , 𝐾22 =  

𝑘33 𝑘34

𝑘43 𝑘44
  

 

For example, a realexample for chaotic matrix 𝐾4× 4taken from the output of the 

proposed MFC-SM Used to construct the self-invertible matrix 𝐾8× 8  that used to 

encrypt and decrypt a real part of the scrambled Lena image 𝑁8× 8 as explained. 

 

Let 𝐾11 =   

72
7

179
104

1
61

228
9

53
244
124
209

27
166
145
46

 , 𝐾22 =  

184
249
77

152

255
195
28

247

203
12

132
47

229
90

111
210
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Take 𝐾12 = 𝐼 − 𝐾11with𝑛 = 1.Then, 

𝐾12 =   

185
249
77

152

255
196
28

247

203
12

133
47

229
166
111
211

 , 𝐾21 =   

73
7

179
104

1
62

228
9

53
244
125
209

27
166
145
47

  

 

So, 𝐾𝐼𝑀 =

 
 
 
 
 
 
 
 

72
7

179
104
73
7

179
104

1
61

228
9
1

62
228

9

53
244
124
209
53

244
125
209

27
166
145
46
27

166
145
47

185
249
77

 152
184
249
77

152

255
196
28

 247
255
195
28

247

203
12

133
47

203
12

132
47

229
90

111
211
229
90

111
210 

 
 
 
 
 
 
 

 

 

For,  𝑁  =   

 
 
 
 
 
 
 
 
194
195
61
62

124
126
156
154

194
194
62
62

124
126
156
154

72
71

158
157
123
120
51
44

71
71

156
157
122
117
46
44

134
134
154
 154
139
137
73
71

129
128
149
 149
134
137
75
72

146
146
88
87

113
108
90
87

144
144
85
85

110
110
87
89  

 
 
 
 
 
 
 

, 

 

By applying Eq.13,  

 𝐶  =   

 
 
 
 
 
 
 
 

18
165
226
96
88

234
131

4

70
92

122
40

140
160
28

204

4
168
187
100
209
119
38

213

165
56

214
242
114
10
68
99

166
181
93
 47
161
178
174
130

134
183
61
 47
129
174
135
124

117
121
77

115
150
159
75

115

74
246
41
1

108
24
39

253 
 
 
 
 
 
 
 

 

 

By applying Eq. 14, 

𝑁′ =

 
 
 
 
 
 
 
 
194

195

61

62
124

126

156

154

194

194

62

62
124

126

156

154

72

71

158

157
123

120

51

44

71

71

156

157
122

117

46

44

134

134

154

 154
139

137

73

71

129

128

149

 149
134

137

75

72

146

146

88

87
113

108

90

87

144

144

85

85
110

110

87

89  
 
 
 
 
 
 
 

 

It is distinct that there no relation between the original matrix 𝑁values and the 

ciphered matrix 𝐶 values 𝑁 ≠ 𝐶 . vice versa the encrypted matrix 𝑁 ′ istipically the 

same as the original matrix (𝑁 = 𝑁’). This prove the robustness of the proposed 

scheme. 
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2.6. Finger Print Biometric Identity Extraction: 

Fingerprint is a biometric attribute that can be captured to extract digital data using 

several approaches, such as block based approach to generate the feature vector [18]. 

This feature vector is used to generate code word which can be of any arbitrary large 

size and random enough to use. The process subject to some steps, feature extraction, 

calculation of attributes of straight lines, obscuring straight lines attributes, biometric 

binary string generation. Firstly, extract Minutiae points(𝑣𝑘), Core point(𝐶𝑝) and Delta 

point (𝐷𝑝) from fingerprint image. Calculate straight line attributes between the points 

in the set 𝑣𝑘 . Let F is the fingerprint image, divide F to a number of small blocks each 

size 𝑚 ×  𝑚 pixels, where 𝐹 =  𝑠 ×  𝑞 of all blocks. Calculate straight line attributes 

using all the blocks by computing all straight lines from one 𝑣𝑘  of a block  as a 

reference block to other 𝑣𝑘  of all adjacent blocks, calculate length and angle of each 

straight line, length (𝑙i) using Euclidean distance and angle  𝑎𝑖  with reference to the x-

axis. Let 𝐹𝐵 represents a set of lengths and angles of straight lines for all blocks 

𝐹𝐵  =  {(𝑙1 , 𝑎1), (𝑙2 , 𝑎2), . . . . , (𝑙𝑧𝑏 , 𝑎𝑧𝑏 ) } size of𝐹𝐵 is𝑧𝑏 . Extract 𝐶𝑝  and 𝐷𝑝  from image𝐸 

by finding the block 𝐸𝑙𝑚  which contains the  𝐶𝑃, compute all straight lines from the 𝐶𝑃 

to all other 𝑣𝑘  of surrounding neighborhood blocks, Let 𝐹𝐶  denotes a set of lengths and 

angles of straight lines, where the size of the 𝐹𝐶  is 𝑧𝑐 . Similarly, the set of lengths and 

angles of lines represented as 𝐹𝐷 with reference to 𝐷𝑝  where the size of the 𝐹𝐷 is 𝑧𝑑 , set 

𝐹𝐵,𝐹𝐶  and 𝐹𝐷 into a single set 𝑅. 

𝑹 =   𝑭𝑩 𝑭𝑪 𝑭𝑫 , 𝒛 =  𝒛𝒃  +  𝒛𝒄  +  𝒛𝒅    (𝟏𝟕) 

For obscuring straight lines attributes, the extracted features XOR together and 

converted into a binary form, merge all bits in the feature setsto generate 256 bits. 

2.7. Dynamic Fractional Chaotic Key Generation (DFC-KG) 

In this section, we propose a new fast and efficient system for key generation using 

biometric identity XOR chaotic map sequence based on a hidden IEC. It consists of two 

parts; the first part serving for generation of initial Secret key which generated from EC 

using the parameters (𝑝, 𝑎, 𝑏, 𝐺) as in Eqn. (7). Both the sender and receiver use their 

own private key to share the public as in Eqn. (11) using ECDH key exchange, thus, 

they generate the secret key 𝑆𝑘 as in Eqn. (13). An isomorphism parameter 𝑖 will be 

generated using the shared base point 𝐺 𝑥, 𝑦  as in Eqn. (18).  It will be used as an 

isomorphism parameter as in Eqn. (8) to produce the IEC.Using 𝑖as in Eqn. (9) the 

public points 𝑃𝐴: (𝑥, 𝑦) and 𝑃𝐵 : (𝑥, 𝑦) that lies on the EC will be 𝑃𝐴
′ : (𝑥 ′ , 𝑦′) and 

𝑃𝐵
′ : (𝑥 ′ , 𝑦′) lies on the IEC. Similarly, 𝑆𝑘:  𝑥, 𝑦 will be used to get the isomorphic secret 

key 𝑆𝑘′ : (𝑥 ′ , 𝑦′).  

𝒊 =  𝑮(𝒙 ⊕  𝒚)    𝒎𝒐𝒅 𝟖 + 𝟑    (17) 

Using point addition for the isomorphic public keys 𝑃𝐴
′ and 𝑃𝐵

′  with 𝑆𝑘′ to get two 

different isomorphic secret keys 𝐼𝑆𝑘1
′ and 𝐼𝑆𝑘2

′  as following 

𝑰𝑺𝒌𝟏
′ = 𝑷𝑨

′ + 𝑺𝒌′            (18) 
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𝑰𝑺𝒌𝟐
′ = 𝑷𝑩

′ + 𝑺𝒌′             (19) 

 

Fig.4. Proposed cryptosystem key generation. 

The first 𝐼𝑆𝑘1
′ (𝑥, 𝑦) will be used as initial condition for theMFC-SM1as in Eqn. 

(21,22) to generate a Chaotic number 𝑅: (𝑥, 𝑦). This random number XOR with the 

saved 256 bit Biometric key 𝑅: (𝑥, 𝑦)as in Eqn. (17) to provide randomness for the 

biometric key. So, the output sequence is a Random Biometric key 𝑅𝐵𝑘:  𝑥, 𝑦 which 

XOR with 𝐼𝑆𝑘2
′ : (𝑥, 𝑦) to generate  𝐹𝑘(𝑥, 𝑦) as shown in Eqn. (24) to be used as initial 

condition for theMFC-SM2as the same in Eqn. (21,22).Eqn. (23) shows the value of 𝒗. 

𝒙𝟎   =   𝑰𝑺𝒌𝟏
′  (𝒙) ⁄ 𝒑             (20) 

𝒓 =  𝑰𝑺𝒌𝟏
′ (𝒚)/(𝟏𝟎 ×  𝒑)             (21) 

𝒗 =  𝒙 + 𝒓          𝒎𝒐𝒅 𝟏                      (23) 

𝑹𝑩𝒌:  𝒙, 𝒚 = 𝑩𝒌:  𝒙, 𝒚 ⊕ 𝑹: (𝒙, 𝒚)            (22) 

𝑭𝒌:  𝒙, 𝒚 = 𝑹𝑩𝒌:  𝒙, 𝒚 ⊕ 𝑰𝑺𝒌𝟐
′  𝒙, 𝒚            (23) 

The second part of key generation, the parameters used for scrambling 𝑆𝑐1 , 𝑆𝑐2 will be 

generated using the 𝑅𝐵𝑘: (𝑥, 𝑦) according to the Eqns. (26,27). 

𝑺𝒄𝟏 = 𝑹𝑩𝒌𝒙𝒎𝒐𝒅𝑺 +  𝜶            (24) 

𝑺𝒄𝟐 = 𝑹𝑩𝒌𝒚 𝒎𝒐𝒅 𝑺 +   𝜷            (25) 

where 𝑆, 𝛼 and 𝛽 are integers used to eliminate the scrambling parameters. The 

proposed MFC-SM1generates a chaotic sequence to get 𝐾𝑐which used to construct𝐾𝐼𝑀as 

in Eqn. (16). The 𝐾𝐼𝑀 is used for encryption and decryption. Table (2) shows the key 

schedule used in the whole system. 
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Table 2. Key Schedule 

Symbol  Description  Symbol Description 

 (𝑎, 𝑏, 𝑝) 

(𝑎′ , 𝑏′ , 𝑝) 

𝑆𝑘 

𝐼𝑆𝑘1
′  

𝐼𝑆𝑘2
′  

𝑆𝑐1 

𝑆𝑐2 

𝑖 

EC parameters 

IEC parameters 

Initial secret key 

First isomorphic secret key 

Second isomorphic secret key 

Scrambling parameter (1) 

Scrambling parameter (2) 

Isomorphism parameter  

𝑆𝑘′ 
𝐾𝐼𝑀  
𝑛𝐴  
𝑛𝐵  
𝑃𝐴 
𝑃𝐵  
𝑃𝐴

′  
𝑃𝐵

′  

Isomorphic secret key 

InvertableKey Matrix 

Sender privet key 

Reciver privet key 

Sender public key 

Reciver public key 

Sender isomorphic public key 

Reciver isomorphic public key 

2.8. Proposed DFC-BID-IEC Scheme 

The proposed encryption scheme uses ECC to share the EC parameters between two 

parties using ECDH to provide authenticity and confidentiality. The hidden IEC used to 

provide secrecy to the ECparameters and the all keys. such that, inlarge the key space. 

The ACMused for image confusion according to the generated scrambling parameters. 

The proposed MFC-SM2and 𝐾𝐼𝑀  to offer randomness and chaocity for image 

encryption. The system provides both system and user authentication, the proposed 

scheme goes as follows: 

2.9. Partial Image Encryption 

• DWT is applied to the image 𝑁𝑀×𝑀to generate vertical LH (CV), horizontal 

HL(CH), diagonal HH (CD) and approximation LL (CA) matrices [14]. 

• The approximation LL (CA) matrix only is scrambled using ACMas [8] with the 

scrambling parameters𝑆𝑐1, 𝑆𝑐2in Eqn. (26, 27) as it holds most of the image’s 

information. Thus, save the computational time and cost. 

• The IDWT is applied to reconstruct the scrambled image𝑁[22, 23]. 

• The initial condition for the proposed MFC-SM2 is derived using the 𝐹𝑘: (𝑥, 𝑦) using 

Eqn. (21, 22) for generating a chaotic sequence to construct 𝐾𝐶 𝐻  ×𝐻  
where 𝐻 =

 𝑀 2⁄ . 

• Constructing the 𝐾𝐼𝑀using the 𝐾𝐶and the identity matrix 𝐼 as in Eqn. (16). 

Where𝐾𝐼𝑀  dimention is 𝑀 ×  𝑀. 

• The cipher image 𝐶 is computed  as in Eqn. (13). 

2.10. Partial Image Decryption 

• Using the decrypt 𝐹𝑘′ as the same in Eqn. (25) to be the initial condition for the 

proposed MFC-SM2to generate a chaotic sequenceto be used for generating𝐾𝐶 𝑁  × 𝑁
′ . 

• Constructing the 𝐾𝐼𝑀
′ using the𝐾𝐶

′ and the identity matrix 𝐼 as in Eqn. (16). 

• The decipher image 𝑁 ′ is computed as in Eqn. (14). 
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• Applying The DWT for the decrypted image 𝑁 ′  to generate vertical LH (𝐶𝑉′), 

horizontal HL(𝐶𝐻′), diagonal HH (𝐶𝐷′) and approximation LL (𝐶𝐴′) matrices 

• The approximation LL (𝐶𝐴′) matrix is descrambled using ACMwith parameters 

𝑆𝑐1
′ , 𝑆𝑐2

′ wich are generated as  in  Eqn. (12, 13). 

• The IDWT is applied to reconstruct the descrambled image𝑁 ′ . 

 

Fig. 5. Proposed partial image encryption and decryption diagram. 

3. Simulation Results and Security Analysis 

The laptop used is Intel(R) Core(TM) i7-4910MQ CPU@2.90GHz, 16GB RAM, 

Windows 10 (64-bit), MATLAB R2018b.Small parameters are used for simulation. The 

parameters chosen for EC 𝑝 =  113, 𝑎 = −1, 𝑏 = 17, 𝐺 =  (49,53). The proposed 

scheme will be applied on gray scale "Lena", "cameraman ", "boat", "pentagon" and 

"Barbara" images with size of 512×512. Fig.5 shows the result of image encryption. It is 

noted that the scheme converts the original images to encrypted image. The robustness 

of the encryption scheme is evaluated by measuring its resistance to several attacks such 

as known-plain text attack, cipher-text only attack, statistical attack, differential attack, 

and various brute-force attacks. Security analysis has been performed on the proposed 

scheme to be evaluated by discussing histogram, correlation coefficient, NPCR, UACI. 

The IEC parameters and the other output parameters of the DFC-KGthat are shown in 

the  key schedule will be given as  

Table 3. Simulation Parameters 

Parameter   Value  Parameter   Value 

𝑖 
𝑛𝐴  
𝑛𝐵 

𝑃𝐴 

𝑃𝐵 

𝑃𝐴
′  

𝑃𝐵
′  

7 
34 

25 

(81, 27) 

(111, 24) 

(14, 108) 

(15, 96) 

𝑆𝑘 

𝑆𝑘′ 
𝐼𝑆𝑘1

′  

𝐼𝑆𝑘2
′  

𝑆𝑐1 , 𝑆𝑐2 

𝑆, 𝛼, 𝛽 

𝐹𝑘 

(99, 76) 
(52, 78) 

(11, 74) 

(97, 63) 

27, 92 

(40, 21, 60) 

(8, 62) 
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3.1. Histogram Analysis 

Histogram plots the distribution of pixel intensities in an image. For a good encryption, 

the histogram of the encrypted image must be flat and uniform. So there is no 

information to reveal about the original image. The visual inspection for Fig. 6 shows 

that the histogram of the encrypted image is uniform and significantly different from the 

histogram of the original image. This is due to the applied confusion and diffusion in 

the proposed scheme. So it can defense against statistical attacks. 

 

Fig. 6. Simulation results for images: a. Lena; b. Barbara; c. cameraman d. boat e. pentagon 

images; (f)-(j) Histogram of (a)-(e); (k)-(o) Cipher images of (a)-(e); (p)-(t) Histograms of (k)-(o). 

3.2. Correlation Coefficient 

In the original image each pixel is highly correlated with its adjacent pixels. A robust 

encryption scheme must reduce this correlation to the minimum possible value, so that 

it must be no correlation between adjacent pixels in vertical, horizontal and diagonal 

directions. Fig. 7 shows horizontal, vertical, and diagonal directions correlation of Fig.6 

(a) "Lena" image and its cipher image in Fig. 6 (k). The correlation coefficient 𝐶𝑟  

between two adjacent pixels in an image is determined as in Eqn. (28), the 𝐶𝑟value 

should be almost equal to zero [15]. A comparison of the computed correlation 

coefficients for both the plain image and its corresponding cipher image is shown in 

Table (4). The comparison performed to grayscale tested images with the other recent 

schemes in [3, 28]. 
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𝑪𝒓 =
 (𝒙𝒊−𝑬(𝒙))(𝒚𝒊−𝑬(𝒚))𝑵

𝒊=𝟏

√  𝒙𝒊−𝑬 𝒙  
𝟐
√  𝒚𝒊−𝑬 𝒚  𝑵

𝒊=𝟏

𝟐𝑵
𝒊=𝟏

    (26) 

Table 4. Correlation Coefficient of the Proposed Scheme for Gray Scale Tested Images. 

 
Algorithm     

 
Image 

Horizontal                       Vertical                        Diagonal 

Plain       Cipher Plain        Cipher Plain        Cipher 

Ours  

 

 

Lena 
Barbara 

Peppers 

Baboon 
House 

0.9741         0.0005 
0.8954       0.0024 

0.9768        -0.0001 

0.8665          -0.0007 
0.9480        -0.0011 

0.9862         0.0011 
0.9589         0.0025 

0.9792        -0.0018 

0.7587       -0.0034 
0.9577        -0.0025 

0.9619      0.0000 
0.8830       -0.0004 

0.9639       -0.0020 

0.7262       0.0001 
0.9130      0.0014 

Ref. [3] 

 

 

Lena 

Barbara 

Peppers 

Baboon 

House 

0.9868         0.0019 

0.9876       -0.00007 

0.9831        -0.0023 

0.754          -0.0004 

0.9867        -0.0003 

0.9590         -0.0006 

0.9704         -0.0022 

0.9658        -0.0013 

0.7195       -0.0027 

0.9713        0.0033 

0.9717      -0.0014 

0.9812       0.0007 

0.9808       0.0012 

0.8635       0.0004 

0.9841      -0.0017 

Ref. [28]  

Lena 

Barbara 
Peppers 

Baboon 

House 

0.9858          0.0019  

0.9689          0.0024 
0.9807         -0.0028 

0.7251          0.0024 

0.8942         -0.0003 

0.9801         -0.0024 

0.8956          0.0031  
0.9752          0.0039 

0.8558          0.0011 

0.8936          0.0014 

0.9669      -0.0011 

0.8536      -0.0013 
0.9636      -.00024 

0.6920      -0.0008 

0.8401      0.0024 

 

Fig.  7. Correlation of adjacent pixels in "Lena" image along (a) Plain image horizontal direction; 

(b) Plain image vertical direction; (c) Plain image diagonal direction; (d) Cipher image horizontal 

direction; (e) Cipher image vertical direction; (f) Cipher image diagonal direction. 

It is clear that the correlation coefficients for the cipher images are near to zero, 

while for the original images are near to one. This indicates that the proposed scheme is 

highly resistant to statistical-based attacks. 

3.3. Key Space Analysis 

Key space is the set of all keys used in image encryption scheme. For efficient scheme it 

must be large enough to tackle the brute-force attack. It can be evaluated by measuring 

the key sensitivity and the number of keys.For 256-bit EC parameter used to be 

performed in the DFC-BID-IEC system. The key schedule shows allthe keysused in the 
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DFC-BID-IEC system. The total key space for the proposed encryption scheme is 

extremely large and it can be calculated as 2256  × 2256× 2256  × 2256 × 2256  × 2256 × 2256 × 2256 

× 2256 × 216  ×216× 216  ×216  = 22624, where, the first 256 bits are given from the EC 𝑆𝑘,  the 

second and third 256 bits are from the 𝑃𝐴
′ , 𝑃𝐵

′ , the fourth , fifth and sixth  256 bits given 

from (𝑆𝑘, 𝐼𝑆𝑘1
′ , 𝐼𝑆𝑘2

′ ), the seventh 256 bits are given from 𝐵𝑘, the eighth 256 bits are 

the MFC-SM1 output, the ninth 256 bits are from 𝑅𝐵𝑘, the tenth 256 bits are for the 𝐹𝑘 

Also, the first 16 bits are the length of the initial values of the MFC-SM1 and the second 

16 bits are the length of the MFC-SM1 control parameter similarly, the third and the 

forth is for MFC-SM2. It is obvious that the total key space for the proposed encryption 

scheme is extremely large because of using the IEC and this is achieved without using 

EC point multiplication operation. A comparison for key space with recent schemes are 

shown in table (5). 

Table 5. Key Space Analysis 

                                 ours             Ref [29]            Ref[28]                Ref[3]     

Key space size         22624 2512 2564 2772 

3.4. Key Sensitivity Analysis 

A robust cryptographic scheme should have high sensitivity to all keys. A slight change 

in the key should provide a totally different cipher image. Also the recovery of the plain 

image will be impossible with slight change in the decryption key [25]. To test the key 

sensitivity in the proposed scheme Fig. 6 (a, b, c, d) "pentagon", " Lena ", " Barbara " 

and" cameraman "images is encrypted with the correct key as shown in Fig. 8 (e, f, g, 

h). The cipher images are decrypted with a correct key in Fig. 8 (i, j, k, l). Another key 

which is just one bit different from the original key used to encrypt the original images 

in Fig. 8 (l, m, n, o), Fig. 8 (p, r, s, t) shows the decrypted images which are encrypted 

using a wrong key which is just a bit different from the original key. These differences 

are huge, which proves that the proposed scheme has high sensitivity to the initial keys 

and so it has a strong defense against the brute-force and statistical attacks. 
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Fig. 8. The key sensitivity analysis. a. Pentagon; b. Lena; c. Barbara; d. cameraman plain images; 

(e)-(h) Encrypted image with original keys; (i)-(l) Decrypted images with correct key; (m)-(p) 

encrypted images with modified keys; (q)-(t) Decrypted images with wrong key respectively. 

3.5. Differential Attack Analysis 

A good diffusion performance is a measure of the strength of an image encryption 

scheme. It means a strong dependency of cipher image pixels on the plain image pixels. 

The differential attack resistance can be evaluated by comparing the differences of 

cipher images if the plain image one bit changed, it should provide a totally different 

cipher image. Number of pixels change rate (NPCR) and unified average changing 

intensity (UACI) are two quantitative measures used to ensure the security of an image 

encryption scheme against any differential attack [27]. 

𝑵𝑷𝑪𝑹 =
 𝐃 𝐢,𝐣 𝐢,𝐣

𝑴×𝑵
 × 𝟏𝟎𝟎%                                               (29) 

𝑼𝑨𝑪𝑰 =
𝟏

𝑴×𝑵

  𝑪𝟏(𝒊,𝒋)−𝑪𝟐(𝒊,𝒋) 𝒊,𝒋

𝟐𝟓𝟓
 × 𝟏𝟎𝟎%                     (27) 

where M and N are the width and height size of the plain image respectively, 𝑪𝟏(𝒊, 𝒋) 

and 𝑪𝟐(𝒊, 𝒋) are the values of the pixels in the position (𝒊, 𝒋) of the two cipher images 𝑪𝟏 

and 𝑪𝟐 before and after changing one bit of the plain image, 𝟐𝟓𝟓 is the number of gray 

levels and 𝐷(𝑖,𝑗) is given as: 
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𝐷 𝑖, 𝑗 =  
0,     𝑓𝑜𝑟 C1 (i, j) =  C2 (i, j) 
1,      𝑓𝑜𝑟 C1  (i, j) ≠  C2  (i, j)

           (28) 

The theoretical values of 𝑁𝑃𝐶𝑅 =  99.61% and 𝑈𝐴𝐶𝐼 =  33.46. For better and more 

secure encryption scheme, the values of NPCR and UACI increase above or equal to 

these theoretical values. For the proposed scheme, the value of one pixel which 

randomly chosen is modified.Then the cipher image of the original and the modified 

image 𝐶1 and 𝐶2respectively, NPCR and UACI increase above or equal to these 

theoretical values. For the proposed scheme, the value of one pixel which randomly 

chosen is modified. Then the cipher image of the original and the modified image 𝐶1 

and 𝐶2 respectively, NPCR and UACI are computed for the different images. The result 

tabulated in Table (6) and compared with Ref. [3, 28]. 

Table 6. NPCR AND UACI Comparison 

Algorithm Image         Lena      Baboon    Barbara   Peppers   House 

Ours NPCR (%)    99.63      99.61       99.60        99.61      99.61  
UACI (%)    33.48       33.55       33.51         33.42     33.51 

Ref. [3] NPCR (%)    99.62      99.61       99.60        99.61      99.61  

UACI (%)    33.48       33.46       33.44         33.55     33.52 

Ref. [28] NPCR (%)    99.61      99.61       99.57        99.61      99.62  
UACI (%)     33.46      33.49       33.42        33.48      33.50 

3.6. Complexity Analysis  

Low computation complexity and fast speed are properties of a good encryption 

scheme. EC point multiplicationis the most time consuming operation. The proposed 

scheme has a low number of EC point multiplication operation if it compared to many 

recent EC based image encryption schemes. A comparison with other recent schemes 

for encryption and decryption execution time for 256×256 and 512×512image sizes, the 

resultes are illustrated in Table (7). From Table (8), it is obvious that the proposed 

scheme has a time saving compared to other schemes. Also, it uses self-invertible 

matrix multiplication operation to reduce the computational time. So the proposed 

scheme is very efficient for real time image encryption. 

Table 7. Encryption time (in sec.) comparison of the tested images 

Image size  256×256                  512×512 

Ours   0.17685                    0.2151 

Ref. [3] 
Ref. [29]  

Ref. [30]  

Ref. [31]  

  0.23                          0.68            
 1.170844                   4.73389  

0.498021                   0.938217  

1.44                            5.41           

Table 8. Encryption time saving (%) of the proposed scheme 

Image 
size 

Time saving (%)   Ref. [29] Ref. [30] Ref[3] Ref. [31] 

256×256  
 
 

 

 
 

 

  

 84.89% 64.49% 23.1% 87.71% 
 

512×512  
 
 

 

 
 

 

 
 

 
 

 

 
  

 95.45% 
 
 

 

 
 

 

 

77.07% 68.36% 95.81% 
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4. Conclusion 

In this paper, a new dynamic fractional chaotic biometric digital identity IEC 

mechanism has been proposed in order to achieve a robust partial image encryption 

scheme. The scheme consists of two parts of encryption. Firstly, the IEC Diffie-

Hellman key exchange technique is used to solve the key distribution and management 

problem of symmetric key encryption. Secondly, the initial state, the biometric key and 

the proposed modular fraction chaotic sine map are used to build the key schedule. This 

condition allows the system to vary the keys every process to attain a good randomness 

and makes the scheme more resistant. Thus, overcome the chosen plaintext attacks. The 

keys generated from a combination between hidden cyclic isomorphic elliptic curve, 

biometric key and the proposed modular fraction chaotic sine map. The encryption and 

decryption process depend on scrambled plain image pixel values where scrambling is 

performed using Arnold’s transformation. The proposed modular fraction chaotic sine 

map generates a chaotic sequence used to construct self-invertible matrix.  From the 

security results, the proposed system is more efficient and has faster encryption and 

decryption time compared with other recent chaotic map EC based schemes. It has large 

key space, key-dependent pixel value replacement, low correlation and can resist 

statistical, differential and noise attacks. In the future work, and due to the proposed 

scheme advantages, it may be applied to multimedia such as audio and video with more 

performance improvement. 

References 

1. Y. Luo and M. Du, "A self-adapting image encryption algorithm based on 

spatiotemporal chaos and ergodic matrix,'' Chin. Phys. Rev. B, vol. 22, no. 8, pp. 

316_324, 2013.  

2. Y. Luo, L. Cao, S. Qiu, L. Hui, J. Harkin, and J. Liu, "A chaotic map control-based 

and the plain image-related cryptosystem,'' Nonlinear Dyn., vol. 83, no. 4, pp. 

2293_2310, Mar. 2016. 

3. Ro. Ismail, “Secure Image Transmission Using Chaotic Enhanced Elliptic Curve 

Cryptography,” In: IEEE Access, vol. 7, no. 18576096,2019 

4. G. J. Simmons, "Symmetric and asymmetric encryption,'' ACM Comput.Surv., vol. 

11, no. 4, pp. 305_330, 1979. 

5. M. Miller, "Uses of elliptic curves in cryptography". Advances in Cryptography 

Crypto ’85.1986; 417-426. 

6. N. Koblitiz, "Elliptic curve cryptosystems". Mathematics of computation. Vol. 48; 

No. 177; 1987; 203-208.  

7. Ar. kumar,S.S.Tyagi, Man. Rana, Ne. Aggarwal, Pa. Bhadana, A Comparative 

Study of Public Key Cryptosystem based on ECC and RSA, Int. Journal on Com. 

Sci. and Eng., Vol. 3 No. 5 May 2011 

8. Esam A. A. A. Hagras,"Selective Image Encryption Based on Multi-Level 2D-DWT 

and Multi-Map Chaotic System,"Int. Journal of Net. Security, vol. 9, no. 4, 2010. 



 Dynamic Fractional Chaotic Biometric...           1075 

9. M. Essaid, I. Akharraz, A. Saaidi and A. Mouhib, "Image encryption scheme based 

on a new secure variant of Hill cipher and 1D chaotic maps", Jou. of Inf. Sec. and 

Applications no.47 pp.173–187, 2019. 

10. Arr. D., Alv. G, Fer. V., On the inadequacy of the logistic map for cryptographic 

applications., arXiv: 0805.4355, 2008. 

11. D. G. Abraham, G. M. Dolan, G. P. Double and J. V. Stevens, “Transaction Security 

System”, IBM Systems Journal, vol. 30, no. 2, pp. 206-229,2011. 

12. Dol. Si. Laiphrakpam, Man. Si. Khumanthem, "A robust image encryption scheme 

based on chaotic system and elliptic curve over finite field"Springer Science 

Business Media, Multimed Tools Appl (2018) 77:8629–8652. 

13. M. Bakr, M. A. Mok., A. Ta., "Modified Elliptic Curve Cryptography in Wireless 

Sensor Networks Security", 978-1-5386-9239-4/18, IEEE, 2018. 

14. Y. Liu., J. Li., J. Liu, J.Che., J. Liu., L. Wang and X. Bai., "Robust Encrypted 

Watermarking for Medical Images Based on DWT-DCT and Tent Mapping in 

Encrypted Domain",X. Sun et al. (Eds.): ICAIS 2019, LNCS 11633, pp. 584–596, 

2019. 

15. Ah. A. Abd El-Latif, X. Niua, "A hybrid chaotic system and cyclic elliptic curve for 

image encryption", Int. J. Electron. Commun. (AEÜ) 67 (2013) 136– 143, 2013. 

16. N. A. Azam, U. Hayat, I. Ullah, "An Injective S-Box Design Scheme over an 

Ordered Isomorphic Elliptic Curve and Its Characterization", Sec. and Com. 

Net.,Vol. 2018, A. ID 3421725,   pp. 9, 2018. 

17. X. Zhang, L.Wang, Y. Niu , G. Cui and S. Geng, " Image Encryption Algorithm 

Based on the H-Fractal and Dynamic Self-Invertible Matrix, Com. Int.andNeu. Vo. 

2019, A. ID 9524080, pp. 12, 2019. 

18. Guo-Cheng We, DumitruBaleana, Sheng-Da Zang, “Discrete chaos in fractional sine 

and standard maps,” Physics letter A, 378, pp 484-487, 2014. 

19. G. Jak. and K. P. Sub., “Discrete Lyapunov exponent and differential cryptanalysis,” 

IEEE Trans. Circu. Syst. II, vol. 54, no. 6, pp. 499–501, Jun. 2007. 

20. S. Turner, D. Brown, K. Yiu, R. Housley, and T. Polk, “Elliptic Curve Cryptography 

Subject Public Key Information,” RFC Editor RFC5480, 2009. 

21. D. H. Ou, W. Sun, and B. Lin, “A novel image encryption scheme with the 

capability of checking integrity based on inverse matrix,” Journal of Graphics, vol. 

33, no. 2, pp. 89–92, 2012. 

22. Zheng, P., Huang, J.: Discrete wavelet transform and data expansion reduction in 

homomorphic encrypted domain. IEEE Trans. Image Process. 22, 2455–2468 

(2013). 

23. Y. a. Liu, J. Li, J. Liu, J. Cheng, J. Liu, L. Wang, and X. Bai, " Robust Encrypted 

Watermarking for Medical Images Based on DWT-DCT and Tent Mapping in 

Encrypted Domain", X. Sun et al. (Eds.): ICAIS 2019, LNCS 11633, pp. 584–596, 

2019. 

24. G. Panchal, D. Samanta, "A Novel Approach to Fingerprint Biometric-Based 

Cryptographic Key Generation and its Applications to Storage Security", Computers 

and Electrical Engineering 0 0 0 (2018) 1–18. 

25. R. K. Kodali and Prof. N.V. Sarma, "ECC implementing using Koblitz’s Encoding", 

Dep. of Ele. and Comm. Engineering, Nat. Ins. of Technology, Warangal. 



1076           Ahmed Kamal et al. 

26. T. Dhanashree, S. V. Rakesh and S. K. Premnath "An Approach for Security of 

Images over Elliptical Curve Cryptography and Digital Signature", Int. Jou. of Com. 

Applications, vol. 153, no. 11, 2016. 

27. Y. Wu, J.P. Noonan, S. Agaian, " NPCR and UACI randomness tests for image 

encryption", J. Sel. Areas Telecommun. 4 (1) (2011) 31–38. 

28. Y. Luo, X. Ouyang, J. Liu and L. CAO, " An Image Encryption Method Based on 

Elliptic Curve Elgamal Encryption and Chaotic Systems", vol. 7, ,IEEE Access 

,2019.DOI 10.1109/ACCESS.2019. 

29. L. D. Singh and Kh. M. Singh, "Image Encryption using Elliptic Curve 

Cryptography", Eleventh International Multi-Conference on Information Processing-

2015 (IMCIP-2015), Procedia Computer Science 54 ( 2015 ) 472 – 481, Elsevier. 

30. S. Zhu, C. Zhu, and W. Wang, "A novel image compression-encryption scheme 

based on chaos and compression sensing,'' IEEE Access, vol. 6, pp. 67095_67107, 

2018. 

31. R. I. Abdelfatah, "A new fast double-chaotic based image encryption scheme", 

Multimedia Tools Appl., Springer Science+Business Media, LLC, part of Springer 

Nature 2019.  

 

 

Ahmed Kamal, received the B.Sc. degree in Electrical Engineering from Alexandria 

University, Egypt in 2007, the M.Sc. degree in Electrical Engineering from Alexandria 

University, in 2021. He is currently a teaching assistant in communication science 

branch in the Air Defense College, Alexandria University. His current research interests 

include data protection in digital communication systems and developments of new 

encryption algorithms. 

 

Esam A. A. Hagras received the B.Sc. degree in Electrical Engineering from 

Alexandria University, Egypt in 1994, the M.Sc. degree in Electrical Engineering from 

Mansoura University, Egypt, in 2001 and the Ph.D. degree in Electrical Engineering 

from Alexandria University, in 2008.  He has been Head of Electronics & 

Communication Research Center, Armed Forces, Cairo, Egypt from 2010 to 2017. He is 

currently an Assistant Professor with Communications and Computer Department, 

Faculty of Engineering, Delta University for Science and Technology, Gamasa, 

Mansoura, Dakahlia, Egypt. His current research interests include data protection in 

digital communication systems and developments of new encryption algorithms. 

 

H. A. El-Kamchochi Professor with Electrical Department, Faculty of Engineering, 

Alexandria University, Alexandria, Egypt. His current research interests include data 

protection in digital communication systems and developments of new encryption 

algorithms. https://dblp.org/pid/12/1592.html 

 

 

Received: May 02, 2020; Accepted: February 17, 2021. 

 



Computer Science and Information Systems 18(3):1077–1100 https://doi.org/10.2298/CSIS200131034C

Time-aware Collective Spatial Keyword Query

Zijun Chen1,2? Tingting Zhao1 and Wenyuan Liu1,2

1 School of Information Science and Engineering, Yanshan University,
Qinhuangdao 066004, China

2 The Key Laboratory for Computer Virtual Technology
and System Integration of Hebei Province,

Qinhuangdao 066004, China
zjchen@ysu.edu.cn, tingtingzhao@stumail.ysu.edu.cn, wyliu@ysu.edu.cn

Abstract. The collective spatial keyword query is a hot research topic in the database
community in recent years, which considers both the positional relevance to the
query location and textual relevance to the query keywords. However, in real life,
the temporal information of object is not always valid. Based on this, we define a
new query, namely time-aware collective spatial keyword query (TCoSKQ), which
considers the positional relevance, textual relevance, and temporal relevance be-
tween objects and query at the same time. Two evaluation functions are defined to
meet different needs of users, for each of which we propose an algorithm. Effec-
tive pruning strategies are proposed to improve query efficiency based on the two
algorithms. Finally, the experimental results show that the proposed algorithms are
efficient and scalable.

Keywords: Collection of objects, TR-tree, Valid time of the objects, Keyword query.

1. Introduction

As textual information on location-based geographic information has been paid more and
more attention, spatial keyword query technology is proposed [8]. With the continuous
development of spatial keyword query, in some practical applications, people begin to pay
attention to the valid time of geo-spatial objects. For example, visitors want to plan a trip
based on the opening time of geo-spatial objects, which is the time-aware spatial keyword
query [5]. However, [5] only considers the case that a single object contains all the query
keywords. As far as we know, there is no work to consider the valid time of objects based
on the collective spatial keyword query. The collective spatial keyword query refers to
finding a group of objects that together contain all of the query keywords and are near to
the query location. Therefore, this paper proposes a new query, i.e., time-aware collective
spatial keyword query (TCoSKQ). An example is illustrated in Fig. 1, where a user (at the
location of q) plans to visit a “gym” from 7:00 to 8:30, and a “restaurant” from 9:00 to
10:00. Collective spatial keyword query may return {o1, o2}, while TCoSKQ may return
{o3, o2}. The reason of the difference is that TCoSKQ considers the valid time of the
objects. Although [6] is closely related to ours, they do not consider the case that there
exists a query point. [21] considers the valid time of the objects too, but it aims to find a
set of k objects ranked the highest according to a ranking function.

? Corresponding author
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TCoSKQ considers the positional relevance, textual relevance and temporal relevance
between the objects and the query at the same time. In order to solve the TCoSKQ prob-
lem, we define two evaluation functions to meet different needs of users, i.e., score1 and
score2, which are suitable for the cases that the object containing the query keyword is
close to and far from the query position, respectively. Then, TCoA1 algorithm and TCoA2
algorithm are designed for the two evaluation functions, respectively. Both algorithms use
multiple Time-aware R-tree (TR-tree) [6] to index the valid time information and the spa-
tial information of objects, that is, objects containing the same keyword are on the same
TR-tree. TCoA1 algorithm finds feasible solutions by the distance dominators, which are
searched from near to far, starting from the query location. Finally, the feasible solution
with the largest score1 is the final result. In order to improve the efficiency of the query,
we propose effective pruning strategies for pruning the distance dominators that are un-
likely to appear in the final result. TCoA2 algorithm searches for the center object from
near to far from the query location, in which TCoA1* algorithm is called to find the fea-
sible solution. TCoA1* algorithm is got by modifying TCoA1 algorithm. The feasible
solution with the largest score2 is the optimal solution, and effective pruning strategies
are proposed to improve the query efficiency.

3 

 

 

 

 

 

q 

 

 

 

 

o3 

gym 7:00-18:00 

o2   

restaurant 8:00-20:00 

o1  

gym 8:00-19:00 

 

 

 

 

 

Fig. 1. Example of a TCoSKQ

To summarize, the main contributions of this paper are:

(1) We propose a new query, i.e., time-aware collective spatial keyword query (TCoSKQ).

(2) We propose two evaluation functions (i.e., score1 and score2), and propose effec-
tive pruning strategies and algorithms (i.e., TCoA1 and TCoA2) for these two functions
to solve TCoSKQ.

(3) We conduct extensive experiments using the data sets to demonstrate the efficiency
and scalability of our algorithms.

This paper introduces related work in Section 2. Section 3 gives problem definition.
Section 4 gives the TR-tree indexing structure. Section 5 and 6 elaborates TCoA1 and
TCoA2 algorithm, respectively. Section 7 gives the experimental results and analysis.
Section 8 concludes the paper.
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2. Related Work

In recent years, spatial keyword query has attracted much attention from spatial database
community. Scholars have proposed effective techniques to deal with spatial keyword
query. The early spatial keyword query is mainly for the case of retrieving a single object
containing all query keywords and close to the query position. It is roughly divided into
three types: Boolean kNN query [2], [18], ranked kNN query [14] and Boolean range
query [19].

As people’s needs increase, [1] observed that there may be situations where a single
object cannot meet the needs of users, therefore, they first proposed collective spatial key-
word query (CoSKQ). CoSKQ refers to retrieving a group of spatial web objects such
that the group’s keywords cover the query’s keywords and such that objects are nearest
to the query location and have the lowest inter-object distances. Based on two types of
cost function, they study two instances of this problem, both of which are NP-complete.
So they proposed effective approximate algorithms and exact algorithms to solve the two
instances. Based on the shortcomings of the query in [1], [15] defined a new cost function
describing the quality of set, proposed a new collective query processing method based
on spatial keyword, and devised the corresponding approximate algorithm and exact al-
gorithm.

With the intensive study of the collective spatial keyword query, some variants of
the collective spatial keyword query have been proposed. [7] focused on specific spa-
tial keyword set search in specific direction, and proposed a query algorithm based on
grid index. [3] proposed an inherent-cost aware collective spatial keyword query, which
takes into account the inherent cost of each object, and gave an exact algorithm and ap-
proximate algorithm that can solve the problem. Considering the importance of keyword
level, [20] proposed a level-aware collective spatial keyword query, the corresponding
cost function, the exact algorithm, and the approximate algorithm. Group-based collec-
tive keyword querying was proposed in [17], which considers the case of group of users.
The query aims to find a region containing a set of objects that covers all the query key-
words and these objects are close to the group of users and are close to each other. [9] and
[22] have successively proposed methods for solving collective spatial keyword query
on the road network. [11] considered the problem of scalable collective spatial keyword
queries and proposed a distributed method to solve this problem effectively. In [4], a uni-
fied cost function and a unified method are proposed for the collective spatial keyword
query problem to systematically solve the query problem.

With the in-depth study of spatial keyword queries, the valid time information of ob-
jects has attracted people’s attention. [5] proposed a time-aware Boolean spatial keyword
query (TABSKQ), which returns the k objects that satisfy users’ spatio-temporal descrip-
tion and textual constraint, designed TA-tree index structure, and proposed algorithms to
process TABSKQ efficiently. [21] proposed time-aware spatial keyword queries on road
networks, which finds the k objects satisfying users’ spatio-temporal description and tex-
tual constraint, and devised several effective algorithms using the TG index. [6] proposed
a time-aware spatial keyword cover query (TSKCQ), devised a TR-tree for indexing the
temporal information and the spatial information of objects, and proposed an exact algo-
rithm to tackle TSKCQ.

As far as we know, the previous work on collective spatial keyword query does not
consider the importance of the object’s valid time information. Therefore, we propose
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a new query, that is, time-aware collective spatial keyword query, which considers the
object’s valid time based on the collective spatial keyword query.

3. Problem Definition

In spatial dataset, each object may be associated with one or multiple keywords. We con-
vert the object with multiple keywords into multiple objects in the same location. For any
object o with m (m > 1) keywords, we will create m − 1 other objects with the same
location of o so that each of the m objects has only one different keyword. Let D be a set
of objects. Each o ∈ D is associated with a location denoted by o.λ, a keyword denoted
by o.k and a valid time denoted by o.t, where o.t is in the form of (st, et) with st and et
being the starting time stamp and the ending time stamp of o, respectively. Similar to [5]
and [6], we integerize st and et of o, and take one hour as a time unit. As an example,
any time stamp among [13:00, 14:00) can be converted to a time unit 13. (13:10, 18:00)
can be converted to (13, 18). For simplicity, let et, st ∈ [0, 24] and st ≤ et. The input of
a time-aware collective spatial keyword query (TCoSKQ) is q = (λ,K, T ), where q.λ is
the query location, K = {k1, ..., km}, T = {t1, ..., tm}, ki(1 ≤ i ≤ m) is the ith query
keyword, and ti is a time interval specified in the query for ki. For the query q, the object
set S = {o1, ..., om}(S ⊆ D) containing all the keywords in K is called the feasible
solution.

Definition 1. (Time-aware collective spatial keyword query (TCoSKQ)) Given a spatial
database D and a query q = (λ,K, T ), TCoSKQ returns an optimal solution S (which is
also a feasible solution), such that score(q, S) ≥ score(q, S′), where S′ is any feasible
solution.

According to the two different needs of users, we give the definition of score(q, S):

score(q, S) =

{
score1(q, S), the first evaluation function
score2(q, S), the second evaluation function

(1)

where score1 and score2 are evaluation functions that satisfy the user’s first and second
requirement, respectively.

(a) The score1 is defined as:

score1(q, S) = α(1−max
o∈S

dist(q, o)

max dist
) + (1− α) min

o∈S,ki∈K,o.k=ki

|ti ∩ o.t|
|ti|

(2)

where dist(q, o) is the Euclidean distance between q and o, max dist is the maximum
distance between any two objects in the spatial database D, and α(0 < α < 1) is a
specified parameter. Let Γo = |ti∩o.t|

|ti| , where the object o contains the keyword ki in K.
(b) The score2 is defined as:

score2(q, S) = max
o∈S

score(q, S, o) (3)

score(q, S, o) = β(1− dist(q, o)

max dist
) + (1− β)score1(q′, S), o ∈ S (4)



Time-aware Collective Spatial Keyword Query 1081

where q′ = (o.λ, q.K, q.T ). According to (3), a function value is obtained by centering
on each object in S, so that such an object is called the center object of S. We call o′ the
best center object if o′ = argmax

o∈S
score(q, S, o).

For score1 and score2, the user could choose the function according to the query
location. If the user is in the downtown area at present, score1 may be chosen to find
the result. But if the user is far away from downtown now, the user may have to choose
score2 to find the result.

The notations used in this work are summarized in Table 1.

Table 1. Symbols and Description

Notation Description
D a set of objects
Γo the temporal overlap ratio of the object o
score1 the evaluation function that satisfies the user’s first requirement
score2 the evaluation function that satisfies the user’s second requirement
TRki -tree the time-aware R-tree for keyword ki
d(q, elem) the distance (or minimum distance) from query q to object (or node) elem
C(q, r) a circle with q as the center and r as the radius
NN(q, k) k-keyword nearest neighbor of q

4. TR-tree Index Structure

To process TCoSKQ, we use TR-tree [6] as the index structure of the algorithms, which is
an extension of R-tree [10]. On the basis of R-tree, a new dimension is added for indexing
valid time of objects.

As far as we know, the current collective spatial keyword queries use the index struc-
ture of a single tree, that is, a tree indexes objects in all geographic locations. A single tree
structure suits the situation that most keywords are query keywords. However, in practice,
users will only use a small fraction of keywords as query keywords. So, multiple trees are
also used in this work, one for each keyword. The TR-tree for keyword ki is denoted as
TRki

-tree.
In the case of knowing the query keywords, we only need to find the TR-tree cor-

responding to the query keyword, which greatly reduces the number of objects to be
considered in the query.

Next, we introduce the non-leaf nodes and leaf nodes of TR-tree in detail:
Non-leaf nodes of TR-tree contain entries of the form N(ptrs,mbr, UT ), where ptrs

is the address of a child node of N , mbr is the minimum bounding rectangle (MBR) of
all rectangles in entries of the child node, and UT is a set of the time intervals that are the
union of the valid times of the objects in N .

Leaf nodes of TR-tree contain entries of the form o(id, l, t), where id refers to the
object o, l represents the coordinates of o, and t is the valid time of o.
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Fig. 2a gives the placement of objects containing the keyword “restaurant”. Objects
and valid time of objects are shown in Fig. 2b. The TRk1

-tree for keyword “restaurant” is
created, and the nodes and their corresponding valid time of the tree are shown in Fig. 2c.
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(a) Object placement

 Object Valid time 

o1 (6:00, 10:00) 

o2 (7:00, 9:00) 

o3 (7:00, 11:00) 

o4 (13:00, 17:00) 

o5 (21:00, 24:00) 

o6 (9:00, 14:00) 

(b) Objects and valid time of ob-
jects 

Node Valid time 

N1 (6:00, 11:00) 

N2 (9:00, 17:00), (21:00, 24:00) 

N3 (6:00, 17:00), (21:00, 24:00) 

(c) Nodes and time intervals of nodes

Fig. 2. Example of a TR-tree

TR-tree inherits the important features of R-tree: the minimum distance from the
query to the parent node is less than or equal to the minimum distance to the child node.

Example 1. In Fig. 2, we assume that the time interval specified in the query for the
query keyword “restaurant” is (8:00, 19:00). Thus, we have Γo1 = 2/11, Γo2 = 1/11,
Γo3 = 3/11, Γo4 = 4/11, Γo5 = 0, Γo6 = 5/11.

Definition 2. (MinDist Distance [16]) In Euclidean space of dimension n, the minimum
distance between a point q and MBR N(s, u) is denoted by MinDist(q, N(s, u)), which
is defined as follows:

MinDist(q,N) =

n∑
i=1

|qi − ri|2, ri =


si, qi < si

ui, qi > ui

qi, otherwise
(5)

Given a query q,

Dist(q, elem) =

{
dist(q, elem), elem is an object

MinDist(q, elem), elem is a node
(6)

d(q, elem) =
Dist(q, elem)

max dist
(7)
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5. TCoA1 algorithm

We propose TCoA1 algorithm for the evaluation function score1(q, S) to solve the TCoSKQ
problem. Before we introduce TCoA1 algorithm, we first introduce some notations.

Given a query q = (λ,K, T ), let S be a solution that satisfies the query, then
(1) The distance dominator of S is defined to be the object o ∈ S that is most far away

from q (i.e.,o = argmax
o∈S

dist(q, o) ).

(2) Let o be the distance dominator of S. A circle with q as the center and d(q, o) as
the radius is denoted by C(q, r), where r = d(q, o).

(3) Given a keyword k, for the objects containing k, the one who is closest to q is
called the k-keyword nearest neighbor of q, denoted by NN(q, k).

5.1. Pruning Strategies

The idea of TCoA1 algorithm is to find feasible solutions with the help of distance dom-
inators. However, not every object can be distance dominators, so we will find the lower
bound of distance to q for distance dominators by the following theorem.

Theorem 1. Given a query q = (λ,K, T ), let FS be a feasible solution, let o be the
distance dominator of FS, and let S ={NN(q, k1), NN(q, k2), ..., NN(q, km)}. Then,
we have d(q, o) ≥ dLB , where dLB = max

o′∈S
dist(q, o′).

Proof. Assume d(q, o) < dLB . Let of be the distance dominator of S, i.e., dLB =
d(q, of ), and of contains the keyword kf . Since d(q, o) < dLB , we get of /∈ FS, and
there must be an object o′f ∈ FS containing kf , such that d(q, o′f ) ≤ d(q, o). Therefore,
we have d(q, o′f ) < dLB . This conclusion contradicts that of is NN(q, kf ), so it is true
that d(q, o) ≥ dLB . �

If some distance dominators are too far from q, then the solutions obtained by such
distance dominators would not be the optimal solution. Therefore, such distance domina-
tors can be pruned by the following theorem.

Theorem 2. Given a query q = (λ,K, T ), and the current optimal solution S. Let S′ be
any feasible solution, and let o be the distance dominator of S′. If d(q, o) ≥ dUB , where
dUB = (1− score1(q, S))/α, then we have score1(q, S′) ≤ score1(q, S).

Proof. Assume when o is the distance dominator of S′ and d(q, o) ≥ dUB , there is
score1(q, S′) > score1(q, S). Since score1(q, S′) = α(1−d(q, o))+(1−α) min

oj∈S′
Γoj ≤

α(1 − d(q, o)) + (1 − α), we have α(1 − d(q, o)) + (1 − α) > score1(q, S), i.e.,
d(q, o) < (1−score1(q, S))/α, that is, d(q, o) < dUB , which contradicts the hypothesis.
�

Fig. 3 shows the distance constraint when looking for distance dominators. Suppose
o1, o2, o3, o4, o5, and o6 contain one query keyword in K respectively. Initially, we only
need to consider the objects in the gray area (i.e., o2, o3, o5) to be distance dominators.
As the current optimal solution S changes, the upper bound dUB will become smaller and
smaller.
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Fig. 3. Distance constraint for distance dominators

5.2. TCoA1 Algorithm Description

The steps of the algorithm are as follows:
Step 1: For each query keyword ki in K, NN(q, ki) is found to form the current

optimal solution S.
(1) For the m query keywords in K, the m TR-trees are found, respectively;
(2) For each TRki

-tree, a min heap Minheapi is created, with d(q, elem) as the key,
where elem is the node or object of TRki

-tree;
(3) We create a max heap maxHeapi for each TRki -tree, with Γoi as the key, where

oi represents the object accessed in the TRki -tree;
(4) For each TRki

-tree, NN(q, ki) is found with the best-first strategy [12] to form
the current optimal solution S, i.e., S = {NN(q, k1), NN(q, k2),..., NN(q, km)}.

The process of finding NN(q, ki) is as follows: The root node of TRki
-tree is kept in

Minheapi. Determine whether the top element of Minheapi is a node or an object. If it
is a node, remove the node and store its children in Minheapi. This process is repeated
until the top element is an object, and the object is NN(q, ki).

Example 2. Fig. 4 shows an example. Assume that the query keywords are “restaurant”
and “gym”. The initial state of Minheap1 and Minheap2 is shown in Fig. 4b. When
S is found by using the best-first strategy for each TR-tree, the state of Minheap1 and
Minheap2 is shown in Fig. 4c, we know that NN(q, k1) = o3, NN(q, k2) = o7, there-
fore, we have S = {o3, o7}.

Step 2: Using S, we can determine dLB , which is used to identify the distance domi-
nator. The object o ∈ D will be put into the maxHeap in ascending order d(q, o). Once
a distance dominator is put into the maxHeap, it will be used to find a feasible solution
S′.

(1) Let of = arg max
of∈S

d(q, of ), dLB = d(q, of );

(2) For each o ∈ Minheapi(1 ≤ i ≤ m), if d(q, o) < dLB , then remove o from
Minheapi, and put it into maxHeapi. All these objects will not be distance dominators
according to Theorem 1.

(3) With best-first strategy, we look for a distance dominatorminobject fromMinheapj
(1 ≤ j ≤ m), and put it into maxHeapj to find a new feasible solution S′, which is
formed byminobject and the heads of all the max heaps exceptmaxHeapj . If score1(q, S)
< score1(q, S

′), S is replaced by S′.
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(b) Initial state of Minheap1 and
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(c) The changed state of Minheap1 and
Minheap2

Fig. 4. An example of step 1

(4) According to Theorem 2, if d(q,minobject) < (1 − score1(q, S))/α, then we
repeat (3), otherwise the algorithm terminates.

In (3), once a distance dominator minobject is found, all the objects in C(q, d(q,
minobject)) have been put into the max heaps. But we need not combine all the objects
in the max heaps with minobject to find the feasible solution with the largest score1.
Instead, we only get the feasible solution S′, which is formed byminobject and the heads
of all the max heaps except the max heap of maxHeapj . The reason is that minobject
is the distance dominator of S′, that is, minobject is the object furthest away from q
in S′. Since score1(q, S′) = α(1 − d(q,minobject)) + (1 − α) min

o∈S′
Γo, we know that

α(1 − d(q,minobject)) is a fixed value when we compute score1(q, S′). Therefore, we
create corresponding max heap maxHeapi for each TRki -tree, with Γoi as the key, and
just take the head of all the max heaps except maxHeapj to form S′, which has the
largest score1 among all the combinations.

Example 3. From Example 2, it is known that dLB = d(q, o7). Assume that the current
state of Minheap1, Minheap2, maxHeap1, and maxHeap2 is shown in Fig. 5a. Next,
we first compare d(q, o6) with d(q, o9). From Fig. 4a, we know that d(q, o6) < d(q, o9).
Then, o6 is removed from Minheap1, and Γo6 is calculated and stored in maxHeap1.
The state of all the heaps is shown in Fig. 5b. Since d(q, o6) > dLB , o6 will be the distance
dominator of the next feasible solution S′, we get S′ = {o6, o7}.

The pseudo-code of TCoA1 algorithm is presented in Algorithm 1. The m min heaps
are initialized, and Minheapi is used to store objects or nodes in the TRki -tree (line 1).
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Algorithm 1: TCoA1(D, q)
Input: A spatial database D, a query q = (λ,K, T ), where K = {k1, ..., km},

T = {t1, ..., tm}
Output: The result S

1 Initialize m min heaps Minheap1, ...,Minheapm with d(q, elem) as key;
2 Initialize m max heaps maxHeap1, ...,maxHeapm with Γelem as key;
3 Lists = ∅, S = ∅;
4 for each query keyword ki ∈ K do
5 Minheapi ← the root in TRki -tree;
6 Minheapi = FindN(q,Minheapi, TRki-tree);
7 S ←Minheapi.head;
8 Lists←Minheapi;

9 dLB = max
o∈S

d(q, o);

10 while Lists 6= ∅ do
11 Minheapj = arg min

Minheapi∈Lists
d(q,Minheapi.head);

12 minobject =Minheapj .head;
13 Remove Minheapj .head from Minheapj ;
14 maxHeapj ← minobject;
15 if Minheapj = ∅ then
16 Remove Minheapj from Lists;

17 else
18 Minheapj = FindN(q,Minheapj , TRkj -tree);

19 if d(q,minobject) < dLB then
20 continue;

21 else
22 if d(q,minobject) < (1− score1(q, S))/α then
23 S′ = ∅;
24 for (x = 1;x ≤ m;x++) do
25 if x == j then
26 S′ ← minobject;

27 else
28 S′ ← maxHeapx.head;

29 if score1(q, S′) > score1(q, S) then
30 S = S′;

31 else
32 break;

33 return S;



Time-aware Collective Spatial Keyword Query 1087

10 

   Minheap1(“restaurant”)   Minheap2(“gym”)    maxHeap1(“restaurant”)     maxHeap2(“gym”) 

 

 

 

 

 

 

),o

min

o6 

o2 

o4 

o1 

o5 

o3 o7 o9 

N5 

o10 

o8 

(a) Current state of all heaps

10 

   Minheap1(“restaurant”)   Minheap2(“gym”)    maxHeap1(“restaurant”)     maxHeap2(“gym”) 

 

 

 

 

 

 

),o

min

o7 o9 

N5 

o10 

o8 

o2 

o4 

o1 

o5 

o6 

o3 

(b) Changed state of all heaps

Fig. 5. An example of step 2

The m max heaps are initialized, and maxHeapi is used to store objects with keyword
ki (line 2). In lines 4-8, for each TRki

-tree corresponding to the query keyword ki, Algo-
rithm 2 is called to find NN(q, ki) (line 6). In line 7, Minheapi.head is NN(q, ki).
After all the keyword nearest neighbors are found, the current optimal solution S is
formed. In lines 10-32, for the heads of all the min heaps in Lists, the head minobject
with the smallest key is found and moved from Minheapj to maxHeapj . After that, if
Minheapj is not empty, the heap is processed until the head is an object. We process
minobject with dUB and dLB . In lines 22-30, for a distance dominator minobject, if
dLB ≤ d(q,minobject) < dUB = (1−score1(q, S))/α, then a new feasible solution S′

will be found. The current optimal solution will be updated by S′ when score1(q, S′) >
score1(q, S).

The pseudo-code of FindN algorithm for finding an object is presented in Algorithm 2.
In lines 1-8, if the heap is not empty, then the heap will be traversed in the best-first
strategy until the head of the heap is an object. In line 9, the changed heap is returned.

5.3. Time Complexity of TCoA1 Algorithm

We assume that the objects are uniformly distributed. According to [12], after finding the k
nearest neighbors, the total cost isO(klogk). In TCoA1 algorithm, there aremmin heaps,
which are used to find the nearest neighbor in the best-first strategy [12]. Each min heap is
used separately. Each time only one of the min heap is chosen to find the nearest neighbor
incrementally. And the found nearest neighbor will be put into the corresponding max
heap. After the k nearest neighbors are put into a max heap, the total cost is O(klogk).
Once a distance dominator minobject from Minheapj is put into a max heap, a feasible
solution is formed by minobject and the heads of all the max heaps except the max heap
of maxHeapj . The cost is O(1). Let the maximum number of nearest neighbors found
by min heap be ka. So the time complexity of TCoA1 algorithm is O(mkalogka).
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Algorithm 2: FindN(q, heap, TRki -tree)
Input: a query q, a min heap heap for keeping nodes or objects of TRki -tree, TRki -tree

for the query keyword ki
Output: heap

1 while heap 6= ∅ do
2 elem = heap.head;
3 if elem is a node then
4 Remove elem from heap;
5 for each child e of elem do
6 heap← e;

7 else
8 break;

9 return heap;

6. TCoA2 Algorithm

We propose TCoA2 algorithm for the evaluation function score2(q, S) to solve the TCoSKQ
problem.

The idea of TCoA2 algorithm is to find the central object o in ascending order of
d(q, o), which is used to find a feasible solution. We propose the following theorem to
prune the central object that cannot form the optimal solution.

The current optimal solution obtained during the search process is defined as follows:
If S is the current optimal solution found by o, then for any result set Si found by oi so
far, we have score(q, Si, oi) ≤ score(q, S, o).

Theorem 3. Given a query q = (λ,K, T ), the current optimal solution S found by
o. Let S′ be any feasible solution, whose best center object is o′. If d(q, o′) ≥ (1 −
score(q, S, o))/β, we have score2(q, S′) ≤ score(q, S, o).

Proof. Assume that if d(q, o′) ≥ (1−score(q, S, o))/β, we have score2(q, S′) > score(q,
S, o). Since o′ is the best center object of S′, we have score2(q, S′) = β(1− d(q, o′)) +
(1 − β)score1(q

′, S′) ≤ β(1 − d(q, o′)) + (1 − β), where q′ = (o′.λ,K, T ). Thus,
β(1 − d(q, o′)) + (1 − β) > score(q, S, o), that is, d(q, o′) < (1 − score(q, S, o))/β,
which contradicts the hypothesis. �

It can be known from Theorem 3 that when the central object is searched from near
to far, if the distance from the central object to the query reaches an upper bound, then it
is not necessary to continue to search for the central object, and the search process can be
terminated early.

The following example demonstrates that the center object found firstly may not be
the best central object.

Example 4. Fig. 6 shows an example. Letmax dist = 100, dist(q, o1) = 70, dist(o1, o3) =
20, dist(o2, o1) = 10, α = 0.5, β = 0.3, the feasible solution S = {o1, o2, o3}, and
min
oj∈S

Γoj =0.5.
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(1) When S is found by the center object o1, we have score(q, S, o1) = β(1 −
d(q, o1)) + (1− β)score1(q′, S) = β(1− d(q, o1)) + (1− β)(α(1− d(o1, o3)) + (1−
α) min

oj∈S
Γoj ) = 0.3 ∗ (1− 70/100) + 0.7 ∗ (0.5 ∗ (1− 20/100) + 0.5 ∗ 0.5) = 0.545.

(2) When S is found by the center object o2, we have score(q, S, o2) = β(1 −
d(q, o2)) + (1− β)score1(q′, S) = β(1− d(q, o2)) + (1− β)(α(1− d(o2, o1)) + (1−
α) min

oj∈S
Γoj ) = 0.3 ∗ (1− 80/100) + 0.7 ∗ (0.5 ∗ (1− 10/100) + 0.5 ∗ 0.5) = 0.55.

(3) When S is found by the center object o3, we have score(q, S, o3) = β(1 −
d(q, o3)) + (1− β)score1(q′, S) = β(1− d(q, o3)) + (1− β)(α(1− d(o3, o1)) + (1−
α) min

oj∈S
Γoj ) = 0.3 ∗ (1− 90/100) + 0.7 ∗ (0.5 ∗ (1− 20/100) + 0.5 ∗ 0.5) = 0.485.

According to the above result, it can be seen that only o2 is the best central object of
S.

12 

 

 

d(q, o1) 
o1 o2 o3 q 

d(o1, o3) 

(a) Find S by o1

12 

 

(b) Find S by o  

d(o2, o1) 

o2 o3 
o1 d(q, o2) q 

(b) Find S by o2

Fig. 6. Find the best central object for S

Example 5. Consider Example 4 again. Assume that the current best solution S′ is found
by o′ and score(q, S′, o′) = 0.775. By Theorem 3, we have (1 − score(q, S′, o′))/β =
0.75. Since d(q, o1) = 0.7 < 0.75, we should compute score(q, S, o1), which is 0.545.
Because 0.545 < 0.775, the current optimal solution is unchanged. Since d(q, o2) =
0.8 > 0.75, the query is terminated according to Theorem 3. It is no longer necessary to
calculate score(q, S, o2).

The main idea of TCoA2 algorithm is shown in Fig. 7.
The pseudo-code of TCoA2 algorithm is presented in Algorithm 3. The m min heaps

are initialized, and heapi is used to store objects or nodes in the TRki
-tree (line 1). For

each TRki
-tree, we store its root node in the corresponding heap (lines 3-5). In lines 6-23,

for the head of each heap in Lists, the element elem with the smallest key is found and
removed. If elem is a node, all children of elem are stored in the corresponding heap. If
elem is an object, then it is a central object, which is used to find S′. In lines 16-21, if
d(q, elem) < (1 − Cscore))/β, then it is possible to find the optimal solution by elem
according to Theorem 3. TCoA1* algorithm is called to find a feasible solution, and the
final solution is updated.

TCoA1* algorithm is got by modifying TCoA1 algorithm as follows:
a. Different input. TCoA1* algorithm needs to know which object is to be the center

object to find the result set;
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Algorithm 3: TCoA2(D, q)
Input: A spatial database D, a query q = (λ,K, T ), where K = {k1, ..., km},

T = {t1, ..., tm}
Output: The result S

1 Initialize m min heaps heap1, ..., heapm with d(q, elem) as key;
2 Lists = ∅, S = ∅, Cscore = 0;
3 for each query keyword ki ∈ K do
4 heapi ← the root in TRki -tree;
5 Lists← heapi;

6 while Lists 6= ∅ do
7 heapj = arg min

heapi∈Lists
d(q, heapi.head);

8 elem = heapj .head;
9 Remove heapj .head from heapj ;

10 if elem is a node then
11 for each child e of elem do
12 heapj ← e;

13 else
14 if heapj = ∅ then
15 Remove heapj from Lists;

16 if d(q, elem) < (1− Cscore)/β then
17 q′ = (elem.λ,K, T );
18 S′ = TCoA1*(D, q′, elem);
19 if score(q, S′, elem) > Cscore then
20 S = S′;
21 Cscore = score(q, S′, elem);

22 else
23 break;

24 return S;
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of d(o, o'), and use o' to find a feasible solution. 

Fig. 7. The main idea of TCoA2 algorithm

b. For the input central object o, TCoA1* algorithm does not need to create a min
heap and a max heap for the TR-tree corresponding to the keyword contained in o;

c. All result sets found by TCoA1* algorithm must contain the input central object.
To support the correctness of TCoA1* algorithm, we give the following Theorems by

rewriting Theorem 1 and 2, respectively.

Theorem 4. Given q′=(oi.λ, q.K, q.T ), where oi is a central object, let FS be a feasible
solution containing oi, let o be the distance dominator ofFS, and let S = {NN(q′, k1),...,
oi, ..., NN(q′, km)}. Then, we have d(q′, o) ≥ dLB , where dLB = max

o′∈S
d(q′, o′).

Proof. The proof is similar to that of Theorem 1. �

Theorem 5. Given q′=(oi.λ, q.K, q.T ), where oi is a central object, and the current op-
timal solution S containing oi. Let S′ be any feasible solution containing oi, and let o be
the distance dominator of S′. If d(q′, o) ≥ dUB , where dUB = (1 − score1(q′, S))/α,
then we have score1(q′, S′) ≤ score1(q′, S).

Proof. The proof is similar to that of Theorem 2. �

For each found central object o, TCoA1* algorithm is called to find feasible solution
S′ containing o, where S′ is the best solution with o being a central object according to
Theorem 4 and 5.

Correctness analysis of TCoA2 algorithm: According to Definition 1, for any fea-
sible solution S, it is necessary to calculate score(q, S, oi), where oi is a best central
object. But for S, we could not predict which object in S is the best central object,
so we have to try each object o as a central object in ascending order of d(q, o). For
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TCoA2 algorithm, assume that the current optimal solution Sp is found by op, and the
best central object of any feasible solution S is o. According to Theorem 3, if d(q, o) ≥
(1 − score(q, Sp, op))/β, then we have score2(q, S) ≤ score(q, Sp, op). Therefore,
TCoA2 algorithm can return the correct result.

Time complexity of TCoA2 algorithm: We assume that the objects are uniformly
distributed. In TCoA2 algorithm, there aremmin heaps, which are used to find the nearest
neighbor in the best-first strategy [12]. Once a nearest neighbor is found, it is used to call
TCoA1* algorithm, whose time complexity is the same with that of TCoA1 algorithm.
Let the maximum number of nearest neighbors found by min heap be kb, and let the
maximum number of nearest neighbors found by min heap in TCoA1* algorithm be ka.
So the time complexity of TCoA2 algorithm is O(mkblogkb +mkbmkalogka).

7. Experiment and Result Analysis

All the algorithms are implemented in Java 1.7.0. All the experiments have been per-
formed on a Windows 7 PC with an Intel(R) Core(TM) i5-2450M CPU and 4G RAM.

We use the datasets Oldenburg (https://www.cs.utah.edu /∼lifeifei/
SpatialDataset.htm) and GN (extracted from the Geographic Names Information System
in USA, https://www.usgs.gov/), and generate randomly keyword information and valid
time information for each object in the datasets. Oldenburg contains 6,105 objects and 59
different keywords. GN contains 2288631 objects and 1865 different keywords. We assign
one keyword to each object using the Zipf distribution [13] in both datasets. The starting
time stamp of objects in both datasets is set to follow the Gaussian distribution, and the
ending time stamp of objects is computed by the starting time stamp plus the length of
time interval which is in the range of [6, 12]. Each query location is randomly read from
the dataset, and the query keywords and query time interval are randomly assigned to the
query. We randomly produce 100 queries and report the average results.

7.1. TCoA1 algorithm and Baseline algorithm

The max heaps are used to obtain a feasible solution in step 2 of TCoA1 algorithm. In
order to test the performance of those max heaps, we propose a baseline algorithm (Base-
line) for comparison.

Baseline algorithm is got by modifying TCoA1 algorithm as follows:
a. In step 1 (3) in section 5.2, the max heaps are replaced by lists. For each TRki

-tree,
the list listi is created, which keeps objects that have been visited in the TRki

-tree.
b. In step 2 (3) in section 5.2, after finding the distance dominator minobject, we

combine minobject with all objects in each list except the list containing minobject to
get multiple feasible solutions. In each feasible solution, one object is taken from each
list. We retain the solution S′ with the largest score1. Finally, the final result is updated
with S′.

We should note that the pruning strategies for the distance dominators in TCoA1 algo-
rithm are applicable in Baseline algorithm. Therefore, Baseline algorithm uses the pruning
strategies too.

(1) Effect of the number of query keywords m
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Fig. 8 shows the influence of m on the query time of TCoA1 algorithm and Baseline
algorithm. We set α = 0.6. According to Fig. 8, TCoA1 algorithm is faster than Baseline
algorithm. It is because after finding the distance dominator minobject, TCoA1 algo-
rithm directly obtains head of each heap except the heap containing minobject, and then
combines with minobject to get a feasible solution. However, Baseline algorithm needs
to obtain all the objects in each list except the list containing minobject, and to combine
with minobject to get a large number of feasible solutions. Finally, we retain the feasible
solution with the largest score1(q, S′) to update the final result. The query time of both
algorithms increases when m increases. This is because the total number of objects con-
taining query keywords may increase when m increases. This may result in an increase
in the total number of the distance dominators used. It can also be seen from Fig. 8 that
TCoA1 algorithm are scalable.
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(2) Effect of α
The α is a parameter used to adjust the distance and time. When α changes from 1 to

0, more weight is assigned to temporal relevance. When α is close to 1, TCoSKQ is more
related to positional relevance.

Fig. 9 shows the influence of α on the query time of TCoA1 algorithm and Baseline
algorithm. We set m = 4. According to Fig. 9, with α increasing, the query time of
TCoA1 algorithm and Baseline algorithm decreases. This is because when α increases,
the smaller max

o∈S
d(q, o) is, the larger the score1(q, S) is. TCoSKQ prefer finding the

result close to the query location. It is easier to find the result that satisfies the condition
in a small range, so that few distance dominators are used.

7.2. TCoA1 algorithm and TCoA1NoPrune algorithm

In order to test the pruning effect on the total number of the distance dominators used
(Ndu), we remove a pruning strategy of TCoA1 algorithm (i.e., Theorem 2), then get
TCoA1NoPrune algorithm. Next, we compare TCoA1 algorithm and TCoA1NoPrune
algorithm on Ndu and query time using the two datasets.

(1) Effect of m
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Fig. 10 shows the influence of m on Ndu in the query. We set α = 0.6. Accord-
ing to Fig. 10, TCoA1 algorithm uses less total number of distance dominators than
TCoA1NoPrune algorithm does. This is because TCoA1 algorithm uses pruning strat-
egy to prune a large number of distance dominators. Ndu in TCoA1NoPrune algorithm is
the total number of objects containing the query keywords and the distance to q is not less
than dLB . With m increasing, Ndu in TCoA1 algorithm and TCoA1NoPrune algorithm
increases. This is because the total number of objects containing query keywords may
increase when m increases.

Fig. 11 shows the influence ofm on query time. We set α = 0.6. According to Fig. 11,
TCoA1 algorithm is faster than TCoA1NoPrune algorithm. As m increases, the query
time of TCoA1 algorithm and TCoA1NoPrune algorithm increases. This is because the
query time of the algorithms is related to Ndu.
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(2) Effect of α
Fig. 12 shows the influence of α on Ndu in the query. We set m = 4. According

to Fig. 12, α has no impact on Ndu in TCoA1NoPrune algorithm. This is because the
distance dominator is not pruned in TCoA1NoPrune algorithm, and Ndu is the total num-
ber of objects containing the query keywords and the distance to q is not less than dLB .
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As α increases, Ndu in TCoA1 algorithm decreases. This is because when α increases,
TCoSKQ prefer positional relevance. It is easier to find the result that satisfies the condi-
tion in a small range, so that few distance dominators are used.

Fig. 13 shows the influence of α on query time. We set m = 4. As shown in Fig. 13,
α has no impact on the query time of TCoA1NoPrune algorithm, and the query time
in TCoA1 algorithm decreases with α increasing. This is because the query time of the
algorithms is related to Ndu.
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7.3. TCoA2 algorithm and TCoA2NoPrune algorithm

In order to test the pruning effect on the total number of center objects used (Nco), we re-
move the pruning strategy of TCoA2 algorithm (i.e., Theorem 3), then get TCoA2NoPrune
algorithm. Next, we compare TCoA2 algorithm and TCoA2NoPrune algorithm on Nco

and query time using the two datasets.
(1) Effect of m
Fig. 14 shows the influence of m on Nco in the query. We set α = 0.6 and β = 0.6.

According to Fig. 14, Nco in TCoA2 algorithm is less than TCoA2NoPrune algorithm.
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Fig. 13. Query time versus α

This is because TCoA2 algorithm uses pruning strategy to prune a large number of center
objects. Nco in TCoA2NoPrune algorithm is the total number of objects containing the
query keywords. When m increases, Nco in TCoA2 algorithm and TCoA2NoPrune algo-
rithm increases. This is because the total number of objects containing query keywords
may increase when m increases.

Fig. 15 shows the influence of m on query time. We set α = 0.6 and β = 0.6. With m
increasing, the query time of TCoA2 algorithm and TCoA2NoPrune algorithm increases,
and TCoA2 algorithm is faster than TCoA2NoPrune algorithm. This is because the query
time of the algorithms is related to Nco.
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(2) Effect of β 

β is a parameter used to adjust the distance and score1. When β changes from 1 to 0, more 

weight is assigned to score1. When β is close to 1, TCoSKQ is more related to positional relevance. 

Fig.16 shows the influence of β on Nco in the query. We set m=4 and α=0.6. According to Fig.16, 

β has no impact on Nco in TCoA2NoPrune algorithm. This is because there is no pruning strategy in  

TCoA2NoPrune algorithm, and Nco is the total number of objects containing the query keywords.  

As β increases, Nco in the TCoA2 algorithm decreases. This is because when β increases, TCoSKQ 

prefer positional relevance. It is easier to find the result that satisfies the condition in a small range, 

so that few the center objects are used. 
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(2) Effect of β
The β is a parameter used to adjust the distance and score1. When β changes from 1

to 0, more weight is assigned to score1. When β is close to 1, TCoSKQ is more related
to positional relevance.

Fig. 16 shows the influence of β on Nco in the query. We set m = 4 and α = 0.6.
According to Fig. 16, β has no impact on Nco in TCoA2NoPrune algorithm. This is
because there is no pruning strategy in TCoA2NoPrune algorithm, and Nco is the total
number of objects containing the query keywords. As β increases, Nco in TCoA2 algo-
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rithm decreases. This is because when β increases, TCoSKQ prefer positional relevance.
It is easier to find the result that satisfies the condition in a small range, so that few center
objects are used.
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(b) Nco (GN)

Fig. 16. Nco versus β

Fig. 17 shows the influence of β on query time. We setm = 4 and α = 0.6. As shown
in Fig. 17, β has no impact on the query time of TCoA2NoPrune algorithm, and the query
time in TCoA2 algorithm decreases with β increasing. This is because the query time of
the algorithms is related to Nco.

8. Conclusions

This paper presents a new query, time-aware collective spatial keyword query (TCoSKQ).
For different needs of users, we define two new evaluation functions, score1 and score2,
and adopt the TR-tree index structure. For the evaluation function score1, we propose
pruning strategies for effectively pruning the number of the distance dominators used, and
give TCoA1 algorithm for solving the query problem. For the evaluation function score2,
we propose effective pruning strategies to prune the number of the center objects used,
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(b) Query time (GN)

Fig. 17. Query time versus β

and give TCoA2 algorithm. Finally, the efficiency and scalability of the two algorithms
are verified. In the future work, other evaluation functions could be proposed.
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Abstract. The aim of conflict resolution in data integration systems is to identify 

the true values from among different and conflicting claims about a single entity 

provided by different data sources. Most data fusion methods for resolving 

conflicts between entities are based on two estimated parameters: the truthfulness 

of data and the trustworthiness of sources. The relations between entities are 

however an additional source of information that can be used in conflict 

resolution. In this article, we seek to bridge the gap between two important broad 

areas, relation estimation and truth discovery, and to demonstrate that there is a 

natural synergistic relationship between machine learning and data fusion. 

Specifically, we use relational machine learning methods to estimate the relations 

between entities, and then use these relations to estimate the true value using some 

fusion functions. An evaluation of the results shows that our proposed approach 

outperforms existing conflict resolution techniques, especially where there are few 

reliable sources. 

Keywords: conflict resolution, data fusion, relational machine learning, relation 

estimation, relation classification. 

1. Introduction 

The main challenge in a data integration system is conflict resolution. Conflicts occur at 

different levels, ranging from schema to value [1]. In this article, we deal mainly with 

the second of these. Conflict at the value level means that there are multiple sources 

describing the same real-world entity, providing different values for the same attribute 

of the entity. To resolve such conflicts, fusion techniques are used. In broad terms, data 

fusion (DF) is the process of combining multiple sources of data to achieve higher 

quality data than can be obtained from individual sources [2]. In data integration, the DF 

process is a combination of values that describe a similar entity from the real world, 

leading to one value which is closer to the real world. In this article, DF means the 

process and methods for achieving one accurate single value from multiple values. 
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In a conflict resolution problem, there are usually many claims about entities 

provided by a number of different sources. The basis for almost all current DF methods 

is voting based on two main assumptions: (1) that the claim provided by a reliable 

source is correct; and (2) that the source that provides the true value is reliable. Existing 

methods therefore attempt to estimate two parameters: the truthfulness of data and the 

trustworthiness of sources [3-7]. However, these methods prove inadequate in some 

cases. We analyze the causes of this in two respects: the number of reliable sources, and 

the long-tail phenomenon. 

- The number of reliable sources: In some applications, there are few reliable 

sources, and incorrect information may be copied by multiple unreliable sources. 

For example, a website publishes fake news tendentiously, and this news is then 

republished in several weblogs and social networks. 

- The long-tail phenomenon: This phenomenon occurs where information on 

entities is provided by very few sources, as is common in applications [8, 9]. In 

such cases, it is possible that there are some reliable sources, but these sources 

may not provide information about certain entities. As a result, the information 

about such entities is not sufficient to produce a correct value. 

In both the above cases, further items of information are needed beyond the attributes 

of an entity and claims about these. As described in the survey carried out by Li et al. 

(2016) [10], most truth discovery methods assume that entities are independent, whereas 

in reality entities may have relations between them and may affect each other. For 

example, two people who are classmates at university are likely to have the same level 

of education. Our proposed approach seeks to exploit the additional information 

deriving from such relationships between entities, and thereby to achieve a higher level 

of data abstraction. 

As discussed in an article by Snidaro et al. (2013) [11], evolving data sources require 

an entity of interest to be represented by a collection of distinct and complementary 

pieces of information at multiple levels of abstraction. At lower levels of abstraction, 

entities are described by low level data (such as information about data sources) and 

attributes. At higher levels, on the other hand, entities are described by their situation 

and relationship with respect to other entities: in other words, we are dealing with 

relations and patterns between entities.  

In this article, we use the relations between entities in addition to the attributes of the 

latter. Drawing inferences about or predicting the relations between entities is one of the 

challenges in machine learning, as can be seen in problems like link prediction and 

knowledge graph completion [12,13]. The main challenge is how to devise a model that 

can reliably learn relations between new entities. Such models are often trained by 

supervised methods. These however require a large training dataset comprising both 

entities and the relations between them.  

We need to mention that by relational data model we mean a set of relations in the 

form of triples (subject; relation type; object), where subject and object are an entity and 

relation type is a relationship between a subject and an object. A relation schema is a 

set of relation types. The triples in a relational data model are relation instances.  

In order to model relational data in a conflict resolution problem, we need to deal 

with two basic challenges. First, there are no predefined relation types, and the data sets 

contain only the entities and values for their attributes. Second, while each row in the 

input data sets is related to only one entity and its attributes, there may be multiple 

differing values for each attribute claimed by different sources. To address the first 



 Conflict Resolution Using Relation Classification...           1103 

 

 

problem, we define a relation schema based on the attributes involved. To deal with the 

second problem, we create a metadata set containing information about pairs of entities 

instead of looking at only one entity at a time. This enables us to predict the existence of 

a relationship between pairs of entities and find relation instances. 

The key aim of our efforts is to ensure that all the relations are clearly and reliably 

defined. To achieve this, our study draws on a combination of two important and widely 

used areas: truth discovery and relation estimation. In summary, this article makes the 

following contributions to knowledge in this area: 

1. We consider the problem of conflict resolution at a higher level of abstraction 

of data, and define new heuristics for using additional items of information 

about entities, namely the relations between them. 

2. We define a relation schema based on the attributes of entities, and use this 

when there is no predefined relation between the entities in question. 

3. We introduce a process for assessing the relation between two entities, 

employing a metadata set obtained from a primary small clean data set and our 

relation schema. 

4. We bridge the gap between the two important broad areas of relation 

estimation and truth discovery, and demonstrate that there is a natural 

synergistic relationship between data integration and machine learning. 

5. Finally, and most importantly, we demonstrate that using extra information in 

this way can improve the performance of fusion techniques, particularly in 

unreliable environments.  

The rest of the article is organized as follows. In section 2, we review the existing 

literature in the two main areas of truth discovery and relation assessment. In section 3, 

we explain why we use relations to try to solve conflict resolution problem by 

illustrating how existing methods work that motivates our approach. In section 4, we 

define the problems surrounding conflict resolution. Section 5 describes our proposed 

approach in more detail, including the framework, algorithms and required formulations. 

Finally, the results of our experiments are analyzed in section 6. 

2. Related Works 

This article bridges the gap between two important areas: data fusion and relational 

machine learning. Our approach tries to use relational models to estimate relationships 

between entities, and then to apply this model in order to improve the performance of 

the data fusion method. In other words, our study is located at the intersection of these 

two areas. We therefore review in this section articles and existing methods in both 

areas, beginning with data fusion.  

2.1. Data Fusion for Conflict Resolution 

The first study that precisely defined the goals of data fusion for the purposes of conflict 

resolution was provided by Bleiholder and Neumann (2009) [14]. Their survey 

introduced the problem of data fusion in the larger context of data integration, where 

data fusion is the final step in a data integration process, schemata have been matched, 
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and duplicate records identified. Data fusion involves merging these duplicate records 

into a single record, while at the same time resolving data conflicts.  

There are two main kinds of data fusion that can be performed at data abstraction 

levels: low level data fusion and high-level data fusion. 

Low level data fusion. All of the methods in the category of low-level data fusion 

estimate two parameters (the truthfulness of data and the trustworthiness of sources). 

These methods can be divided into three categories based on the model used to estimate 

these parameters, namely: iterative models, graphical models and optimizing models. 

Iterative model: Early methods of data fusion attempted to estimate the correctness 

of claims and the reliability of sources, and to determine each of these iteratively. The 

first such method was truth finder by Yin et al. (2008) [4]. This uses Bayesian analysis, 

under which the correctness of each claim is calculated as the product of the degrees of 

reliability of its sources. Truth finder has gained considerable popularity, with a number 

of methods emerging based on its algorithm. These are reviewed and compared in an 

article by Li et al. (2012) [15].  

Graphical model: There is also a substantial body of work on data fusion that uses 

the graphical model [3] in order to model the relationship between data correctness and 

source accuracy. In the proposed method of Zhao et al. (2012) [3], claims are modeled 

as random variables which depend on the truth of the facts they refer to as well as on the 

quality of their sources. With the actual claim data, it is then possible to go back and 

infer the facts most likely to be true and the quality of the relevant sources. More 

recently, SLiMFast was proposed by Rekadsinas et al. (2017) [16] as a discriminative 

model that also enables other features of data sources (such as, update date, number of 

citations) to be taken into account for fusion purposes; where there is sufficient labeled 

data, SLiMFast uses empirical risk minimization (ERM). 

Optimization model: Finally, some further methods model the problem using an 

optimization framework, where truths and source reliability are defined as two sets of 

unknown variables like Meng et al. (2015) [6] and Yin et al. (2011) [17].  

High level data fusion. Some research goes beyond the above and seeks to estimate 

additional parameters, including the correlation between sources [18] and the relation 

between objects [6, 7 and 17]. The latter relations may be temporal or spatial. These 

relations are partially addressed by Meng et al. (2015) [6]. However, this work is based 

on the key assumption that a correlation graph already exists, whereas in our approach 

the relations between entities are inferred by learning methods. Another study by Yin 

(2011) [17] features a semi-supervised approach that seeks to find true values with the 

help of ground truth data. Claims are connected to each other and thus form a graph. 

Both this work and another similar piece of work by Liu et al. (2018) [7] rely on the 

similarity of claims and consider this as the relationship between them. Ye et al. (2019) 

[9] meanwhile propose an algorithm called PatternFinder, that jointly and iteratively 

learns four variables, i.e.: the latent groups of entities that match to a particular 

regularity; the group-level representatives that indicate the true value for the attributes 

of each entity in each latent group; the attribute weights; and the source weights. They 

also propose an optimized grouping strategy to enhance the efficiency of this approach. 

It is important to note that these methods focus only on the apparent characteristics of 

entities, and use a similarity function to draw inferences about relations. To address this 

limitation, our previous work (2019) [19] proposes a method for estimating 

relationships between entities based on clustering them in an embedding space instead 

of a feature space. In this approach, before clustering, the data points are mapped into an 
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embedding space and are enhanced by creating more informative features. The true 

values are then determined by defining a confidence score based on the distance 

between the data and the centers of clusters in the embedding space. Our previous work 

differs from the work proposed in this article in two main respects. First, in our previous 

work, we assume that the entities in the same cluster are related, whereas in this article, 

we create a metadata set and use machine learning methods to infer some rules about 

the relationships between entities. Second, in order to resolve conflicts between related 

entities, in our previous article we use the distance of entities from the centroids of 

clusters. In this article, on the other hand, we define some fusion functions and use these 

to calculate the confidence score for each entity. 

In summary, the methods based on relations between entities can be divided into two 

groups: those that are aware of relations between entities beforehand, and those that use 

similarities as relationships between entities. In our current approach, in contrast, there 

are no prior assumptions about relations, nor are there defined types of relations. 

Instead, the relations between entities are derived by mining some rules deduced by 

machine learning methods.  

2.2. Relational Machine Learning 

In this article, we use relational machine learning to derive relations between entities. 

Relational machine learning covers a number of methods for the statistical analysis of 

relational, or graph-structured, data. Nickel et al. (2016) [20] provide a review of how 

such statistical models can be trained on large knowledge graphs, and then used to 

predict new facts about the world (equivalent to predicting new edges on the graph). 

There are two main kinds of statistical relational models that try to predict new relations 

between entities. The first is based on latent feature models, such as the latent class 

model [21, 22], the distance model [23], and embedding nets [12, 24, 25 and 26]. The 

second type of model involves mining observable patterns in graphs. 

We look first at three common types of latent feature models. 

Latent class model: In this model, each entity is assumed to belong to an 

unobserved latent class, and a probability distribution describes the relationships 

between each pair of classes. Kemp et al. (2004) [21] define a generative model in 

which a particular relationship is obtained between a pair of entities such that their 

probability depends on the class of each entity. In their article, Airoldi et al. (2005) [22] 

propose a Bayesian model that uses a hierarchy of probabilistic assumptions about the 

way entities interact with one another in order to learn latent groups, their typical 

interaction patterns, and the degree of membership of entities to groups. 

Distance Model: This model is based on the idea that entities are likely to be in a 

relationship if their latent representations are close in terms of distance. Hoff (2008) 

[23] proposes a model based on the idea of eigenvalue decomposition that represents the 

relationship between two nodes as the weighted inner-product of node-specific vectors 

of latent characteristics. Such a model is able to represent datasets with homophily 

patterns. Homophily provides an explanation for data patterns often seen in social 

networks, such as transitivity (“a friend of a friend is a friend”), balance (“the enemy of 

my friend is an enemy”), and the existence of cohesive subgroups of nodes. Note that 

we use homophily as one of the heuristics in our approach. 



1106           Zeinab Nakhaei et al. 

 

 

Embedding Nets: Recent studies have shown that neural-based representation 

learning methods are scalable, and are effective at encoding relational knowledge with 

low dimensional representations of both entities and relations, which means that they 

can be used to extract unknown relational facts. One of the early works in this area by 

Bordes et al. (2011) [26] proposes a model in which, for any given type of relation, 

there is a specific similarity measure that captures the relation in question between 

entities. This model has the architecture of a neural network. In order to embed entities 

effectively in this model, it is necessary to define a training objective that learns 

relationships. Bordes et al. (2013) [25] meanwhile introduce TransE, an energy-based 

model for learning low-dimensional embedding of entities. In TransE, relationships are 

represented as translations in the embedding space. Another work by Lin et al. (2015) 

[12] presents TransR, which embeds entities and relations in a distinct entity space and 

relation space, and learns to embed better via translations between projected entities. 

The problem with all the above latent feature methods is the existence of a large 

number of entities and relations between them, whereas in problems of conflict 

resolution there are often no predetermined relation types.  

The second main type of statistical relational model – based on mining observable 

patterns in graphs – seeks to address this problem. This method works on the observed 

variables of a knowledge graph, extracting rules via mining methods and then using 

these extracted rules to infer new links. This is the approach adopted in our study: we 

try to mine some rules for predicting relations. The challenge here is that, in conflict 

resolution problems, there is usually no training relational data set. We therefore need to 

create such a data set within our modeling framework. In practice, we use a small clean 

entity-attribute dataset in order to generate a sufficient metadata set. The proposed 

model can then mine observable patterns over the metadata set and predict the specific 

relations between unseen entities.  

3. Motivation and Overview 

Problems of conflict resolution generally involve dealing with often conflicting claims 

about an entity. The task of a conflict resolver (or truth finder) is to determine the 

correctness of each claim. Depending on the level of data abstraction, a conflict 

resolution problem may engage with several concepts, including entity (or object), 

attribute, data source, claim, and truth value. The main approach used in most current 

methods is based on estimating the reliability of data sources. As mentioned earlier, two 

heuristics are used in this approach: that the claim provided by a reliable source is likely 

to be correct; and that a source that provides true value will be reliable.  

Let us look at an example that illustrates how existing methods work, and what 

motivates our approach. 

Example 1: Suppose the entity about which there are claims from multiple sources is 

a person. Table 1 shows part of the dataset. A data integration system gathers values 

about the attributes of entities from several sources, that we shall call 𝑆1 to 𝑆3. Each 

claim vector 𝒄𝑖
𝑗
 specifies person 𝑖 described by six attributes – name, workClass, 

education, age and outcome – provided by𝑆𝑗 . In order to simplify notation, each claim 

vector is considered as an observation 𝑜. Because of the varying levels of reliability of 

sources, different values may be published for the attributes of a person. In Table 1, all 
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incorrect values are marked in bold, with the correct values written in brackets after the 

incorrect ones.  

Table 1. Part of dataset including entity, attribute and claim 

Source Observation Name WorkClass Education Age Outcome 

𝑆1 𝑜1 John Private Bachelors 32 <=50K 

 𝑜2 Mary Local-gov Masters 41 >50K 

𝑆2 𝑜3 John Private Bachelors 32 <=50K 

 𝑜4 Bob Local-gov 
(Private) 

Bachelors 30 <=50K 

𝑆3 𝑜5 Alice Local-gov Bachelors 
(Masters) 

45 >50K 

 𝑜6 Mary Private 
(Local-gov) 

Masters 41 >50K 

In this example, we can see that two observations𝑜1 and 𝑜3 describe a person named 

John, and similarly two observations 𝑜2 and 𝑜6 describe Mary. In contrast, only source 

𝑆2 provides data about Bob and only source 𝑆3 provides data about Alice. Current 

methods work as follows. Since𝑆1 and 𝑆2 both provide the same information about John 

(𝑜1 and𝑜3), the trustworthiness of both sources is increased. This also increases the 

reliability of the information about Bob provided by source 𝑆2 (observation 𝑜4), even 

although this is the only source of information about Bob. However, in fact source 𝑆2 is 

not reliable (the workClass information about Bob is incorrect). Similarly, in the 

absence of other information about Alice, observation 𝑜5 is considered true information 

and the reliability of 𝑆3 is somewhat increased. But in reality, source 𝑆3 is an unreliable 

source (it provides two items of erroneous information).The upshot is that current 

methods will consider observations𝑜1,𝑜2,𝑜3,𝑜4 and𝑜5 all to be true; will fail to find the 

true values of𝑜4 and𝑜5; and will moreover inaccurately estimate the reliability of source 

𝑆2 in particular.  

The above example indicates clearly how current methods become less effective 

when they are faced with the long-tail phenomenon and have few reliable sources at the 

entity level. In such cases, more items of information are needed. Looking at the 

relations between two entities can provide additional information and so help to 

describe the entities more effectively than can be achieved at the entity level. When a 

relation is established between two entities, the value of an attribute belonging to one 

entity can identify, or at least help to identify, the value of the analogous attribute 

belonging to the other related entity. Take for example the relation same age between 

two persons: if we know the age of one person, we can determine the age of the other 

person. Similarly, the presence of a classmate relation between two persons can help us 

to identify the educational level of the two persons in question. 

Relation-Based Conflict Resolver (RelBCR): Based on the above observations, we 

propose a relation-based method for conflict resolution. We investigate the use of 

further information that can be extracted from a higher level of data abstraction. Such 

additional information can be inferred by machine learning methods, in the form of a set 

of rules that describe the relations between entities. In this context, a relation is a triple 

that contains two entities and the type of relationship between them; a rule is a set of 

attributes and their values as an antecedent; and a triple (subject; relation type; object) 

as a consequent. 
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Example 2: Consider two relation types 𝑟1 =< 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >, 𝑟2 =<
𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 > and the following two rules inferred about the existence of these 

relations between two entities 𝑒1 and𝑒2. 

Rule 1:workClass(𝑒1) = workClass(𝑒2), race(𝑒1) = race(𝑒2), outcome(𝑒1) = 

outcome(𝑒2)  (𝑒1, 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 ,𝑒2). 

Rule 2: education(𝑒1) = education(𝑒2), outcome(𝑒1) = outcome(𝑒2)  

(𝑒1, 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 ,𝑒2). 

Applying Rule 1 to Table 1 above, the relation type< 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >should exist 

between Alice and Mary. In other words, the education level of Alice should be equal to 

that of Mary. The value “Bachelors” for the attribute education of Alice should 

therefore be corrected to “Masters”. Similarly, the value “Local-gov” should be 

corrected to “Private” for Bob based on the existence of relation type 

< 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 > between Bob and John that is inferred based on Rule 2. 
In sum, relations can be very informative and can help in estimating the correctness 

of values claimed about attributes. With proper and reliable rules, we can extract 

relations and which can then be used in the DF process.  

However, discovering and using proper rules raises some challenges: 

 In relational machine learning applications like link prediction or knowledge 

completion, relation types are predefined. For example, in social networks the 

relation type “friendship” is defined and entities are described by both 

attributes and relations. However, in a conflict resolution problem, the initial 

data is described only by attributes. This begs the questions: what are the 

relation types, and how can we define them? 

 We use relations as additional information to increase the accuracy of the DF 

process. However, although there are a number of methods for estimating 

relations between entities used in applications like link prediction and ontology 

completion [12, 13, 24], in such problems there is usually a large training 

dataset of entities and relations. The challenge is how to draw inferences about 

relations when there is no training set containing entities and relations. 

 After finding relations between entities, the issue is how to use these relations 

to estimate the correct values for each attribute. 

In this article, we address these challenges. To meet the first challenge, we define a 

relation schema based on attributes. A relation schema is a set containing relation types 

in the form of < 𝑠𝑎𝑚𝑒𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 > and< 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 >. This means that it is always 

possible to define at least one relation type for each attribute. For example, for the 

attribute age, a relation type< 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > can be defined. Details related to the 

definition of relation types are given in section 4, Definition 1. For the second challenge 

(drawing inferences without a training set), we create metadata sets containing attributes 

of a pair of entities and one binary attribute which determines whether there is a 

relationship between the pair of entities. We next apply learning methods like 

classification and association rule mining across these metadata sets. Such classifiers or 

association rule miners serve as inference engines that can be used to identify 

appropriate rules about relations. We can then decide about new pairs of entities, and 

the relations between them, through these inferred rules. Finally, for the third challenge, 

we define some fusion functions and use these to select the correct values from among 
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multiple values about entities. In summary, our approach uses relations as a new 

concept in conflict resolution problems at a high level of fusion.  

4. Problem Definition  

In this section, we first define concepts in the DF process for conflict resolution. We 

then define problems of particular interest in this article. 

The problem of conflict resolution involves a range of general concepts. An entity is a 

real-world object of interest, like a person, book or film. An attribute is a feature of an 

entity that describes it at the entity level, such as the name, age, gender and race of a 

person. A data source is a resource that provides the values of attributes: for example, 

websites. These values may be correct or incorrect, and so are called claims.  

Suppose there are 𝑁𝑠 data sources providing claims about the attributes of entities. 

Let 𝑂 =  𝑒1, … , 𝑒𝑁𝑜
 be the set of all 𝑁𝑜entities and let 𝐴 =  𝑎𝑡𝑡1, … , 𝑎𝑡𝑡𝑀  be the set of 

all 𝑀 attributes. Each attribute can be continuous or categorical. So let 𝐴𝑇 =
 𝑡1, … , 𝑡𝑀 be the set of attribute types. For the 𝑗-th attribute type, 𝑡𝑗  = 1 if 𝑎𝑡𝑡𝑗  is 

categorical, and 𝑡𝑗  = 2 if 𝑎𝑡𝑡𝑗  is continuous. The claim about 𝑗-th attribute of the 𝑖-th 

entity provided by the 𝑘-th source is denoted as 𝑐𝑖𝑗
𝑘 .All claims are collected in a 

{𝑁𝑜 × 𝑀 × 𝑁𝑠} third-order tensor𝓒 =  𝑐𝑖𝑗
𝑘  . We denote the k-th frontal slice of the 

tensor 𝓒 by 𝑪𝑘 (which is a matrix of size {𝑁𝑜 × 𝑀}), representing all of the claims 

provided by the 𝑘-th data source. The claims about the 𝑖-th entity provided by the 𝑘-th 

data source are a vector denoted by 𝒄𝑖
𝑘 = {𝑣𝑗 }𝑗=1…𝑀, where 𝑣𝑗 ∈ 𝐷𝑗 is the value of the 

attribute subject to 𝑎𝑡𝑡𝑗  in the domain attribute𝐷𝑗 . A relation is in the form of triple 

(subject; relation type; object),where subject and object are an entity and relation typeis 

a relationship between a subject and an object. 

Definition 1 (relation schema): Given the set of attributes 𝐴 and attribute type 𝐴𝑇, 

we can define a similarity relation type according to both continuous and categorical 

attributes. For continuous attributes, a comparative relation type can also be defined. In 

this article, we use only one relation type for the categorical attribute 𝑎𝑡𝑡, < 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 >, 

and two relation types for the continuous attributes 𝑎𝑡𝑡,< 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 > and <
𝑠𝑎𝑚𝑒𝑎𝑡𝑡 >. Note that, as a general rule, the number of relation types can be more 

depending on the given data set and the application. A collection of these relation types 

forms the relation schema 𝑅𝑒𝑙_𝑆𝑐. The number of defined relation types in 𝑅𝑒𝑙_𝑆𝑐 

is𝑁𝑟 =  𝑡𝑗
𝑀
𝑗 =1 ,and the 𝑘-th relation type in 𝑅𝑒𝑙_𝑆𝑐 is denoted by 𝑟𝑘 . 

Example 3: Let us take the attribute set 𝐴 = {𝑎𝑔𝑒, 𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛, 𝑟𝑎𝑐𝑒, 𝑜𝑢𝑡𝑐𝑜𝑚𝑒} and 

𝐴𝑇 =  2,1,1,2 . If for instance 𝑎𝑡𝑡1 = 𝑎𝑔𝑒 and 𝑡1 = 2, this attribute is a continuous 

attribute and two relation types< 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > and < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 > can be defined. The 

relation schema is 𝑅𝑒𝑙_𝑆𝑐 =  < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, < 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >, <

𝑠𝑎𝑚𝑒𝑟𝑎𝑐𝑒 >, < 𝑠𝑎𝑚𝑒𝑜𝑢𝑡𝑐𝑜𝑚𝑒 >, < 𝑏𝑖𝑔𝑔𝑒𝑟𝑜𝑢𝑡𝑐𝑜𝑚𝑒 > and total number of defined 

relation types is six.  
Definition 2 (metadata set): Given a clean dataset, including entities 𝑂 =

 𝑒1 , … , 𝑒𝑁𝑜
  and true values about each attribute, for each relation type 𝑟 in the relation 

schema, a metadata set is created. Note that, each relation type is constructed based on 

an attribute. We indicate these attributes by 𝑘. Each row in the metadata set is a pair of 
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entities (𝑒𝑖 , 𝑒𝑗 ) and the columns are all attributes of𝑒𝑖and𝑒𝑗  except 𝑘. The last column is 

a binary attribute that indicates the existence of relation (𝑒𝑖 ; 𝑟; 𝑒𝑗 ). When we have clean 

data on 𝑁𝑜  entities with 𝑀 attributes, the number of instances in the metadata set is 

𝑁𝑜 × 𝑁𝑜 , and the number of columns is 2 ×  𝑀 − 1 + 1. 
Example 4: Let the set of entities be 𝑂 = {𝐽𝑜𝑛, 𝑀𝑎𝑟𝑦, 𝐵𝑜𝑏} and the attribute set be 

𝐴 = {𝑎𝑔𝑒, 𝑗𝑜𝑏, 𝑚𝑎𝑟𝑖𝑡𝑎𝑙}. Given relation type 𝑟 =< 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, a metadata 𝑀𝐷 set is 

created. The rows of 𝑀𝐷 be (𝐽𝑜𝑛, 𝑀𝑎𝑟𝑦), (𝐽𝑜𝑛, 𝐵𝑜𝑏),(𝑀𝑎𝑟𝑦, 𝐵𝑜𝑏) and the columns 

are 𝑙𝑑_𝑗𝑜𝑏, 𝑟𝑑_𝑗𝑜𝑏, 𝑙𝑑_𝑚𝑎𝑟𝑖𝑡𝑎𝑙, 𝑟𝑑_𝑚𝑎𝑟𝑖𝑡𝑎𝑙 and 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 . The term of lhd 

means left-hand entity and rhd means right-hand entity. For example, for the pair 

(𝐽𝑜𝑛, 𝑀𝑎𝑟𝑦), the values of columns are John’s job, Mary’s job, John’s marital status, 

Mary’s marital status and 1 if John and Mary are the same-aged and 0 otherwise. 

In section 5.2, Example 7 illustrates the details of metadata creation process.  

Definition 3 (Relation tensor): Given a set of entities 𝑂, and a set of relation types 

in relation schema 𝑅𝑒𝑙_𝑆𝑐, all possible triples in 𝑂 × 𝑂 × 𝑅𝑒𝑙_𝑆𝑐 can be grouped 

naturally in a third-order tensor𝓡𝓣 ∈ {0,1}𝑁𝑜×𝑁𝑜×𝑁𝑟 , whose entries are set such that 

𝓡𝓣𝑖𝑗𝑘 =  
1 , 𝑖𝑓 𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑡𝑦𝑝𝑒 𝑟𝑘 𝑒𝑥𝑖𝑠𝑡𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑒𝑖 , 𝑒𝑗

0 , 𝑜𝑡𝑒𝑟𝑤𝑖𝑠𝑒
  

The 𝑘-th frontal slice of tensor 𝓡𝓣denoted by𝑹𝑻𝑘  is a matrix {𝑁𝑜 × 𝑁𝑜}, that 

indicates the relation instances of the 𝑘-th relation type in 𝑅𝑒𝑙_𝑆𝑐.  

Example 5: Let the set of entities be 𝑂 = {𝐽𝑜𝑛, 𝑀𝑎𝑟𝑦, 𝐵𝑜𝑏, 𝐴𝑙𝑖𝑐𝑒}. Given the 

relation schema in Example 3, the third relation type <𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >,  

𝑹𝑻3 =  

𝟏 𝟎
𝟎 𝟏

𝟏 𝟎
𝟎 𝟏

𝟏 𝟎
𝟎 𝟏

𝟏 𝟎
𝟎 𝟏

  

𝑹𝑻3 shows that both John and Bob on the one hand, and Mary and Alice on the other 

hand, have the same education level. 

Definition 4 (Confidence tensor): Let 𝓒 =  𝑐𝑖𝑗
𝑘   be the claims about the 𝑗-th 

attribute of the 𝑖-th entity provided by the 𝑘-th source. Confidence score of the claims 

are indexed by a third-order tensor𝓒𝓣 ∈ [0,1]𝑁𝑜×𝑀×𝑁𝑠 ,such that for the 𝑗-th attributeof 

the 𝑖-th entity 𝓒𝓣 𝑖  𝑗  𝑘 = 1
𝑁𝑠
𝑘=1 . A higher confidence score indicates that the claim 

is closer to the real world and the probability of its correctness is high.  

Example 6: In Table 1, confidence score for the value “Bachelors” about attribute 

education of Alice that is provided by 𝑆3 must be few because it is an incorrect claim.  

Problem definition: Given a collection of claims 𝓒 about a set of entities 𝑂 from 𝑁𝑠 

sources, we attempt to accurately infer the relation tensor 𝓡𝓣and confidence tensor 

𝓒𝓣such that correct values have higher confidence score than other incorrect claims 

based on their relations. 

5. Methodology 

The main purpose of our proposed RelBCR is to improve the performance of DF using 

relations between entities. This approach contains two main parts: estimating relations 

by calculating 𝓡𝓣 and truth finding by calculating𝓒𝓣.This section of the article first 

gives a broad perspective of our approach by introducing a framework in section 5.1. 
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Thereafter, in section 5.2, we talk in more detail about relation extraction, and explain 

the assumptions and requirements needed to infer relations. Finally, we discuss how to 

compute a confidence score based on the relations. 

5.1. Framework  

In conflict resolution problems where there is insufficient data at the entity level, we can 

gain additional information by drawing inferences from relations between entities, and 

using such additional information at a higher level to select true values. So, in RelBCR, 

there are two main parts. We have called the first part, drawing inferences about the 

existence of relations, the G-model. The second part, called the F-model, obtains related 

entities as an input and then calculates the accuracy of claims about entities. 

Figure 1 contains illustrations of the F-model and G-model of our RelBCR.  

 

Fig. 1. Framework of proposed approach RelBCR 

Data sources provide some claims about attributes of entities. All claims are collected 

to the tensor 𝓒. The G-model contains three modules. Below, we explain the meaning of 

each module and the inputs and outputs involved. 

Relation schema construction: According to Definition 1 given earlier, the task of 

this module is constructing relation types. The inputs for this module are a subset of 

attribute set 𝐴 contains 𝑚 attributes and related attribute type set 𝐴𝑇, and the output is 

relation schema 𝑅𝑒𝑙_𝑆𝑐. The relation schema is created as follows: 

- For each attribute 𝑎𝑡𝑡 create one relation in the form of< 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 >.  

- For each continuous attribute 𝑎𝑡𝑡 create one relation in the form of <

𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 >. 

The relation schema construction method is shown in Algorithm 1.  

Algorithm 1: 𝑚 is the number of attributes. The relation schema is defined as an 

array of the size of  𝑡𝑗
𝑚
𝑗=1 , where 𝑡𝑗  indicates the type of attribute 𝑗. If the attribute is 

continuous, 𝑡𝑗  is equal to two, indicating that two relation types must be added to the 

relation schema. If on the other hand the attribute is categorical, 𝑡𝑗  is equal to one. For 



1112           Zeinab Nakhaei et al. 

 

 

ease of understanding relation types, these are added to the array 𝑅𝑒𝑙_𝑆𝑐 in the forms of 

< 𝑏𝑖𝑔𝑔𝑒𝑟𝑖 > and < 𝑠𝑎𝑚𝑒𝑖 >, with subscript 𝑖 for the𝑖-th attribute.  

Time complexity: In Algorithm 1, first the number of attributes is assigned to 𝑚. At 

most two relation types are added to the relation schema. So, the time complexity is 

𝑂 𝑚 . 
 

Algorithm 1: Relation Schema Construction 

Input: Attribute set 𝐴 =  𝑎𝑡𝑡1 ,𝑎𝑡𝑡2 , … , 𝑎𝑡𝑡𝑚   and attribute type set 𝐴𝑇 =  𝑡1 ,… , 𝑡𝑚  . 
Output:𝑅𝑒𝑙_𝑆𝑐 ,the array in the size of 𝑡𝑗

𝑚
𝑗 =1 . 

1: 𝑚 ← length(𝐴) 

2: 𝑟 ←1 // counter for relation types 

3: for 𝑖 ← 1 to 𝑚do{ 

4:    if𝐴𝑇[𝑖] = 2 then{// attribute 𝑖 is continuous 

5:       𝑅𝑒𝑙_𝑆𝑐[𝑟]←< 𝑏𝑖𝑔𝑔𝑒𝑟𝑖 > 

6:       𝑟 ← 𝑟 + 1 
7:    } 

8:    𝑅𝑒𝑙_𝑆𝑐[𝑟]←< 𝑠𝑎𝑚𝑒𝑖 > 

9:    𝑟 ← 𝑟 + 1 
10: } 

11: return𝑅𝑒𝑙_𝑆𝑐 

Metadata creation: To assess relations between entities, we create a metadata set as 

a training set, to be used as a training relation classifier. This training dataset needs to 

include sufficient negative and positive instances for each relation type. For this reason, 

we need a clean dataset, including entities and true values about each attribute. On the 

face of it, this may seem in contradiction with the main purpose of this article, which is 

to find true values for the attributes of entities. However, this dataset serves to provide 

ground truth data which, even on a very small scale, can greatly help us to create an 

appropriate metadata set (see section 6.6). In section 5.2, we explain the metadata 

creation process in more detail. 

Inference engine: The input for this module is metadata, while the outputs are rules 

that can be used to indicate the existence of relations between two entities. The 

inference engine can be a learning method, such as classification, clustering or 

association rule mining. The types of rules about relations deduced by the inference 

engine depend on the learning method used. For example, if we use association rule 

mining, we will obtain association rules. 

We can then decide about new entities, and the relations between them, through what 

we call a relation tensor 𝓡𝓣 – which is an output of the G-model and an input for the F-

model. The F-model has two modules, described below. 

Find related entities: Using 𝓡𝓣 for each entity and each relation type, related 

entities can be found. One entity can be in a relation with several entities. At the same 

time, there can be multiple relations for each entity. Because each relation is defined 

based on a specific attribute, this relation is used to compute the confidence score of 

claims related to that attribute.  

Fuse related entities: The confidence scores for each claim for all of the entities are 

then calculated using the fusion functions set out in Table 4. The output of this module 

is confidence tensor 𝓒𝓣. 
After calculating 𝓒𝓣, we select the value with the highest confidence score as the 

correct value. 
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5.2. RelBCRAlgorithm 

Within the framework of our proposed RelBCR, there are two main phases for 

calculating 𝓡𝓣and 𝓒𝓣– the outputs of the G-model and F-model respectively. In this 

section, the processes and algorithms of these phases are explained and the time 

complexity in each phase is analyzed. 

G-model: relation assessment phase. In this article, each relation type is denoted by 

𝑟 =< 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 >or < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 >. The entities and relations between them are 

represented by a third-order tensor, with each entry showing the existence of a relation 

between two entities. Using tensor representation for relations makes it relatively easy 

to obtain additional information by tensor manipulation. For example, the 𝑘-thfrontal 

slice of a tensor 𝓡𝓣 of size 𝑁𝑜 × 𝑁𝑜  × 𝑁𝑟   representing a relation is a matrix of size 

𝑁𝑜 × 𝑁𝑜 , which represents the existence of a 𝑘-th relation between the entities in 

question.  

Figure 2 shows a schematic image of tensor 𝓡𝓣. 

 

Fig. 2. Tensor representation of relations (left), frontal and horizontal slices of relation tensor 

(right) 

Instances of a relation schema are gained by learning methods like classification. One 

such method, which we use, is known as triple classification. This seeks to judge 

whether a given triple (subject; relation type; object) is correct or not. We use metadata 

as a training set of classifiers, produced using a primary entity-attribute data set. 

Example 7: Table 2 is part of an adult data set, in which each row is related to one 

entity that has several attributes like age, sex, education, and so on. This data set is 

considered as ground truth data. For each relation type in the relation schema, one 

metadata set is created. For a relation type in the form of <𝑠𝑎𝑚𝑒𝑎𝑡𝑡 > the entity orders is 

not important, but for a relation type in the form of <𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 > two orders (𝑒1𝑒2)and 

(𝑒2𝑒1) are different from each other. Take for example the relation type <
𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 >. A metadata set is created in which each row is related to one pair of 

entities, and includes the attributes of both the subject (left-hand entity) and object 

(right-hand entity), except 𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠. Thus, the class label becomes binary: if the 

attribute of 𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 is the same for both entities, the class label is 1; otherwise, it is 

0. Table 3 shows part of the metadata set produced using Table 2.  

We can later run all the classifiers or clustering methods over the new metadata set 

and thus predict the existence of relation type < 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 >for new pairs of 

entities.  

𝑖-th entity 
𝓡𝓣𝑖𝑗𝑘  

𝑗-th entity 

𝑘-th relation 
 

All related entities 

With 𝑖-th object 

All pairs that has 𝑘-th relation 
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Table 2. Part of original entity-attribute data (adult data set) as ground truth 

Entity Sex Education Age WorkClass 

𝒆𝟏 Male Bachelor 32 Private 

𝒆𝟐 Male Hs-grad 47 Private 

𝒆𝟑 Female Masters 35 Exec-managerial 

𝒆𝟒 Male Hs-grad 52 Private 

Table 3. Example of metadata related to < 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 > relation 

Entity 

Pair 

lhd_sex lhd_edu … rhd_sex rhd_edu … 𝒔𝒂𝒎𝒆𝒘𝒐𝒓𝒌𝑪𝒍𝒂𝒔𝒔 

𝒆𝟏𝒆𝟐 Male Bachelor  Male Hs-grad  1 

𝒆𝟏𝒆𝟑 Male Bachelor  Female Masters  0 

𝒆𝟏𝒆𝟒 Male Bachelor  Male Hs-grad  1 

𝒆𝟐𝒆𝟏 Male Hs-grad  Male Bachelor  1 

𝒆𝟐𝒆𝟑 Male Hs-grad  Female Masters  0 

𝒆𝟐𝒆𝟒 Male Hs-grad  Male Hs-grad  1 

𝒆𝟑𝒆𝟏 Female Masters  Male Bachelor  0 

…        

The metadata creation module is summarized in Algorithm 2. 

Algorithm 2: The number of entities in ground truth is 𝑛 and the number of columns 

(attributes) is 𝑚. In the metadata set we consider all the pairs of an entity. So, if we have 

𝑛2 pairs of an entity, the row size of the metadata set is similarly𝑛2. The columns of the 

metadata set contain attributes of both entities of each pair, except attribute 𝑘 which 

represents the corresponding attribute of the relation; and one attribute as a class that 

indicates the existence of𝑘-th relation type between these entities. The column size is 

therefore (𝑚 − 1) + (𝑚 − 1) + 1 =  2 × 𝑚 − 1. The time complexity for metadata 

creation is thus 𝑂(𝑚𝑛2). Note that for the 𝑘-th relation type, we call the metadata 

creation algorithm by two inputs, the ground truth data set 𝐷 and the index of 

attribute 𝑘. 

Algorithm 2: Metadata Creation 
Input: ground truth data set 𝐷𝑛×𝑚 , index of attribute 𝑘 . 

Output: metadata set 𝑀𝐷𝑛1×𝑛2 

1: 𝑛1 ← 𝑛 × 𝑛 // number of rows in metadata set 

2: 𝑛2 ← 2 × 𝑚 − 1 // number of columns in metadata set  

3: 𝑖𝑛𝑥← 0 

4: for𝑖← 1 to 𝑛do{ 

5:    for 𝑗 ← 1 to 𝑛do{ 

6:       𝑖𝑛𝑥 ←  𝑖𝑛𝑥 +  1 

7:       𝑀𝐷[𝑖𝑛𝑥][1. .𝑚 − 1]  ←  𝐷[𝑖][1. . 𝑘 − 1, 𝑘 + 1. . 𝑚] 
          //all attribute values of the first entity except 𝑘 

8: 𝑀𝐷[𝑖𝑛𝑥][𝑚. .2 × 𝑚 − 2]  ←  𝐷[𝑗][1. . 𝑘 − 1, 𝑘 + 1. . 𝑚] 
          //all attributes of the second entity except 𝑘 

9:       if (𝐷[𝑖][𝑘]  =  𝐷[𝑗][𝑘]) then𝑀𝐷[𝑖𝑛𝑥][2 × 𝑚 − 1]  ←  1 

10: else𝑀𝐷[𝑖𝑛𝑥][2 × 𝑚 − 1] ← 0 
11:   } 

12: } 

13: return𝑀𝐷 

After the creation of metadata for each relation type, these data sets are used as 

training sets for a classifier. Running the training classifier for each relation type allows 

us to infer models, which can then be used to construct the relation tensor 𝓡𝓣. The 𝑘-th 
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frontal slice of the relation tensor is populated for the 𝑘-th relation type and for each 

pair of entities, thus showing the relation instances for the 𝑘-th relation types. A 

complete illustrative example is provided at the end of this section. 

F-model: fusion phase. In this section, we explain the process of calculating 

confidence tensor 𝓒𝓣, and introduce fusion functions used to infer true values. The 

claims provided by multi-sources are also represented by a third-order tensor, with each 

entry showing the existence of a certain claim about the given attribute of an entity. The 

goal of the F-model is to estimate the truthfulness of each claim when it is indexed by 

the third-order tensor𝓒𝓣.  

Let 𝓒 =  𝑐𝑖𝑗
𝑘  be the set of all claims about the 𝑗-th attributeof the 𝑖-th entity provided 

by the 𝑘-th source. We calculate the confidence score of claims as follows. Let relation 

types about attribute 𝑗be in the set 𝑅𝑒𝑙𝑗 = {𝑟𝑛 }𝑛=1,2. Note that, for some attributes this 

set contains only one relation. For such attributes the first sigma in equation (1) is 

eliminated. Using𝓡𝓣, entities related to the entity 𝑖 are recognized and added to the set 

𝑅𝑂𝑖 =  𝑒𝑖 ′  , such that 𝓡𝓣𝑖𝑖 ′ 𝑛 = 1. Based on the claims about 𝑖 ′  provided by the set of 

sources 𝐷𝑆 = { 𝑆𝑘 ′ }, we calculate the confidence score using the following equations: 

𝓒𝓣 𝑖  𝑗 [𝑘] =
1

𝑍
   𝐹  𝑐𝑖𝑗

𝑘 , 𝑐𝑖 ′ 𝑗
𝑘′ , 𝑟𝑛 

𝑘 ′ ∈𝐷𝑆𝑖 ′ ∈𝑅𝑂𝑖𝑛=1,2

 
(1) 

where 𝐹 is a fusion function and 𝑍 is a normalization factor that is: 

𝑍 =      𝐹  𝑐𝑖𝑗
𝑘 , 𝑐𝑖 ′ 𝑗

𝑘 ′
, 𝑟𝑛 𝑘 ′𝑖 ′𝑛𝑘 , (2) 

where 𝑘 is the index of sources provided claims about entity 𝑖. 
A variety of different fusion functions are possible, depending on the nature of 

relation type 𝑟𝑛 . This function can be a similarity function if 𝑟𝑛  is a relation in the form 

of < 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 > or < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 >, with function 𝐹 equal to a simple subtraction 

function. We define three types of fusion function 𝐹, which are listed in Table 4. 

Table 4. Fusion functions 

Form of relation 

type r 
Attribute Fusion function F 

< 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 > categorical 𝐹  𝑐𝑖𝑗
𝑘 , 𝑐𝑖 ′ 𝑗

𝑘 ′

, 𝑟𝑛 = 𝑠𝑖𝑚(𝑐𝑖𝑗
𝑘 , 𝑐𝑖 ′ 𝑗

𝑘 ′

) 

< 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 > continuous 𝐹  𝑐𝑖𝑗
𝑘 , 𝑐𝑖 ′ 𝑗

𝑘 ′

, 𝑟𝑛 =
1

 𝑐𝑖𝑗
𝑘 − 𝑐𝑖 ′ 𝑗

𝑘 ′
 + 𝜀

 

< 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 > continuous 𝐹  𝑐𝑖𝑗
𝑘 , 𝑐𝑖 ′ 𝑗

𝑘 ′

, 𝑟𝑛 = 𝑐𝑖𝑗
𝑘 − 𝑐𝑖 ′ 𝑗

𝑘 ′

 

Two modules of the F-model, which identify related entities and fused related entities 

respectively, are shown in Algorithm 3 and Algorithm 4. 

The inputs for Algorithm 3 come from relation tensor 𝓡𝓣, entity 𝑖 and relation 𝑟. The 

output is a vector 𝑅𝑂 a list of entities that are related to 𝑖-th entity based on 𝑟-th relation 

type.The time complexity of Algorithm 3 is thus 𝑂(𝑁𝑜).The aim of Algorithm 4 is to 

calculate the confidence score for each claim based on related entities. The inputs for 
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this algorithm are relation tensor 𝓡𝓣 and relation schema 𝑅𝑒𝑙_𝑆𝑐. The output is 

confidence tensor 𝓒𝓣. 

 

Algorithm 3: find related entities   
Input: relation tensor 𝑅𝑇𝑁𝑜×𝑁𝑜×𝑁𝑟

, entity 𝑖, relation type 𝑟. 

Output:𝑅𝑂, a list of entities that are related to 𝑖 based on relation type 𝑟 

1: for𝑗 ← 1 to 𝑁𝑜do{ 

2:      if𝑅𝑇[𝑖][𝑗][𝑟] = 1 then𝑅𝑂.add(𝑗) 
3: } 

4: return𝑅𝑂 

 

Algorithm 4: Fuse related entities   
Input: relation tensor 𝑅𝑇𝑁𝑜×𝑁𝑜×𝑁𝑟

, relation schema 𝑅𝑒𝑙_𝑆𝑐 

Output: confidence tensor 𝐶𝑇𝑁𝑜×𝑀×𝑁𝑠
 

1: for 𝑖 ← 1 to 𝑁𝑜do{ 

2:    for 𝑗 ← 1 to 𝑀do{ 

3:       𝑅 ← the indices of relation types about attribute 𝑗 
           //size of 𝑅 is 1 or 2 based on attribute type 𝑗 
4:       for𝑘 ← 1 to 𝑁𝑠do{ 

5:           𝑅𝑂 ← 𝑓𝑖𝑛𝑑_𝑟𝑒𝑙𝑎𝑡𝑒𝑑_𝑒𝑛𝑡𝑖𝑡𝑖𝑒𝑠(𝑅𝑇, 𝑖, 𝑅𝑒𝑙_𝑆𝑐[𝑅]) 

             // 𝑅𝑂 is the list of all related entities to entity 𝑖 based on the relation 

                    𝑅𝑒𝑙_𝑆𝑐[𝑅]  

6:          DS ← 𝑓𝑖𝑛𝑑_𝑠𝑜𝑢𝑟𝑐𝑒𝑠(𝑅𝑂) 
             // a procedure that finds the list of all sources providing value about 

              entities in 𝑅𝑂 

7:          calculate 𝐶𝑇[𝑖][𝑗][𝑘] according to Eq. (1) 
8:        } 

9:     } 
10:} 

11: return𝐶𝑇 

Algorithm 4: In this algorithm, for each entity 𝑖, each attribute 𝑗, and each data 

source 𝑘, 𝐶𝑇[𝑖][𝑗][𝑘] is calculated. First, in line 3 the indices of relation types about 

attribute𝑗are stored in array 𝑅. Then in line 5, according to the relation types in 𝑅, all 

entities that are related to entity 𝑖 are stored in the array 𝑅𝑂 using Algorithm 3 (Find 

related entities). Next, in line 6, all the sources producing value about entities in 𝑅𝑂 

stored in the array 𝐷𝑆. Finally, 𝐶𝑇 𝑖  𝑗  𝑘  is calculated using Equation (1). 

Time complexity: There are three loops in Algorithm 4. The time complexity is 

𝑂(𝑁𝑟𝑁𝑜
2𝑀𝑁𝑠

2), where 𝑁𝑟  is the number of relation types, 𝑁𝑜  is the number of entities, 

𝑀 is the number of attributes and 𝑁𝑠 is the number of data sources. Because of 𝑁𝑜 ≫
𝑀, 𝑁𝑟 , 𝑁𝑠 , Algorithm 4 is a quadratic-time algorithm with respect to 𝑁𝑜 , which is 

validated experimentally in section 6.6. 

5.3. Illustrative Example 

In this section, an illustrative example is provided for the whole approach step by step, 

from data claims with conflicts to the resulting fused data.  

Example 8: Suppose the entity about which there are claims from multiple sources is 

a person. Attribute set is 𝐴 = {age, work-class, sex, education-level, outcome}. 

Attribute type set is 𝐴𝑇 =  {2, 1, 1, 1, 1}. Table 5 below shows clean data set for the 

persons (entities) that is the ground truth. 
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Table 5. A sample of the ground truth for the persons 

ID Age Work-Class Sex Education-

Level 

Outcome 

1 32 State-gov Female 2 <=50k 
2 35 State-gov Male 2 <=50k 
3 37 State-gov Female 2 <=50k 
4 46 Self-employed Male 1 <=50k 
5 29 Private Male 3 >50k 
6 53 Private Male 1 >50k 
7 45 Self-employed Male 3 >50k 
8 48 Self-employed Male 3 >50k 
9 35 State-gov Female 2 <=50k 

10 58 Private Male 3 >50k 

For one of the relation type in the relation schema <𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, the metadata set is 

created using Algorithm 2. This metadata set has 100 rows and 9 attributesinclude: 

lhd_work-class, lhd_sex, lhd_education-level, lhd_outcome, rhd_work-class, rhd_sex, 

rhd_education-level, rhd_outcome, andsameAge. To calculate the values of attribute 

sameAge, we first discretize the values of attribute age into four categories ([20-30), 

[30-40), [40-50) and [50-60)). If the categories of attribute age for the left-hand entity 

and the right-hand entity are the same, the value of attribute sameAge is equal to 1, 

otherwise it is 0. Table 6 shows part of the metadata set.  

The next step is inferring rules about the existence of relation type < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > 

between the entities. We use CAR by Thabtah et al. (2005) [27] as a classifier. The 

following rules in Table 7 are extracted by this classifier using metadata set as a training 

set. 

Table 8 shows some claims about seven persons with personID from 1 to 7. These 

claims are provided by three sources 𝑆1 , 𝑆2 and 𝑆3. Note that although there are some 

conflicts in the values of only one attribute in this example, but generally the rest of the 

attributes can also have conflicts in their values. All incorrect values are marked in bold, 

with the correct values written in brackets after the incorrect ones.  

Based on Table 8, the first vertical slice of claim tensor 𝓒represents all claims about 

the value of attribute 𝑎𝑔𝑒 provided by all sources. 

𝑪age =

 
 
 
 
 
 
𝟒𝟓 𝟑𝟓 ×
𝟑𝟔
×
×
𝟐𝟖
𝟓𝟕
×

×
𝟑𝟐
𝟑𝟎
×
×
×

𝟐𝟔
×
×
×
𝟒𝟕
𝟒𝟖 

 
 
 
 
 

 

Then, one frontal slice of tensor 𝓡𝓣 that is related to relation type <𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > is 

constructed using the rules extracted by the classifier in Table 7.  

 

Table 6. Part of metadata set related to relation type < 𝒔𝒂𝒎𝒆𝒂𝒈𝒆 > 

Entity 

pair 

lhd 

_work-class 

lhd 

_sex 

lhd 

_educ.-
level 

lhd 

_outcome 

rhd 

_work-
class 

rhd 

_sex 

rhd 

_educ.-
level 

rhd 

_outcome 
SameAge 
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1,2 State-gov Female 2 <=50k State-gov Male 2 <=50k 1 

1,3 State-gov Female 2 <=50k State-gov Female 2 <=50k 1 

1,4 State-gov Female 2 <=50k 
Self-

employed 
Male 1 <=50k 0 

…          

2,3 State-gov Male 2 <=50k State-gov Female 2 <=50k 1 

2,4 State-gov Male 2 <=50k 
Self-

employed 
Male 1 <=50k 0 

…          

7,8 
Self-

employed 
Male 3 >50k 

Self-

employed 
Male 3 >50k 1 

7,9 
Self-

employed 
Male 3 >50k State-gov Female 2 <=50k 0 

7,10 
Self-

employed 
Male 3 >50k Private Male 3 >50k 0 

…          

Table 7. Extracted rules related to relation type < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > 

Rule 1: (lhd_work-class = State-gov)Λ(rhd_sex= Male)=>sameAge=0 

Rule 2: (rhd_work-class=State-gov)Λ(lhd_sex= Male)=>sameAge=0 

Rule 3: (rhd_work-class= State-gov)Λ(lhd_work-class= State-gov)=>sameAge=1 

Rule 4: (lhd_work-class= Private)Λ(rhd_outcome=<50k)=>sameAge=0 

Rule 5: (rhd_work-class= Private)Λ(lhd_outcome =<50k)=>sameAge=0 

Rule 6: (rhd_work-class = Self-employed)Λ(lhd_work-class = Self-

employed)=>sameAge=1 

Rule 7: (rhd_work-class = Private)Λ(lhd_work-class = Self-employed)=>sameAge=0 

Rule 8:(rhd_work-class = Private)Λ(lhd_work-class = Private)=>sameAge=0 

𝑹𝑻<𝑠𝑎𝑚𝑒 𝑎𝑔𝑒 > =

 
 
 
 
 
 
 
𝟏 𝟏
𝟏 𝟏

𝟏 𝟎 𝟎 𝟎 𝟎
𝟏 𝟎 𝟎 𝟎 𝟎

𝟏 𝟏
𝟎
𝟎
𝟎
𝟎

𝟎
𝟎
𝟎
𝟎

𝟏
𝟎
𝟎

𝟎
𝟏
𝟎

𝟎
𝟎
𝟏

𝟎
𝟏
𝟎

𝟎
𝟏
𝟎

𝟎
𝟎

𝟏
𝟏

𝟎
𝟎

𝟏
𝟏

𝟏
𝟏 
 
 
 
 
 
 

 

Using Algorithm 3, the related entities of each person are found: persons that their 

personID are 1, 2 and 3 are related to each other and persons 4, 6 and 7 are related to 

each other too. 

Table 8. Data claims provided by the sources 

Source PersonID Age Work-Class Sex Education-

Level 

Outcome 

𝑆1 1 45 (35) State-gov Female 2 <=50k 

2 36 State-gov Female 2 <=50k 

5 28 Private Male 3 >50k 
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6 57 (47) Self-

employed 

Male 1 >50k 

𝑆2 1 35 State-gov Female 3 <=50k 

3 32 State-gov Female 2 <=50k 

4 30 (45) Self-

employed 

Female 2 <=50k 

𝑆3 2 26 (36) State-gov Female 2 <=50k 

6 47 Self-

employed 

Male 1 >50k 

7 48 Self-

employed 

Male 3 >50k 

Final step is fusing the values of attribute age of entities using algorithm 4. We now 

calculate the confidence score of two claims about attribute age of person 1. The list of 

related entities to entity 1 is 𝑅𝑂1 = {2,3}; the set of sources providing claims about 

𝑖 ′ ∈ 𝑅𝑂1 is𝐷𝑆 = { 𝑆1 , 𝑆2 , 𝑆3}. All values provided by the sources in 𝐷𝑆 about the entities 

in 𝑅𝑂1 is 36, 32 and 26. In this example, we use relation type 𝑟 =<𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, 

therefore we apply second fusion function in Table 4. So, for claim 𝑐1,1
1 = 45 and 

according to equation (1): 

𝓒𝓣 1  1  1 =
1

𝑍
  𝐹  𝑐1,1

1 , 𝑐𝑖 ′ ,1
𝑘 ′

, 𝑟 

𝑘 ′ =1,2,3𝑖 ′ =2,3

=
1

𝑍
 

1

 45 − 36 
+

1

 45 − 32 
+

1

 45 − 26 
  

=
1

𝑍
 0.24 

In the same way, for 𝑐1,1
2 = 35, its confidence score is 𝓒𝓣 1  1  2 =

1

𝑍
(

1

 35−36 
+

1

 35−32 
+

1

 35−26 
) =

1

𝑍
1.4; we calculate normalization parameter Z using equation (2): 

𝑍 = 0.24 + 1.4 = 1.64 

Finally, the confidence score of 𝑐1,1
1  is 𝓒𝓣 1  1  1 =

0.24

1.64
=0.15, and 𝑐1,1

2  is 

𝓒𝓣 1  1  2 =
1.4

1.64
=0.85. As a result, the claim provided by 𝑆2 is selected as a correct 

value. As for person 2, there are two claims, and the value 36 is selected as a correct 

value, because the probabilities of the correctness for these two claims are 0.8 for 

𝑐2,1
1 and 0.2 for 𝑐2,1

3 . The first vertical slice of confidence tensor 𝓒𝓣represents all 

confidence scores of claims about attribute 𝑎𝑔𝑒 provided by all sources. 

𝑪𝑻𝑎𝑔𝑒 =

 
 
 
 
 
 
𝟎.𝟏𝟓 𝟎.𝟖𝟓 ×

𝟎. 𝟖
×
×
𝟏

𝟎. 𝟏𝟐
×

×
𝟏
𝟏
×
×
×

𝟎. 𝟐
×
×
×

𝟎. 𝟖𝟖
𝟏  

 
 
 
 
 

 

About person 5 there is no related entity so the single value provided by 𝑆1 is 

considered as the correct value. Although one value is provided about person 4 by 𝑆2 

but there are two entities that are related to it, persons 6 and 7. Because of this, there is a 

tradeoff between the selection of this single value and the average value of the related 

entities. It depends on the amount of confidence score for this single value and also the 
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precision of the rules. We can decide to select one of these values by defining a 

threshold.  

6. Experiments 

In this section, we use two real data sets to evaluate our proposed approach. The aim of 

our experiments is to answer these questions:  

Q1: Can classifiers be used directly to predict the value of entity attributes instead of 

having to infer the existence of a relationship between entities?  

Q2: To what extent can the classifiers make correct and accurate predictions of the 

relationships in the final output of data fusion? 

Q3: How accurate is high-level data fusion in terms of the number of reliable 

sources, compared to low-level fusion? 

1.1. Experimental Setup 

Data sets 

To demonstrate the advantages of our proposed approach, especially in an environment 

involving few reliable data sources, we conducted experiments on real data sets 

generated from UCI machine learning data sets. The basic assumption about the data is 

that the entities must have one or more relationship(s) between them. In other words, 

there are several relations between entities in the dataset.We chose the UCI Adult 

(http://archive.ics.uci.edu/ml/datasets/Adult) and UCI Bank 

(http://archive.ics.uci.edu/ml/datasets/Bank+Marketing) datasets because the entities are 

related to each other by attributes. These two datasets contain raw data. We therefore 

perform some preprocessing on these in order to clean them up, as follows: 

- Deletion of attributes: If the percentage of entities that have an unknown value 

or the same value for a specific attribute is more than 80%, then this attribute is 

deleted.For example, in the Bank dataset, 36,959 entities – more than 80% of 

the entities – have an unknown value. The attributes related to these were 

therefore deleted from the dataset. In total, in the Bank dataset eight out of 17 

attributes, and in the Adult dataset four out of 15 attributes, were deleted by 

this process. 

- Remove instances: If an entity has an unknown value for one or more 

attributes, this entity is removed from the dataset. For example, in the Adult 

dataset, 1836 entities have an unknown value related to the “workClass” 

attribute, so these entities are removed. As a result of this process, the number 

of entities in the Adult dataset was reduced to 30,162, and in the Bank dataset 

to 43,193.  

- Discretization: Since attributes selected for classification must be a categorical 

attribute, we discretize any continuous attributes. Discretizing these attributes 
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makes them into ordinal categorical attributes, on which it is then possible to 

build comparative relationships. 

After these three steps to preprocess the initial rough dataset, the resulting dataset is 

regarded as the ground truths. To answer Q1, we use these datasets as inputs for the 

classifier in order to train the model to predict the value of attributes. We then create a 

metadata set as a training set for the classifier to train the model to infer the existence of 

relationships between entities. Based on attributes selected to create noisy data sources, 

we then construct a relation schema. Table 9 shows the statistics of these datasets, while 

Table 10 displays the relation schema for each dataset. 

Metadata creation: To create metadata sets for each relation type, we implement 

Algorithm 2 in section 5.2. The ground truth we use to create metadata sets contains 

1000 entities, so the Adult and Bank datasets each have 1,000,000 rows of metasets. 

The number of columns in the Adult dataset is 10 × 2 + 1 = 21 and in the Bank dataset 

is 8 × 2 + 1 = 17. (Note that, in section 6.5, we carry out an experiment to investigate 

the effect of the number of entities used to build the metadata set on the accuracy of our 

approach.) 

In section 6.2, we report the results of our experiments designed to predict the value 

of attributes vs. the existence of a relation, and hence to answer Q1 (Can classifiers be 

used directly to predict the value of entity attributes instead of having to infer the 

existence of a relationship between entities?). In the remainder of this section, we 

explain how to build data sources. 

Table 9. Statistics of data sets 

 Adult  Bank  

#entities 30162 43193 

#attributes 11 9 

#relation types 5 5 

#data sources 10 10 

#claims provided by 

data sources 

126679 216032 

Creating data sources: We generate a data set consisting of multiple conflicting 

sources, by injecting different levels of noise into the ground truths as the inputs to our 

approach and baseline methods. We select four attributes in each dataset (The attributes 

age, education, workClass and occupation were selected in the Adult dataset; and the 

attributes age, job, marital and education in the Bank dataset), whose values are then 

randomly flipped to generate facts that deviate from the ground truths. A parameter α is 

used to control the degree of reliability of each source. To put it another way, α stands 

for the percentage of noisy data. In this way, we can generate datasets which contain 10 

sources with various degrees of reliability (α= 50, 55, 60, …, 95).  

Table 10. Relation schema 

Adult  Bank 
{<𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >,<𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, 

<𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >,<𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 >, 

<𝑠𝑎𝑚𝑒𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 >} 

{<𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >,<𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, 

<𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >,<𝑠𝑎𝑚𝑒𝑗𝑜𝑏 >, 

<𝑠𝑎𝑚𝑒𝑚𝑎𝑟𝑖𝑡𝑎𝑙 >} 
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Algorithm Implementation 

In section 5, we explained the modules of RelBCR and presented the algorithms related 

to each module as Algorithm 1 to 4. In this section, we describe in more details about 

some of the implementation-related issues.  

Algorithm 1 is for relation schema construction. In this algorithm, based on the type 

of each attribute, one or two relation types are created. The type of attributes must be 

specified as an input to the problem and it is a part of the problem knowledge. We use 

comma-separated values (CSV) files for input datasets. Therefore, when reading data 

from the input file, we can specify the type of each column (attribute). In addition, in 

Algorithm 1 for ease of understanding we show relation types in the form of <
𝑠𝑎𝑚𝑒𝑎𝑡𝑡 > and < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 >. In reality, we use a cell array that is an array of length 

𝑀 (number of attributes) such that each element can be an array of length one or two. 

The first element of this array represents relation type < 𝑠𝑎𝑚𝑒𝑎𝑡𝑡 >, and the second of 

this, if any, represents another relation type < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑡𝑡 >.  

The next point is about metadata sets. Although input data set contains different 

types of attributes, but after discretization in the preprocessing step, all attributes 

become categorical and ordinal attributes. So, metadata sets contain only categorical 

attributes. 

Performance Measure 

Our proposed framework consists of two main parts. The first part contains the 

classifier methods for predicting the relations between entities (the G-model), while the 

second part comprises the fusion functions for finding the truth between conflicting 

values (F-model). We need to evaluate the performance of the methods used for both 

parts. Two measures, precision and recall, are used to evaluate the G-model, while 

accuracy is used to evaluate the F-model: 

 Precision (or confidence) denotes the proportion of predicted positive 

instances that are correct real positives.  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

(3) 

 Recall (or sensitivity) is the proportion of real positive instances that are 

correctly predicted positive.  

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑡𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑓𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

(4) 

 

 The F-measure is the harmonic mean of precision and recall. 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 

(5) 

 We use accuracy as performance measure which is computed as the 

percentage of the output of the F-model that is the same as the ground truths. 
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
1

𝑛𝑔

 1{𝑔𝑖

𝑛𝑔

𝑖=1

= 𝑓𝑖} 

(6) 

where 𝑛𝑔  is the number of entities in the ground truth, 𝑔𝑖  is the entity in the 

ground truth set and 𝑓𝑖  is the fusion output. 

Environment 

All the experiments in this study were conducted on a workstation with 8GB RAM, an 

Intel® Core™ i5-4300U CPU @ 1.90GHz 2.50 GHz, and Windows 10 pro. All the 

algorithms, including those from earlier methods, were implemented in Matlab R2017a. 

Weka 3.8 data mining tools were used to preprocess the datasets and infer classifiers. 

6.1. Relation Estimation 

In this section, in order to answer Q1, we need to carry out some experiments to classify 

each attribute against the relationtype related to this attribute. Two classification 

methods, a decision tree and classification based on association rules (CAR), are used 

for this purpose. The aim of this experiment is to investigate the impact of using 

additional information on the performance of fusion techniques. Such additional 

information can be extracted either from the original dataset or from the metadata set. 

In the first stage, we try to train a classifier that can predict the values of the 

attributes of entities. These attributes are considered as a class. For example, the 

attribute occupation in the Adult data set is a categorical attribute that has 14 values, 

such as exec-managerial and handlers-cleaners. Our classifier must therefore be trained 

to predict 14 classes of occupation.  

In the second stage, we use relation types as a class and train classifiers accordingly. 

However, relation types are not pre-defined and there is no training set available that 

contains entities and relations between them (as is also true of applications in relational 

machine learning such as knowledge graph completion). A metadata set is therefore 

constructed as described in section 5.2. Each relation type in the relation schema is 

regarded as a class. This is known as triple classification: it aims to judge whether a 

given relation instance (entity1; relation type; entity2) is correct or not. This is a binary 

classification task, as explored by Lin et al. (2015) [12] and Socher et al. (2013) [28] in 

order to evaluate a link prediction task. 

We use a decision tree (C4.5) and CAR by Thabtah et al. (2005) [27] as classifiers. 

C4.5 is a popular algorithm for constructing decision trees. These two classifiers are 

used to infer the classification models of attributes in our two datasets, the Adult data 

and the Bank data. Also, we use these classifiers to train models over metadata sets that 

are considered as training set for each relation type.  

For the Adult data set, we use separately the attributes of age, education, workClass 

and occupation as classes, and then evaluate the C4.5 classifier. There are a total of 

30,162 instances in the Adult dataset, of which 60% are considered as a training set and 

the rest as a test set. Next, the relation types < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, 

< 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜𝑛 >,< 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝐶𝑙𝑎𝑠𝑠 >and< 𝑠𝑎𝑚𝑒𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 > are considered as 
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classes. We construct metadata such that each row includes the attributes of two entities 

and the relation between them. 1000 entities are used to construct each metadata set, 

with the same number of positive and negative instances. 

For the Bank data, the attributes of age, job, marital and education are used as 

classes, and then to evaluate the C4.5 classifier. There is a total of 43,193 instances in 

the Bank data set, of which 60% are considered as a training set and the rest as a test set. 

Next, the relation types < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 >, < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, 

< 𝑠𝑎𝑚𝑒𝑗𝑜𝑏 >,< 𝑠𝑎𝑚𝑒𝑚𝑎𝑟𝑖𝑡𝑎𝑙 > and < 𝑠𝑎𝑚𝑒𝑒𝑑𝑢𝑐𝑎𝑡𝑖𝑜 𝑛 > are considered as classes. 

Again, we construct metadata such that each row includes the attributes of two entities 

and the relation between them. 1000 entities are used to construct each metadata set, 

with the same number of positive and negative instances.  

Figure 3 shows the evaluation results of this classifier. The x-axis in the figure 

indicates the attributes and relation types as a class, while the y-axis presents the 

percentage of instances classified correctly in all classes by the classifier C4.5. These 

results show that, when we use the classifier to predict attribute values, the number of 

instances classified into the correct classes is lower than the number of correctly 

classified instances when the classes are the existence of relationships. When a specific 

attribute is considered as a class, the instances are entities and the classes are the 

different values of this attribute. For example, if the attribute marital in the Bank dataset 

is considered as a class, the instances will be classified into three categories of married, 

single and divorced. The percentage of all true positives is 67.1%.On the other hand, 

when one relation type is considered as a class, the instances are pairs of entities and the 

classes are yes or no, depending on whether the given relationship exists between a 

particular pair of entities. For example, the percentage of all true positives in the 

classification of < 𝑠𝑎𝑚𝑒𝑚𝑎𝑟𝑖𝑡𝑎𝑙 >is 98.3%.  

  

Fig. 3. Percentage of correctly classified instances using methods of attribute as a class and 

relation as a class 

Tables 11 and 12 show the evaluation results of classification through both the 

original dataset and the metadata set. 
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Table 11 reports the classification results of two attributes, occupation and age. 

Occupation is a categorical attribute with 14 values, such as Exec-managerial, 

Handlers-cleaners and so on. The classifier therefore classifies the data into 14 classes. 

The precision and recall of each class of occupation are shown on the left-hand side of 

Table 11. As examples, the class Other-service was classified with a precision of 0.279 

and a recall of 0.284, while Armed-Forces was not classified. The precision and recall 

of the classification of relation type < 𝑠𝑎𝑚𝑒𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 > were 0.928 and 0.955 

respectively. The continuous attribute age is first divided into 10 categories. The data is 

then classified into 10 classes. The precision and recall of this classification are reported 

on the right-hand side of Table 11. Two relation types of the attribute age are defined, 

< 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > and < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >. Table 12 contains the results of classifying the 

attributes workClass and education, and their related relation types and Table 13 is 

related to the attributes and relation types of Bank dataset. 

 

 

 

 

 

 

 

 

 

Table 11. Comparison of classifier performance measures related to attributes occupation and age 

(Adult dataset) 

Occupation Age 

Class P R F Class P R F 

Exec-managerial 0.283 0.301 0.292 cat1 (-inf-24.3] 0.566 0.733 0.639 

Handlers-cleaners 0.129 0.119 0.124 cat2 (24.3-31.6] 0.312 0.305 0.308 

Prof-specialty 0.47 0.525 0.496 cat3 (31.6-38.9] 0.258 0.257 0.257 

Other-service 0.279 0.284 0.281 cat4 (38.9-46.2] 0.287 0.441 0.348 

Adm-clerical 0.313 0.41 0.355 cat5 (46.2-53.5] 0.218 0.098 0.136 

 Sales 0.201 0.167 0.183 cat6 (53.5-60.8] 0.188 0.068 0.1 

Transport-moving 0.164 0.106 0.129 cat7 (60.8-68.1] 0.264 0.187 0.219 

Farming-fishing 0.278 0.195 0.229 cat8 (68.1-75.4] 0.125 0.019 0.034 

Machine-op-inspct 0.185 0.131 0.154 cat9 (75.4-82.7] 0.059 0.009 0.015 

Tech-support 0.125 0.047 0.069 cat10 (82.7-inf) 0 0 0 

Craft-repair 0.292 0.368 0.326 < 𝒔𝒂𝒎𝒆𝒂𝒈𝒆 > - yes 0.835 0.86 0.848 

Protective-serv 0.378 0.244 0.297 < 𝒔𝒂𝒎𝒆𝒂𝒈𝒆 > - no 0.843 0.816 0.829 

Armed-Forces ? ? ? < 𝒃𝒊𝒈𝒈𝒆𝒓𝒂𝒈𝒆 >-yes 0.796 0.793 0.794 

Priv-house-serv 0.279 0.119 0.167 < 𝒃𝒊𝒈𝒈𝒆𝒓𝒂𝒈𝒆 > - no 0.841 0.843 0.842 

< 𝒔𝒂𝒎𝒆𝒐𝒄𝒄𝒖𝒑𝒂𝒕𝒊𝒐𝒏 >- yes 0.928 0.955 0.941  

< 𝒔𝒂𝒎𝒆𝒐𝒄𝒄𝒖𝒑𝒂𝒕𝒊𝒐𝒏 >- no 0.943 0.91 0.927 

Table 12. Comparison of classifier performance measures related to attributes work class and 

education (Adult dataset) 

WorkClass Education 

Class P R F Class P R F 
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State-gov 0.213 0.039 0.066 (-inf-4.75] 0.2 0.001 0.002 

Private 0.771 0.97 0.859 (4.75-8.5] 0.067 0 0.001 

Federal-gov 0.279 0.013 0.024 (8.5-12.25] 0.715 0.904 0.798 

Local-gov 0.452 0.19 0.268 (12.25-inf) 0.703 0.586 0.639 

Self-emp-inc 0.303 0.028 0.051 < 𝒔𝒂𝒎𝒆𝒆𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏 > - 

yes 

0.894 0.873 0.884 

Never-worked ? ? ? < 𝒔𝒂𝒎𝒆𝒆𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏 > - 

no 

0.849 0.874 0.862 

< 𝒔𝒂𝒎𝒆𝒘𝒐𝒓𝒌𝑪𝒍𝒂𝒔𝒔 >- 

yes 

0.866 0.857 0.861  

< 𝒔𝒂𝒎𝒆𝒘𝒐𝒓𝒌𝑪𝒍𝒂𝒔𝒔 > - 

yes 

0.878 0.886 0.882 
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Table 13. Comparison of classifier performance measures related to attributes of age, job, marital 

and education (Bank dataset) 

Age Job 

Class P R F Class P R F 

cat1 (-inf-25.7] 0.478 0.18 0.262 management 0.585 0.843 0.691 

cat2 (25.7-33.4] 0.459 0.569 0.508 technician 0.347 0.276 0.307 

cat3 (33.4-41.1] 0.354 0.471 0.404 enterpreter 0 0 0 

cat4 (41.1-48.8] 0.258 0.157 0.196 blue-colar 0.438 0.736 0.549 

cat5 (48.8-56.5] 0.279 0.203 0.235 retired 0.509 0.553 0.53 

cat6 (56.5-64.2] 0.417 0.269 0.327 admin 0.236 0.164 0.194 

cat7 (64.2-71.9] 0.273 0.186 0.221 services 0.178 0.078 0.109 

cat8 (71.9-79.6] 0.25 0.195 0.219 self-employed 0.063 0.002 0.004 

cat9 (79.6-87.3] 0.167 0.056 0.083 unemployed 0.141 0.014 0.026 

cat10 (87.3-inf) 0 0 0 housemaid 0.303 0.03 0.055 

< 𝒔𝒂𝒎𝒆𝒂𝒈𝒆 > - yes 0.889 0.912 0.9 student 0.501 0.35 0.412 

< 𝒔𝒂𝒎𝒆𝒂𝒈𝒆 > - no 0.842 0.803 0.822 < 𝒔𝒂𝒎𝒆𝒋𝒐𝒃 > - 

yes 

0.817 0.776 0.796 

< 𝒃𝒊𝒈𝒈𝒆𝒓𝒂𝒈𝒆 > - 

yes 

0.693 0.636 0.663 < 𝒔𝒂𝒎𝒆𝒋𝒐𝒃 > - 

no 

0.799 0.837 0.817 

< 𝒃𝒊𝒈𝒈𝒆𝒓𝒂𝒈𝒆 > - 

no 

0.734 0.781 0.757     

Education Marital 

Class P R F Class P R F 

tertiary 0.788 0.672 0.725 married 0.677 0.891 0.769 

secondry 0.706 0.847 0.77 single 0.648 0.48 0.551 

primary 0.536 0.325 0.404 divorced 0.333 0.001 0.002 

< 𝒔𝒂𝒎𝒆𝒆𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏 >- 

yes 

0.995 0.996 0.996 < 𝒔𝒂𝒎𝒆𝒎𝒂𝒓𝒊𝒕𝒂𝒍 > - 

yes 
0.978 0.998 0.988 

< 𝒔𝒂𝒎𝒆𝒆𝒅𝒖𝒄𝒂𝒕𝒊𝒐𝒏 > 

- no 

0.992 0.989 0.991 < 𝒔𝒂𝒎𝒆𝒎𝒂𝒓𝒊𝒕𝒂𝒍 > - 

no 
0.995 0.95 0.972 

As shown earlier in Figure 3, there are a lot fewer accurate values for attributes than 

for relations. In addition, for some classes the classifier is unable to construct models; 

the accuracy of these classes is therefore unknown. That said, while the precision and 

recall of the classifier are not high for certain relation types like < 𝑠𝑎𝑚𝑒𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 >, 

they are of an acceptable level for the F-model, as we demonstrate in the next section. 

Let us now look at classification based on association rules (CAR). CAR is a method 

for extending an efficient frequent pattern mining method, for FP-growth, for 

constructing a class distribution-associated FP-tree, and for mining large databases 

efficiently. Moreover, it applies a CR-tree structure to store and retrieve mined 

association rules efficiently, and prunes rules effectively based on confidence, 

correlation and database coverage. In effect, this classifier selects the most effective 

rule(s) from among all the rules mined for classification. Below, we show that using 

relation classification is more efficient than attribute classification. To demonstrate this, 

we look at some rules that CAR infers for predictions about attributes. The first three 
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rules are inferred, using the Adult dataset, to predict some values of the occupation 

attribute. We then look at two rules inferred using the metadata set for the relation type 

< 𝑠𝑎𝑚𝑒𝑜𝑐𝑐𝑢𝑝𝑎𝑡𝑖𝑜𝑛 >. These rules show that, for some values of attributes, no rule can 

be inferred; whereas, for relation types, rules with a high degree of accuracy can be 

obtained. Finally, we discuss the reasons for these results.  

Some of the rules used by CAR for predictions about the attribute occupation= Prof-

specialty, other services and Adm-clerical, and the related level of accuracy, are as 

follows: 

workclass= Local-gov, age=5,hours-per-week=3, education-num=4, outcome= 

<=50K ==>occupation= Prof-specialty acc:(0.99). 

workclass= Local-gov, race= Black, education-num=2, sex= Female, 

==>occupation= Other-service acc:(0.97). 

workclass= Federal-gov, race= Black, hours-per-week=3, age=3, ==>occupation= 

Adm-clerical acc:(0.95). 

Note that there are no rules for some values of occupation.  

We next apply CAR to the metadata. For the relation <sameoccupation>,this produces 

rules such the following: 

lhd_workClass= Federal-gov, lhd_education-num='(-inf-2.5]', rhd_age='(3.5-5.5]', 

lhd_age='(-inf-3.5]', rhd_education-num='(-inf-3.5]' ==>sameoccupation=1acc:(0.99). 

lhd_workClass= Local-gov, lhd_age='(5.5-6.5]', rhd_outcome =>50K, 

lhd_education-num='(2.5-3.5]' ==>sameoccupation=1 acc:(0.99). 

The method of relations as a class does not suffer from the problem of lack of rules, 

because it is a binary classification and so, using the metadata set, relations can be 

deduced for every pair of entities.  

Now we can answer Q1: Can classifiers be used directly to predict the value of entity 

attributes instead of having to infer the existence of a relationship between entities? The 

answer is No. There are a number of reasons why relations are better than attributes as a 

class. 

1- The method of relations as a class deals with binary class prediction rather 

than the multi-class prediction used in the attributes as a class method.Multi-

values make the accurate prediction of values difficult, and require extensive 

training data. In binary classes, in contrast, learning is both faster and more 

accurate. 

2- In multi-classification the classifier may be unable to infer some classes. For 

example, for the attribute class of occupation there are no rules for the values 

Armed-Forces and Priv-house-serv. In binary classification, on the other hand, 

the value of attributes is not important; all that matters is whether the attributes 

have the same value or not. 

3- In our proposed approach, all we need to understand is the relationship 

between one entity and another entity, not the exact values of the attribute of a 

given entity.  

4- In high level fusion, we have a range of relations and methods, such as 

embedding nets [12, 24] and MLN [29] that can be applied to extract relations. 

These are used in our G-model – which is explained further below.  
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6.2. Effect of G-Model 

For the G-model in our framework, we use classifiers trained by metadata, with each 

class being a relation. In this section, we examine the impact of the performance of the 

G-model on the accuracy of the F-model in answering Q2 (To what extent can the 

classifiers make correct and accurate predictions of the relationships in the final output 

of data fusion?). We use simulated models with different levels of precision and recall, 

and then evaluate the accuracy of the proposed fusion method. For each value of 

precision and recall, we repeat the experiment five times, with the average accuracy 

over these five repetitions shown in Figure 4. In this experiment we use the Adult data 

set. There are 10 data sources, of which only one is reliable. The accuracy of voting is 

0.65. 

As expected, the higher precision and recall of the G-model increases the accuracy of 

the fusion. Figure 4 shows that,for some values of precision and recall, the accuracy of 

our framework is higher than that of voting (the values that are above of the horizontal 

dash line). For example, in the G-model precision is 0.8 and recall is 0.7, which leads to 

the accuracy of the F-model is 0.91. For some values of precision and recall, the 

performance of this model is the same as (or lower than) voting. We consider such 

values as a fail point of our model. Table 14 reports the accuracy of the F-model for 

different amounts of precision and recall of the G-model. The empty cells indicate 

where the precision and recall of the G-model do not lead to appropriate results in the F-

model – and so are fail points. For example, Precision =0.8 and recall = 0.4 is a fail 

point. 

 

Fig. 4. Effect of G-model on performance of fusion 

As can be seen from these tables, precision is more important than recall: with high 

precision, the framework is robust against low recall. For example, when precision is 

0.7, the accuracy is better than voting in order to recall values of more than 0.6. This 

means that it is very important that our G-model does not mistake wrong relations for 

true ones. When our G-model is pessimistic about the existence of relations, its 
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precision increases. By using multi-relations for each attribute, we can increase the 

precision of the G-model. 

Table 14. Accuracy of F-model for different amounts of precision and recall 

Precision→  

0.4 

 

0.5 

 

0.6 

 

0.7 

 

0.8 

 

0.9 

 

1 
Recall ↓ 

1 0.69 0.77 0.84 0.93 0.96 0.99 1 

0.9 × 0.72 0.81 0.86 0.93 0.98 1 

0.8 × × 0.74 0.81 0.91 0.97 1 

0.7 × × 0.67 0.79 0.86 0.96 1 

0.6 × × × 0.68 0.83 0.94 0.99 

0.5 × × × × 0.75 0.90 0.99 

0.4 × × × × × 0.86 0.98 

0.3 × × × × × 0.76 0.95 

0.2 × × × × × × 0.90 

0.1 × × × × × × 0.78 

6.3. High-Level vs Low-Level Fusion 

In order to answer Q3 (How accurate is high-level data fusion in terms of the number of 

reliable sources, compared to low-level fusion?), we now compare our framework with 

low level fusion techniques including voting, Hub [15] and truth finder [4]. These low-

level fusion methods, which we examined in our earlier work [30], contrast with 

RelBCR, which is a high-level fusion method. In this experiment, we fix the total 

number of sources as 10, and set the parameter α as the constant number 50%, which 

corresponds to an unreliable source. We then evaluate the performance of methods with 

different numbers of reliable sources. The precision of the G-model when used as a 

decision tree is 0.84 and its recall is 0.8.Figure 5 illustrates each method’s accuracy on 

the dataset for different numbers of reliable sources.  
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Fig. 5. Performance with respect to number of reliable sources 

The following observations can be drawn from our results. First,our proposed 

approach outperforms existing conflict resolution techniques when there are few 

sources, because of its use of additional information about relations between entities. 

Second, when more than 50% of the sources are reliable, the performance of other 

existing voting models is slightly better than our approach. In general, it is easier to 

detect truths when we have a larger number of reliable sources, especially when we 

estimate the reliability of sources. In this experiment, the precision of the G-model – 

when the model is used as a decision tree – is 0.84 and its recall is 0.8, while the 

accuracy of the F-model is higher at 0.925. In section 6.3 we show that, if the precision 

of the G-model is increased, the performance of our overall approach can also be 

improved. Theoretically, therefore, by using a stronger inference engine we can obtain a 

higher level of accuracy. At the same time, the advantage of knowing the reliability of 

sources can be used to increase the accuracy of the F-model. We plan to examine this 

further in future research. Third and finally,using the G-model to estimate relations 

between entities and applying it to conflict resolution gives us more scope to estimate 

the reliability of sources, unlike with low level fusion methods. 

6.4. Cost Analysis  

As explained earlier, our approach uses additional information to improve the 

performance of the fusion process. Inevitably, the process of extracting and using such 

information makes the model more complicated. There are two main procedures in this 

approach: training the relation classifier in the G-model, and calculating the truthfulness 

of each claim in F-model. In this section, we discuss the overall costs associated with 

our approach. 
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Time Complexity 

Here we test the computational complexity of calculating the truthfulness of each claim 

in the F-model (Algorithm 4, explained earlier). Figure 6 validates our time complexity 

analysis, confirming that the F-model is a quadratic-time algorithm with respect to the 

number of entities. 

 

Fig. 6. Running time of confidence score calculation with respect to number of entities 

Necessity of Clean Training Dataset  

As explained in section 5.2, Figure 7 (left-hand side) shows the precision of the G-

model, using various proportions of clean entities for metadata creation. We train the 

classifier for two relations, < 𝑠𝑎𝑚𝑒𝑤𝑜𝑟𝑘𝑐𝑙𝑎𝑠𝑠 > and < 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >. As can be seen, the 

level of precision improves over iterations most of the time. Figure 7 (right-hand side) 

shows the accuracy of the F-model based on the G-model trained by various proportions 

of clean data. 
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Fig. 7. Changes in precision of G-model (left) and accuracy of F-model (right) with respect to 

number of clean entities used in metadata creation 

Figure 7 clearly illustrates that the precision of the G-model can be improved by 

increasing the proportion of clean data. However, for some relations like  
< 𝑏𝑖𝑔𝑔𝑒𝑟𝑎𝑔𝑒 >, this improvement is very slow; more informative clean data is thus 

needed to train the classifier of this relation. It seems that using incremental learning to 

train the classifier, along with the fusing data procedure, can compensate for the lack of 

sufficient clean data. Hence, after training the classifier with a small clean dataset, we 

fuse the data and thereby obtain more clean data which can be used to retrain the 

classifier.  

Performance with Respect to the Number of Related Entities  

As explained in section 5.2, the truthfulness score of each claim about a specific entity 

depends on the claims about other entities that are related to it. Figure 8 shows the 

accuracy of the F-model with respect to the average of entities related to one entity. For 

this experiment, we use the G-model with a precision of between 0.8 and 0.95.  
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Fig. 8. Accuracy of F-model with respect to number of assessed related entities 

This experiment showsthat, when the number of entities related to each entity 

increases, more evidence is collected for a given claim, and the accuracy consequently 

increases.This means that, if there are few relevant entities in the dataset for a specific 

entity, calculating the truthfulness score for this entity becomes very difficult. Figure 9 

shows the number of related entities for each category of entities, with the value of the 

attribute age discretized to 10 intervals. As can be seen, in the Adult dataset, the number 

of related entities for cat2 of the relation < 𝑠𝑎𝑚𝑒𝑎𝑔𝑒 > is very small, and it is therefore 

necessary to obtain additional information from other relations. 

 

Fig. 9. Number of related entities for each entity with value of attribute age discretized into cat1 

to cat10 in Adult dataset 
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7. Conclusion and Future Work 

This article proposes a new approach for conflict resolution based on relations between 

entities, called RelBCR (Relation Based Conflict Resolution). In order to resolve 

conflicts between entities, fusion methods are used to try to estimate the reliability of 

data sourcesand then find the true values from among multiple conflicting values. 

Virtually all previous methods attempt to estimate two parameters: the truthfulness of 

data and the trustworthiness of sources. These methods prove however inadequate in 

some cases: in particular, when there are few reliable sources, and when all data sources 

don’t provide claims about all entities. Using additional information, as our approach 

does, proves very effective. While previous studies perform only at the entity level or 

consider the similarity of entities as a relation between entities, our RelBCR approach 

uses machine learning methods to draw inferences about relations. It consists of two 

main parts: The G-model and the F-model.  

In the G-model, when there are no predefined relations, a usable relation schema is 

first constructed. Next, a metadata set is created that contains the attributes of two 

entities and the specific relations between them, instead of only the attributes of one 

entity. Furthermore, in this phase there is a classifier that learns relations using the 

metadata. The output of the G-model is a relation tensor. In the F-model, based on 

defined fusion functions, the true value of the left-hand entity in the relation tensor is 

estimated.  

The results of our experiments contain three major findings. First, relation types can 

be obtained using datasets that contain only entities and attributes. Second, in order to 

estimate correct values, using classifiers to infer the existence or absence of relations is 

more effective than predicting attribute values. Finally, the accuracy of the output data 

can be improved over other current solutions by using additional information inferred 

by learning methods. In order to apply this method successfully, there are a few 

requirements. First, we need to create a metadata set with sufficient positive and 

negative instances. To achieve this, a clean training data set is necessary. Second, there 

must be relevant entities for each entity in the dataset. We should also point out to some 

disadvantages of our approach. First, if the classifier has low negative predictive value 

(i.e. there is no relationship between the entities but the classifier predicts relationship 

between them), then the accuracy of our approach will decrease. Because the wrong 

values in the process of fusion replace the correct values based on the wrong related 

entities. Second, when almost all data sources provide wrong values about all attributes, 

the precision of G-model decreases and then the accuracy of our approach decreases. 

As regards suggestions for future work, we believe that RelBCR could be 

strengthened in the following directions: 

 Adaptive entity selection for metadata creation: We created metadata as a 

training set for classifiers in order to learn models for relation prediction. If we 

have 100 entities in the primary data set, we will have 100*100 = 10000 entity 

pairs in the metadata set. In other words, we have to deal with a very large 

amount of data. A system for adaptive entity selection that produces a smaller 

but still informative metadata set could be a useful enhancement.  

 Using latent feature model for relation estimation:In this article we use 

classification methods to predict relations, and applied observable patterns to 
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extract relations. In other words, we used the attributes of pair entities to 

estimate relations. We can also use some methods that explain relations via 

latent features of entities (Embedding networks [12, 24] and RBM [31] are 

examples of such methods). 

 Using weighted multi-relations in the F-model: To increase the precision of 

the classifier in relation prediction, we used multi-relations all of which have 

the same effect. Using a more varied and flexible approach to select the degree 

of contribution of each relation in truth discovery could produce better results. 
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