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Editorial

Mirjana Ivanovié¢, Milo§ Radovanovi¢, and Vladimir Kurbalija

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia
{mira,radacha,kurba} @dmi.uns.ac.rs

This third issue Computer Science and Information Systems in 2022 consists of 11 reg-
ular articles and two special sections: “Real-Time Image Processing with Deep Neu-
ral Networks and Optimization Algorithms” (9 articles) and “Interactive and Innovative
Technologies for Smart Education” (7 articles). We are grateful for the hard work and
enthusiasm of our authors, reviewers, and guest editors, without whom the current issue
and the publication of the journal itself would not have been possible.

In the first regular article, “Blockchain-based Raw Material Shipping with PoC in Hy-
perledger Composer,” Hemraj Saini et al. discuss the problems facing the shipping process
of raw materials from providers to industry end-users via various intermediaries, and pro-
pose a framework based on Blockchain that provides integrity and tamper resistance in
the shipping chain. A proof-of-concept in Hyperledger Composed is described, together
with a performance evaluation.

The second regular article, “An Innovative Quality Lane Change Evaluation Scheme
based on Reliable Crowd-ratings” by Konstantinos Psaraftis et al. tackles the problem of
mitigating bias and malicious activity in crowdsourced data in the domain of intelligent
transportation systems, when no auxiliary information is available at the individual level.
The case study involves a crowdsourced database of lane change evaluations, on which
the proposed algorithm is applied to negate the noisy ground truth and improve overall
quality.

Ke Sun et al,, in their article “COVID-19 Datasets: A Brief Overview” organise the
numerous COVID-19 available three categories: time-series, knowledge base, and media-
based datasets, thus assisting researchers in focusing on methodology rather than the
datasets themselves. Problems pertaining to privacy and quality, as well as the potential
of COVID-19 datasets are also discussed.

In “Development of Recommendation Systems Using Game Theoretic Techniques,”
Evangelos Sofikitis and Christos Makris use game theory in the design of recommender
systems on three levels: (1) interaction of the two aspects, query reformulation and rele-
vance estimation, is modeled as a cooperative game where the two players have a com-
mon utility, to supply optimal recommendations, (2) three basic recommendation meth-
ods developed using the previous approach (collaborative filtering, content based filtering,
and demographic filtering) are combined into hybrid systems using game-theoretic tech-
niques, and (3) methods are combined with the use of a genetic algorithm where game
theory is used for the parent selection process.

The article “Effective methods for Email Classification: Is it a Business or Personal
Email?” by Milena Sosi¢ and Jelena Graovac presents a comprehensive set of experiments
has been deep-learning and classical machine-learning algorithms to differentiate between
personal and official written e-mail conversations. A notable contribution of the article
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is the extraction of a large number of additional lexical, conversational, expressional,
emotional, and moral features, which proved to be very useful for the given task.

“Re-evaluation of the CNN-based State-of-The-Art Crowd-counting Methods with
Enhancements” authored by Matija TerSek et al., compares five deep-learning-based ap-
proaches to crowd counting, reevaluates them, and presents a novel CSRNet-based ap-
proach that introduces a Bayesian crowd counting loss function and pixel modeling. The
results show that models based on SFA-Net and DM-Count outperform state-of-the-art
when trained and evaluated on similar data, and the proposed extended model outper-
forms the base model with the same backbone when trained and evaluated on significantly
different data.

Matias J. Micheletto et al., in “A Novel Approach for sSEMG Gesture Recognition
Using Resource-Constrained Hardware Platforms” introduce a novel approach for human
gesture classification using surface electromyografic sensors (SEMG) in which two dif-
ferent strategies are combined: (1) A technique based on autoencoders is used to perform
feature extraction, and (2) Two alternative machine learning algorithms (namely J48 and
K*) are then used for the classification stage. Experimental results show that for limited
computing power platforms the approach outperforms the alternative methodologies.

“Fabric-GC: A Blockchain-based Gantt Chart System for Cross-organizational Project
Management” by Dun Li et al. propose Fabric-GC, a Gantt chart system based on Block-
chain which facilitates secure and effective cross-organizational cooperation for project
management, providing access control to multiple parties for project visualization. Exper-
imental results show that Fabric-GC achieves stable performance in large-scale request
and processing distributed environments, where the data synchronization speed of the
consortium chain is several times faster than that of a public chain.

In “Efficient Generative Transfer Learning Framework for the Detection of COVID-
19, J. Bhuvana et al. address the problem of the lack of annotated COVID-19 data by
using Deep Convolutional Generative Adversarial Networks (DCGAN) to generate syn-
thetic data, and applying Densenet-201, as well as conventional machine learning ap-
proaches such as SVM, Random Forest and Convolutional Neural Network (CNN) to
detect COVID-19 from X-ray images. Experiments demonstrate that the proposed trans-
fer learning approach based on DenseNet-201 along with DCGAN based augmentation
outperforms the state-of-the-art approaches like ResNet50, CNN, and VGG-16.

Silvia Ghilezan et al., in “Federating Digital Contact Tracing using Structured Overlay
Networks,” present a comprehensive, yet simple, extension to the existing systems used
for digital contact tracing in the COVID-19 pandemic, which enables those systems, re-
gardless of their underlying protocol, to enhance their sets of traced contacts and improve
the global fight against the pandemic during the phase of opening borders.

Finally, “Nearest Close Friend Query in Road-Social Networks” authored by Zijun
Chen et al. addresses the realization of nearest close friend queries (k¢-NCF) in geo-social
networks, which aim to find the %k nearest user objects from among the ¢-hop friends of
the query user. Existing efforts on k¢-NCF find the user objects in the Euclidean space,
while this article studies this problem on road-social networks. Two methods are pro-
posed, one based on Dijkstra’s algorithm, and the other on IS-Label. Experiments on real
and synthetic datasets demonstrate the efficiency of the proposed methods.
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Guest Editorial — Real-Time Image processing with deep
neural networks and optimization algorithms

Shoulin Yin! and Mirjana Ivanovi¢?
1 Software College, Shenyang Normal University
253 Huanghe Bei Dajie, Huanggu District, Liaoning Province, 110034 China
yslin@hit.edu.cn
2 University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia
mira@dmi.uns.ac.rs

Real-time images are often captured and processed without any buffer delays. Since
most real-time images are captured from many sources, the quality of the image reso-
lution may vary. However, due to recent advancements in image processing, there are
various types of real-time image processing techniques. Real-time image processing may
lead to high computational overhead and delays in the transmission of the images, and
to overcome these limitations, deep neural networks techniques (DNNs) and optimiza-
tion algorithms (OAs) may be an asset moving forward. Deep neural networks (DNNs)
approach is very popular due to big data support and automatically features selection,
this will reduce the workload of scientists, and also convolution neural networks (CNN5s)
techniques will be used to increase accuracy as compared to machine learning methods.
DNN:s, like convolution neural networks (CNN), Deep adversarial network (DAN), long
short-term memory (LSTM), autoencoder, and deep belief networks have been used to
provide real-time image processing.

Using deep neural networks, various hidden layers within them will capture important
features of an image or a frame. When the image is captured on a real-time basis, it can be
processed by deep neural networks more efficiently and effectively. However, there may
be significant performance pressure on the processing and evaluation of real-time high
resolution and multi-resolution images. This special section provides an exemplary forum
for researchers to discuss theories and ideas associated with real-time image processing
using deep neural networks methods and optimization algorithms. Also, this special sec-
tion discusses all the challenges and limitations of using deep neural networks models in
real-time image processing.

This special section aims to receive high-quality papers that extend the current state
of the art with innovative ideas and solutions in the broad area of utilization of deep
neural networks in real-time image processing. Contributions may present and solve open
research problems, integrate efficient novel solutions, present performance evaluations,
and compare new methods with existing solutions. Theoretical as well as experimental
studies for typical and newly emerging convergence technologies and use cases enabled
by recent advances are encouraged. For this special section potential topics that were
suggested for potential authors included but were not limited to the following:

— DNNs/OAs-based real-time image processing techniques

— Intelligent learning algorithms for real-time image reconstruction and processing
Real-time image security and privacy using DNNs/OAs

Federated learning methodologies used in real-time image processing
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— processing of real-time images in remote sensing applications using DNNs/OAs tech-
niques

— Quality of Experience (QoE) and Quality of Service (QoS) for real-time image pro-
cessing

— DNNs/OAs pattern recognition in real-time image processing and processing

— Evaluation of enhanced real-time images using DNNs/OAs methods

— Computational-based DNNs/OAs models for detection of abnormalities in real-time
captured images

— New objective functions of DNNs/OAs for real-time image reconstruction

— Performance analysis of semantic segmentation of images using DNNs/OAs algo-
rithms

— Limitations of DNNs/OAs and hybrid models for real-time image processing

— Sports and arts image processing by DNNs/OAs algorithms

— Machine learning models, big data/cloud computing/fog computing etc, for real-time
image processing

This special section received 42 submissions where the corresponding authors were
majorly counted by the deadline for manuscript submission with an open call-for-paper
period of 6 months. All these submissions are considered significant in the field, but how-
ever, only one-third of them passed the pre-screening by guest editors. The qualified pa-
pers then went through double-blinded peer review based on a strict and rigorous review
policy. After a totally three-round review, 9 papers were accepted for publication. We be-
lieve that this special section brings challenging research papers and novel approaches
that will be interesting and useful for readers.

A brief overview to the papers in this section can be revealed below, and we expect
the content may draw attention from public readers, and furthermore, prompt the society
development.

The first paper entitled “Crowdsourcing Platform for QoE Evaluation for Cloud Mul-
timedia Services” by Asif Ali Laghari et al. presents a novel web-based crowdsourcing
platform for the assessment of the subjective and objective quality of experience (QoE)
of the video service in the cloud-server environment. The user has the option to enter sub-
jective QoE data for video service by filling out a web questionnaire. The objective QoE
data of the cloud-server, network condition, and the user device is automatically captured
by the crowdsourcing platform. The proposed system collects both objective and subjec-
tive QoE simultaneously in real-time. The paper presents the key technologies used in the
development of the platform and describes the functional requirements and design ideas
of the system in detail. The system collects real-time comprehensive data to enhance the
quality of the user experience to provide a valuable reference.

The second paper entitled “A Novel Motion Recognition Method Based on Improved
Two-stream Convolutional Neural Network and Sparse Feature Fusion” by Chen Chen
et al. proposes a novel motion recognition method based on an improved two-stream
convolutional neural network and sparse feature fusion. In the low-rank space, because
sparse features can effectively capture the information of motion objects in the video,
meanwhile, they supplement the network input data, in view of the lack of information
interaction in the network, they fuse the high-level semantic information and low-level
detail information to recognize the motions, which makes the performance of the two-
stream convolutional neural network have more advantages.
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The third paper entitled “A New Frog Leaping Algorithm-oriented Fully Convolu-
tional Neural Network for Dance Motion Object Saliency Detection” by Yin Lyu et al.
proposes a new frog leaping algorithm-oriented fully convolutional neural network for
dance motion object saliency detection.

The fourth paper entitled “A Novel Art Gesture Recognition Model Based on Two
Channel Region-Based Convolution Neural Network for Explainable Human-computer
Interaction Understanding” by Pingping Li et al. proposes a novel gesture recognition
based on two channel region-based convolution neural network for explainable human-
computer interaction understanding. The input gesture image is extracted through two
mutually independent channels. The two channels have convolution kernel with differ-
ent scales, which can extract the features of different scales in the input image, and then
carry out feature fusion at the fully connection layer. Finally, it is classified by the soft-
max classifier. The two-channel convolutional neural network model is proposed to solve
the problem of insufficient feature extraction by the convolution kernel. Experimental re-
sults of gesture recognition on public data sets NTU and VIVA show that the proposed
algorithm can effectively avoid the over-fitting problem of training models and has higher
recognition accuracy and stronger robustness than traditional algorithms.

The fifth paper entitled “Adaptive Wavelet Transform Based on Artificial Fish Swarm
Optimization and Fuzzy C-means Method for Noisy Image Segmentation” by Rui Yang
et al. proposes a noisy image segmentation method based on FCM wavelet domain fea-
ture enhancement. Firstly, the noise image is decomposed by two-dimensional wavelet.
Secondly, the edge enhancement of the approximate coefficient is carried out, and the ar-
tificial fish swarm (AFS) optimization algorithm is used to process the threshold value of
the detail coefficient, and the processed coefficient is reconstructed by wavelet transform.
Finally, the reconstructed image is segmented by FCM algorithm.

The sixth paper entitled “BiSeNet-oriented context attention model for image seman-
tic segmentation” by Lin Teng et al. proposes a BiSeNet-oriented context attention model
for image semantic segmentation. In the BiSeNet, the spatial path is utilized to extract
more low-level features to solve the problem of information loss in deep network lay-
ers. Context attention mechanism is used to mine high-level implied semantic features
of images. Meanwhile, the focus loss is used as the loss function to improve the final
segmentation effect by reducing the internal weighting.

The seventh paper entitled “DRN-SEAM: A Deep Residual Network Based on Squeeze-
and-Excitation Attention Mechanism for Motion Recognition in Education” by Xinxiang
Hua et al. proposes a residual network based on Squeeze-and-Excitation attention mech-
anism. Deep residual network is widely used in various fields due to the high recognition
accuracy.

The eighth paper entitled “Human Action Recognition Using a Depth Sequence Key-
frames Based on Discriminative Collaborative Representation Classifier for Healthcare
Analytics” by Yuhang Wang et al. proposes a new deep map sequence feature expression
method based on discriminative collaborative representation classifier, which highlights
the time sequence of human action features. In this paper, the energy field is established
according to the shape and action characteristics of human body to obtain the energy in-
formation of human body. Then the energy information is projected onto three orthogonal
axes to obtain deep spatial- temporal energy map. Meanwhile, in order to solve the prob-
lem of high misclassification probability of similar samples by collaborative representa-
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tion classifier (CRC), a discriminative CRC (DCRC) is proposed. The classifier takes into
account the influence of all training samples and each kind of samples on the collaborative
representation coefficient, it obtains the highly discriminative collaborative representation
coefficient, and improves the discriminability of similar samples.

The last paper entitled “A Novel Deep LeNet-5 Convolutional Neural Network Model
for Image Recognition” by Jingsi Zhang et al. proposes a novel deep LeNet-5 convolu-
tional neural network model for image recognition. On the basis of Lenet-5 model with
the guaranteed recognition rate, the network structure is simplified, and the training speed
is improved. Meanwhile, they modify the Logarithmic Rectified Linear Unit (L ReL.U) of
the activation function. The method showed the better effect.

We would also like to thank Prof. Mirjana Ivanovi¢ the editor-in chief of ComSIS, for
her support during the preparation of this special section in ComSIS journal. Finally, we
gratefully acknowledge all the hard work and enthusiasm of authors, reviewers, and core
editorial team without whom the special section would not have been possible.
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Guest Editorial — Interactive and Innovative Technologies
for Smart Education

Fadi Al-Turjman®? and Mirjana Ivanovi¢®
L Artificial Intelligence Engineering Dept., Al and Robotics Institute
Near East University, Nicosia, Mersin 10, Turkey
Fadi.alturjman @neu.edu.tr
2 Research Center for Al and IoT, Faculty of Engineering
University of Kyrenia, Kyrenia, Mersin 10, Turkey
Fadi.alturjman @kyrenia.edu.tr
3 University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia
mira@dmi.uns.ac.rs

Smart education is the key technology that facilitates a major shift from the traditional
practice of face-to-face learning methodologies into distance learning paradigms. Due to
its distributed nature, a broad range of disruptive technologies such as cloud computing,
virtual reality, and augmented reality have been increasingly adopted to enhance the pro-
cess of the smart education system. As a matter of fact, communication forms a vital part
of the educational forum, which becomes extremely complex when dealing with online
learning paradigms such as smart education. It has been a long way that smart education
has come into existence, but it still needs to improve its interface and interactive method-
ologies to leverage its full potential towards society. In the present scenario, dramatic
improvements in e-learning methodologies such as virtual learning and online interactive
learning solve typical intractable problems and offer sophisticated learning experiences
to the end-users in a more convenient way. Virtual classrooms have attracted increased
attention in recent times as it provides the most reasonable educational services. It effi-
ciently visualizes the data from hundreds of computer networks simultaneously, enabling
the users to offer the most relevant and actionable response to the virtual environment
using headphones. In addition, the use of advanced network technologies such as 5G
makes this process take place in a much faster way, with much more data flow facilities.
In summary, smart education in the digital era of computing technology is actually a cool
upcoming trend, where the vast amount of individuals from the educational society may
unimaginably gain benefit from this learning method. However, emphasizing the need for
interactive and innovative technologies for smart education also acquire greater impor-
tance as it forms the key requirement of the present-day smart education environment.

As a result, this special section aims to explore more deep insights into interactive and
innovative technologies for smart education from various perspectives of the teaching and
learning methodologies. It consists of seven articles from different areas of smart educa-
tion selected among more then 30 submitted papers. Each paper was reviewed by three
reviewers. We are grateful for the hard work and enthusiasm of authors and reviewers,
without which the current special section would not have been possible.

The first article, “Application of Wearable Motion Sensor in Business English Teach-
ing” by Fen Guo conducts an empirical analysis on motion sensors application in business
English teaching. It mainly collects speech information through wearable motion sensor,
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analyzes the reading correctness of students through speech recognition, so as to promote
students to learn business English better. Firstly, the wearable sensor is used to collect
and preprocess the speech information of students’ business English reading as the in-
put of speech recognition. Secondly, the linear predictive cepstrum coefficient (LPCC)
and Meier frequency cepstrum coefficient (MFCC) of students’ business English reading
speech are extracted, and the mixed parameters of LPCC and MFCC are taken as speech
features. Finally, the correctness of reading speech is recognized by combining HMM
and WNN. Through the simulation analysis of students’ reading speech recognition, it is
shown that the speech recognition based on wearable motion sensor is feasible and the
recognition method has good performance. In addition, the feasibility of wearable motion
sensor in business English teaching is verified by the establishment of experimental class,
which can promote students’ English learning better.

The second article titled “Construction of Innovative Thinking Training System for
Computer Majors under the Background of New Engineering Subject” by Guoxun Zheng,
Xiaoxian Zhang, Ruojin Wang, Liang Zhao, Chengming Wang, Chunlai Wang is focused
on cultivation of talents in computer major and cooperation between industry and uni-
versity. Computer major has trained a large number of computer related talents for the
society. The graduates of this major are an important force of social development, and
also make a significant contribution to the development of the national economy. Paying
attention to the new demand of social development for high-quality computer talents, tar-
geted training is the key to the development of scientific and technological innovation.
Firstly, this article points out the main problems affecting the cultivation of talents in this
major. Then, based on the basic idea of a new engineering subject, it discusses how to re-
new the basic educational concept of computer major, strengthen the cooperation between
industry and university, reform according to the requirements of new engineering subject,
and realize incremental optimization, stock adjustment and cross-integration from various
aspects.

In the third article with the title “Multimedia Teaching System Based on Art Inter-
action Technology” by Xiaozhong Chen aim is at improving the Massive Open Online
Course (MOOC) platform, which is the largest application of hybrid learning. It integrates
animation technology and multimedia technology, and designs a multimedia-teaching
platform based on art interaction technology, which effectively improves the attraction
of MOOC platform to learners. Firstly, this paper introduces multimedia, animation and
interactive animation technologies in detail, and applies them to MOOC platform. Sec-
ondly, according to the analysis of the research results of teaching platform requirements,
the design principles and system framework of this paper are given. Finally, the informa-
tion processing system of B/S architecture mode is built to make the improved platform
have high response speed and data processing ability. In addition, this paper constructs a
small-scale multimedia hybrid learning platform for testing and finds that the multime-
dia teaching platform based on art interactive technology designed in this paper can well
promote students’ autonomous learning and improve the effect of students’ learning.

The fourth article titled “The Research and Implementation Feasibility Analysis of an
Intelligent Robot for Simulating Navigational English Dialogue Under the Background
of Artificial Intelligence” by Wei Sun uses the test data set to test the analytical model of
navigational English dialogue instructions. The experimental results show that the con-
ditional random field (CRF) + domain dictionary + ambiguity resolution method has the
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highest segmentation effect. The calculated percentages of the analytical model are cor-
rect rate: 76.85%; recall rate: 80.36%; F-value: 88.46%. This paper implements a robot
teaching and reproduction method based on simulated navigational English conversa-
tion and human-computer interaction under the background of artificial intelligence, and
designs robot motion realization experiments and speech recognition experiments. The
three-dimensional error after fine-tuning the voice is between 1.6798mm and 2.9968mm.
This article constructs a simulation navigational English dialogue robot system. The FAQ
component has up to 79.2%; others have a lower accuracy rate of only 59.03%.

In the fifth article with the title “Interactive and Innovative Technologies for Smart
Education” by Babatomiwa Abdulazeez Omonayajo, Fadi Al-Turjman, Nadire Cavus the
focus is on new concepts and ideas that have been recently emerged in the process of ob-
taining and disseminating cognitive, ethical, and public knowledge. In the current state of
education, a learner, tutor, and the knowledge being transferred are all present, and smart
education has made learning more flexible and convenient. This concept is accomplished
through the use of smart devices and technologies that are interconnected to access dig-
ital resources. Smart education refers to a new way of learning that has gotten a lot of
attention, notably during the 2020 COVID-19 Pandemic. This article examines the tech-
nologies that have aided smart education in achieving its educational goals. With smart
technological solutions, modern technologies are enhancing the teaching - learning pro-
cess in today’s education. Smart education, with the help of sophisticated technology,
simplifies the activities of teaching, learning, networking, and cooperating, as well as
making speedy alerts more productive.

The next article titled “The Impact of Digital Transformation in Teachers’ Profes-
sional Development During the COVID-19 Pandemic” by Ayden Kahraman, Huseyin
Bicen presents a study conducted to reveal the positive and negative aspects of profes-
sional development programs applied to teachers involved in distance education during
the COVID-19 process and investigate whether they contributed to the digital transforma-
tion with the competencies they acquired through these programs. A total of 30 teachers
participated in the study voluntarily. The research has been carried out as a case study.
In order to ensure the validity, reliability, and consistency of the data, the mixed research
method consisting of the qualitative and quantitative phases has been used for acquiring
data. Once the teacher-oriented professional development program was completed, the
teachers were subjected to an achievement test and a self-assessment questionnaire. A fo-
cus group interview was conducted to collect various views of 18 teachers regarding the
program. This study also reveals that teacher-oriented professional development programs
can be applied efficiently through online education and have a crucial role in strengthening
and enhancing the technical competencies of the teachers involved in distance education.

The last article titled “Data mining technology in the analysis of college students’
psychological problems”, by Jia Yu, and JingJing Lin expounds on the research status of
data mining and the status quo of college students’ psychological health problems, deeply
analyzing the feasibility of introducing data mining technology into the analysis of college
students’ psychological health. After studying and analyzing the decision tree technology
of data mining, and taking the psychological health problem data of the students in a
university in 2021 as the research object, this paper uses the decision tree to analyze the
psychological health problem data. The main work includes the following: determining
the mining object and mining target; preprocessing the original data; and according to
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the characteristics of the data used, choosing the decision tree algorithm to construct the
decision tree of the students. Finally, based on the analysis and comparison of the decision
tree model before and after pruning, classification rules are extracted from the optimal
decision tree model, thus providing a scientific decision-making basis for mental health
education in colleges and universities.
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Abstract. In today’s world, a lot of various kinds of raw materials are shipped
from one place to another as per the requirement of industries. This shipping pro-
cess involved many multiple levels with multiple personalities or authorities. The
intermediates may be influenced by some illegal external factors and there may be
some theft or modification in the raw material which is in the shipping process.
This generates a significant loss if the material is of high cost. Presently, the ad-
vancements in information technology precede a method to restrict this loss and it
is blockchain. Blockchain technology is an essential feature in enabling a compre-
hensive view of events back to origination. The shipping chain of raw materials that
provides integrity and tamper resistance for raw materials in the shipping process
is proposed in the manuscript. we have also provided proof of concept (PoC) in
Hyperledger Composer with performance evaluation.

Keywords: Blockchain, SCRM, PoC, Hyperledger, Raw Material.

1. Introduction

Presently, the ever-growing industrial world needs a rapid consumption of various kinds
of raw materials. In the shipping process, this raw material can be modified or partially
theft or mixing can be possible at some level during the shipping process. Therefore,
the digital evidence of such illegal activities is significant during the investigation. In the
investigation process, the integrity and originality of the evidence are ensured throughout
the life cycle of the investigations [3], [17]. The multilevel life cycle of shipping raw
materials involved multiple personalities with multiple identities. If there is an unwanted
activity with the raw materials during the shipping process by any of them due to some
influencing personalities or factors then with the physical evidence it is difficult to identify
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the culprit. In such cases, digital evidence will play an important role, so, by completing
the investigation process, this digital evidence must be secured.

The shipping chain of raw materials (SCRM) is defined as a process to maintain the
integrity of raw materials and keep all the documentation of interaction or raw materials
with different identities and their work with all history in digital form. SCRM plays an
important role in Digital investigation, if requires, as it maintains all minute-by-minute
records of events in digital documentation. Different kinds of raw materials pass through
different hierarchies starting from mining or production to delivery and verification of
receiving, and in this process, digital records are the important weapons to record the
whole process. SCRM logs the information such as how, when and what digital evidence
of events are recorded and preserved transparently. This evidence will be important in any
kind of investigation if needed.

A system that guarantees the four facts like transparency [2], [6], authentication [23],
[18], security [12], [1] and auditability [7], [14] for ensuring the integrity of recorded dig-
ital events in blockchain and it is achieved by SCRM. As per the Gartner Hype Cycle for
Supply Chain Strategy, 2020, as shown in Figure 1 there are a healthy number of capa-
bilities to the left of the peak, which reflects the many emerging capabilities that supply
chain organizations are exploring. On the right are the capabilities that companies should
be actively adopting at scale to optimize their performance. So, blockchain is also aligned
to potentially fulfil critical and long-standing challenges presented across dynamic and
complex global supply chains that traditionally have held centralized governance models.
Current capabilities offered by blockchain solutions for supply chains include a loose
portfolio of technologies and processes that spans middleware, database, verification,
security, analytics, and contractual and identity management concepts. Blockchain is a
linked representation of blocks and a block contains immutable information of the events.
In this way, it generates a distributed system of linked representation. Using SCRM a
real-time audit can be performed without bias and with accuracy.

In the case of shipping raw materials, there are three major concerns including doc-
ument workflow management, financial processes, and device connectivity. These con-
cerns are having a problem of adaption due to lack of trust, information security, miscom-
munication, different accounting system usage, and various digitized formats. With the
different processes involved in the above-mentioned activities, there is a fair possibility
of biasing unknowingly or knowingly which leads to a significant loss in the process of
shipping raw materials. Besides, it is also difficult to track back the transactions in the
traditional systems of shipping raw materials.

Therefore, to overcome the above-mentioned problem it is quite necessary to identify
an automated solution which maintains all the artefacts during the whole shipping process.
This record keeping should be secure, transparent and scalable and it is SCRM chain
proposed in the paper.

The rest of the paper is written in different other sections including section 2 gives a
brief idea about the process of shipping raw materials, tools required to generate blockchain,
discussion of the feasibility test of blockchain for shipping raw materials. Section 3 pro-
vides motivation for the work. Section 4 presents the proposed shipping chain of raw
material with PoC in Hyperledger Composer. Section 5 illustrates the performance anal-
ysis of the proposed blockchain framework. Section 6 gives the conclusion of the paper
and at the end, a list of references is provided.
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2. Shipping Process of Raw Materials

The shipping process includes many actors throughout the process like Importer, Exporter,
Bank, Insurance Company, Freight Forwarder, Shipping Company, Customs House Agent
(CHA), Customs Authorities, Port Authorities, and Intermodal Transport Providers. Infor-
mation exchange happens when the raw material moves from one actor to another. In this
case, willful illegal information exchange may lead to some morphing in raw material.
Therefore, a secure chain of information exchange has to be maintained and that has to
be immutable and transparent to all the actors. In this paper, this chain is proposed by
referring to SCRM. As SCRM is a blockchain-based chain and it has all the information
exchange records in the form of blocks which are immutable, secure and transparent to
all the actors involved in the process [9], [15]. In addition, all the digital records remain
integrated in SCRM. Figure 2 depicts the detailed shipping process of raw materials start-
ing from the origin to the destination after including all the actors involved in the whole
process. Further, the shipping process is depicted in figure 3 in the form of SCRM, where
recordkeeping of all the steps including identifying the raw material to reporting at differ-
ent actors is displayed.

Hyperledger Composer [5] in an open blockchain application development environ-
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ment and toolset. It is used to develop blockchain applications rapidly. Integration of
data with blockchain applications can also be done by the use of Hyperledger Composer.
Blockchain business application networks contain assets, participants, and transactions
across multiple blockchain networks that have to be recorded by the Hyperledger Com-
poser. The transaction can be done by various stakeholders as per their roles such as
buyers, sellers, and viewers in the blockchain. After doing registration of these parties
in the blockchain they can do the transaction. Figure 4 shows a systematic framework of
Hyperledger composer framework.

Hyperledger composer framework works in three layers [10]. In the first layer, the
composer is used to create a business network definition comprised of the model, script
ACL, and query files. The second layer packages up the business network definition and
export it as an archive which is ready to deploy anywhere. Finally, the third layer uses ID
cards to deploy business network definitions to a distributed ledger.

2.1. Tool for performance evaluation of blockchain

The performance of the blockchain is major concern before it is deployed anywhere and
for this, it needs a tool. Here, we have used Hyperledger Caliper [8] to evaluate the perfor-
mance of our proposed blockchain SCRM with predefined use cases. Hyperledger Caliper
provides a number of reports for different performance indicators including time per trans-
action (tps), latency during transactions, utilization of a resource etc. On the basis of these
reports, the suitability of the blockchain is decided as per the user’s requirement.
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2.2. Feasibility test of blockchain for shipping raw material

The feasibility of the blockchain solution can be decided on the basis of four facts given
below-

— Is a shared database required to store the data and state of a transaction? If it is not
then the blockchain solution is not feasible.

— Are there multiple users who want to write in the blockchain? If it is not then the
blockchain solution is not feasible.

— Is there a high degree of trust among the users? If it is then the blockchain solution is
not feasible.

— Is there a third Trusted Party (TTP)? If it is then the blockchain solution is not feasible.

Figure 5 depicts the flowchart for testing the feasibility study of our proposed blockchain
i.e. SCRM. In raw material shipping, all these characteristics are satisfied and hence a
blockchain solution is feasible.
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3. Proposed Model

The selection of a blockchain development environment and toolset is an important step
before implementing a blockchain application. There are two major options out of many
other options that are blockchain implementation using the Ethereum network, and Hy-
perledger Fabric.

In the case of Ethereum, network anonymity is at the principal edge and in the Ethereum
blockchain, anyone can do the transaction but there is no way to identify who has done it.
This is not in our favour as we want to track back the history to know who is involved in a
transaction. However, Hyperledger Composer is providing all the requirements to develop
a blockchain-based application with all robust, transparent and secure records. Therefore,
we opted to use Hyperledger Composer for implementing our proposed SCRM system.
In the Hyperledger Composer, a functional flow of the SCRM is created as depicted in
figure 6. In this, the whole functionality of SCRM is divided into four sections including
participants, core modules, blockchain modules, and distributed storage.

Farticipants: They are the real stakeholders in the raw material shipping process. They
can change the state of SCRM by doing transaction-related activities.

They are authorized persons in the SCRM for doing transactions and all the details of the
transaction by any participant are recorded transparently, securely, and with integration in
SCRM.

Core Modules: Core modules are responsible for managing the communication among
participants and our proposed blockchain i.e. SCRM. A call of appropriate core module
participants can get details of the transaction or submit a transaction.

Blockchain Module: In the case of the blockchain module there are P2P networks and
consensus protocols to control the communication through the P2P network.

Distributed Transaction Store: It is the combination of distributed database and a mod-
ule responsible for the authorization and authentication of participants. All the transaction
details are distributed and stored in this module. When any participant wants the details
they can get these details after authentication.

Front End: Front end is responsible to provide an interactive interface for partici-
pants to our proposed blockchain i.e. SCRM. This interface is created by using composer-
REST-server and Yeoman Framework of Hyperledger Composer. Composer-REST-server
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is responsible to generate the RESTful APIs for all the entities of the SCRM including
assets, participants, and transitions. On the other hand, the Yeoman Framework is respon-
sible to generate LoopBack Application. Figure 7 is depicted the Communication of the
SCRM blockchain with participants through the front end.

3.1. Proof-of-Concepts

Assets, participants, and transactions are the major components to describe the blockchain
applications [20], [4]. Instances of these components are stored in the blockchain. In the
case of SCRM their components are described below.

Participants: Suppliers, Buyers, Manufacturers, Distributors, Transporters, Govt. au-
thorities, and Customers are the significant participants of SCRM. Here, the administrator
is not a modelled participant as it has only a Composer identity and will not invoke a
transaction.
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Assets: Any object having value can be an asset. These assets can be shared and trans-
acted in the blockchain. In our case, raw materials, containers, warehouses, etc. are the
tangible assets and workforce, securities, IPRs, or any referral documents are intangi-
ble assets. Specifically, the data records, used throughout the shipping process, are major
assets which are used to track back the history. A model file is used to model the partic-
ipants. New instances can be created and registered in the registry file. Identities of the
participants are also recorded in the identity registry file. Who so ever participates is in-
volved in any of the processes, a record of that task with the performer’s identity has to
be recorded by the organization of the blockchain consortium.

Transactions: Action on assets done by participants is known as a transaction. It can
be in different forms like- the creation of transactions, updating a transaction, deletion of
transactions, and transfer of a saved transaction on the network. A data structure is used
to define an SCRM transaction as shown below:

struct transaction contains
string/bytes32 transactionID;
address creator;

address owner;

string transactionDescription;
unit caselD;

address transferChain[];
dateTime transferTimel[];
//other possible options
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3.2. Description of Terminology used

We have used different terminologies in the process and it is mentioned in the following
table 1 along with its brief description.

Table 1. Terminology used

Terminology Brief description

transactionID It is a unique random number generated by SHA256 for every

digital transaction.

creator It is the participant who inserted the transaction in the first place.
owner It is the participant who possesses the transaction presently.
transactionDescription It contains the necessary attributes to define a transaction.

caselD Unique number for material shipment to initialize the smart contract.
transferChain It contains the address of the owner of the transaction and it is an array.
transferTime It contains the date and time of the transaction and it is an array.

The SCRM model has essential functionalities including transaction creation, trans-
action update, transaction deletion, and transaction display from the blockchain. These
functionalities are triggered by the participants of the SCRM. Rules to access a particular
functionality by a particular participant are mentioned in permissions.acl file of SCRM
blockchain of Hyperledger composer. Different classes are used in the implementation of
the SCRM and their script segments are shown below:
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Script Segment#l: Transaction class
Transaction class {
"Sclass": \org.example.basic.Transaction", \ID":
\OxPQRSTUVWXYZ",
"creator": \resource : org.example.basic.
Participants#9876",
"owner": \resource : org.example.basic.
Participants#9876",
"Description": \Necessary information
describe to transaction",
"transferChain": [\resource : org.example.
basic.Participants#9876"],
"timeChain": [\2020-12-30 T15:03:756z"]
}
Script Segment#2: Participant class
Participant class {
"Sclass": \org.example.basic.Participants",
"ParticipantID": \9876",
"firstName": \XYx",
"lastName": \PQR"
}
Script Segment#3: Transaction Transfer class
Transaction Transfer class {
"Sclass": \org.example.basic.TransactionTransfer",
"ID": \resource : org.example.basic.
Transaction#0xPQRSTUVWXYZ",
"newOwner": \resource : org.example.basic.
Participants#6789",
"transactionID":
\34c3456-c356-8634-b7d7-c78b56a56d98",
"timestamp": \2020-12-30 T15:12:755z"
}
Script Segment#4:
Transaction state after several transfers
between participants class {

"Sclass": \org.example.basic.Transaction",

"ID": \OxPQRSTUVWXYZ",

"creator": \resource : org.example.basic.
Participants#9876",

"owner": \resource : org.example.basic.
Participants#9876",

"Description": \Necessary information
describe to transaction",

"transferChain": [

"resource : org.example.basic.Participants#9876",
"resource : org.example.basic.Participants#8769",
"resource : org.example.basic.Participants#7698",
"resource : org.example.basic.Participants#6987",
1,
"timeChain": [

"2020-12-30 T15:12:852z"

"2020-12-30 T17:12:955z"

"2020-12-30 T18:12:457z"

"2020-12-30 T15:12:753z"
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This permissoned SCRM blockchain is built on the Hyperledger Composer and runs
under the controlled environment governed by the consortium.

Test Harness

Hyperledger Fabric network under test

Fig. 8. Framework for Hyperledger Fabric VI performance evaluation [10]

4. Performance Evaluation

Due to the specific characteristics of the blockchain, necessary performance metrics has
to be applicable to it. The central authority is not present in the blockchain and hence data
or transaction is replicated for different peers of various organizations at different times.
Instead of a single transaction, a block of transactions is committed after a consensus
process [19], [11] and committed. The consensus process included all the blockchain
nodes and until or unless a positive response is not achieved at least by two third of the
nodes the transaction will not be committed. This process is dependent on the input traffic
i.e. how many transactions are there in the queue for the commit and even on the hardware
efficacy of the blockchain miner, therefore, it is uncertain to determine the commit time
[13].

4.1. Experimental setup

Hyperledger Fabric VI blockchain setup is used to evaluate the performance of SCRM
and it is depicted in figure 8. In this, the test harness is the collection of nodes of two cat-
egories including Load-generating clients and Observing clients. Load-generating clients
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are responsible to submit the transactional and Observing clients are responsible to do
the queries to know the state of the transactions. We have used the Hyperledger Rep-
resentational State Transfer (REST) interface to provide the connectivity of clients and
blockchain. The performance parameter of the blockchain is given below.

4.2. Transaction Latency

It is the time period taken by the process of blockchain to commit the transaction from the
time it is submitted [21]. As transactions are committed in blocks after consensus so, it is
difficult to find out the transaction latency for an individual transaction. Therefore, aver-
age transaction latency has to be calculated for the blockchain network and it is defined
as below-

AverageTransactionLatency =
(3" TransactionLatency) /T otalCommittedT ransactions

ey

5. Transaction throughput

It is the rate at which valid transactions are committed in blockchain in a definite time
interval [22] and it is given as below-

AverageTransactionthroughput=
TotalCommittedTransactions (2)
TotalTimeQpercentageo fcommittedtransactions

5.1. Scalability

Scalability if defined as how much total time is maintained for low transaction latency
with an increased number of workloads [16].

There are many organizations involved to transport the raw material and so at a time,
many participants from many organizations can be involved to submit the transactions
to the SCRM blockchain. These submitted transactions completed the consensus process
and finally has a state such as committed or failed which is depicted by figure 9.

We have used four scenarios to test the performance of SCRM, 1-organizations- 2-client-
10 test rums, 2-organizations- 6-client-10 test rums, 3-organizations- 10-client-10 test
rums, and 4-organizations- 24-client-10 test rums. The test runs are completed on Ubuntu
16.04 system including Intel(R) Core(TM) i5-7400 CPU @ 3.00GHz, 3000 Mhz, 4 Core(s),
4 Logical Processor(s), and 8GB RAM. We have considered multiple fabric networks and
measured the performance of SCRM blockchain. Table 2 represents the different values
achieved for average latency and throughput for all four scenarios.

Throughput increases when the block size is increased for the same type of network
and this pattern remains the same for all the other different types of networks. Therefore,
the behaviour of the SCRM is non-fluctuated wrt throughput and this is depicted in figure
10. For block size 5 the minimum average latency is 1.8 ms and maximum average latency
is 51.77 ms and the throughput range is from 4 to 9 transactions for all four scenarios.
Similarly, almost the same kinds of patterns are achieved for other remaining block sizes



Blockchain-based Raw Material Shipping with PoC... 1087

State of
Transactions

Block-0

Tx-0: committed
Tx-1: Failed
Tx-2: Commited
Tx-3: Committed

élock-1 \

Tx-0: committed
Tx-1: Failed

Y- Block-0 | | Block-1 Block-k Tx-2: Committed
No. of No.of ... No. of I:J> Tx-3: Committed
il . Tu=4 Tx=T Tx=5 Tx-4: Failed

Org-1 - Tx-5. Committed
SRCM blockchain \[x-6: Committed /

Ok

Blockk )
Tx-0: Failed
Tx-1: Committed
Tx-2: Failed
Tx-3: Committed

\[x-4: Committed /

Fig. 9. Pictorial Representation of Performance Metric
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Fig. 10. Throughput for our all four scenarios

including 10, 15, 20, and 25 as depicted in figure 11. Therefore, block size up to 25 the
SCRM is supporting the scalability perfectly. Average latency increases when the block
size is increased for the same type of network and this pattern remains the same for all the
other different types of networks. Therefore, the behaviour of the SCRM is non-fluctuated
wrt of average latency and this is depicted in figure 12. We can infer from the results
that the proposed SCRM solution is far better than the other traditional solutions like
relational databases. In the relational database system, the transactions are not transparent
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Table 2. Values achieved for average latency and throughput for all four scenarios

Terminology Brief description
Network Type Block Size Tx(tps) Txtime AvgLatency Throughput
1 Org-2 Client-10 Test runs 5 8 40 1.8 4
2 Org-6 Client-10 Testruns 5 48 226 9.81 9
3 Org-10 Client-10 Test runs 5 176 365 35.68 8
4 Org-24 Client-10 Test runs 5 257 687 51.77 6
1 Org-2 Client-10 Test runs 10 3 33 0.39 7
2 Org-6 Client-10 Testruns 10 38 228 3.97 13
3 Org-10 Client-10 Test runs 10 187 379 19.19 17
4 Org-24 Client-10 Test runs 10 289 702 29.31 23
1 Org-2 Client-10 Test runs 15 9 58 0.76 28
2 Org-6 Client-10 Test runs 15 43 287 3.02 32
3 Org-10 Client-10 Test runs 15 165 366 11.45 4
4 Org-24 Client-10 Test runs 15 317 764 21.55 7
1 Org-2 Client-10 Test runs 20 7 54 0.48 13
2 Org-6 Client-10 Testruns 20 46 276 247 16
3 Org-10 Client-10 Test runs 20 199 403 10.44 24
4 Org-24 Client-10 Test runs 20 297 701 15.27 12
1 Org-2 Client-10 Test runs 25 11 65 0.61 18
2 Org-6 Client-10 Test runs 25 54 305 2.34 26
3 Org-10 Client-10 Test runs 25 178 376 7.59 36
4 Org-24 Client-10 Test runs 25 307 735 12.7 42
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Fig. 11. Scaling effects for different block sizes

as they are under the control of the database administrator but in the case of blockchain
the transaction is transparent to all the nodes of the blockchain once it is committed and
no one can stop it. In the case of security, the database can be compromised by many
means like SQL injection attacks but in the case of blockchain, it is next to impossible
to breach the security as the key is almost unpredictable. In the case of scalability, the
blockchain can be extended at any limit but the database can’t be scaled after a limit as it
has lots of consequences regarding efficiency due to exhaustive search space.
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Fig. 12. Average latency for our four scenarios

6.

Conclusion

SCRM chain has been proposed with a proof-of-concept for shipping raw materials.
SCRM provides a secure, transparent, and integrated raw material delivery. It records
all the transactions by various participants of different organizations transparently to all
stakeholders. These records can be trackback if they need an investigation or if there is
any fraud that occurred knowingly or unknowingly. A performance evaluation of SCRM
is also provided by using the Hyperledger Caliper tool for different four types of mod-
elled networks at different transactions per second. Scalability, Latency, and throughput
behaviours for all four modelled networks are provided with that show acceptability of
the SCRM. We hope it will be an important tool for automating the raw material shipping
industry in future communication as well.
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Abstract. Intelligent Transportation Systems (ITSs) and their applications are
attracting significant attention in research and industry. ITSs make use of various
sensing and communication technologies to assist transportation authorities and
vehicle drivers in making informative decisions and provide leisure and safe
driving experience. Data collection and dispersion are of utmost importance for
the proper operation of ITSs applications. Numerous standards, architectures and
communication protocols have been anticipated for ITSs applications. In recent
years, crowdsourcing methods have shown to provide important benefits to ITSs,
where ubiquitous citizens, acting as mobile human sensors, help respond to
signals and providing real-time information. In this paper, the problem of
mitigating crowdsourced data bias and malicious activity is addressed, when no
auxiliary information is available at the individual level, as a prerequisite for
achieving better quality data output. To achieve this goal, an innovative algorithm
is designed and tested on a crowdsourcing database of lane change evaluations. A
three-month crowdsourcing campaign is performed with 70 participants, resulting
in a large number of lane changes evaluations. The proposed algorithm can negate
the noisy ground-truth of crowdsourced data and improve the overall quality.

Keywords: crowdsourcing, intelligent transportation systems, subjective ratings,
lane change evaluation, bias reduction, malicious activities, fuzzy logic.

1. Introduction

Road accidents constitute a major social problem in modern societies. Approximately
1.35 million people die every year on the roads worldwide, and another 20 to 50 million
sustain non-fatal injuries as a result of road traffic accidents [1]. It is estimated that lane-
change crashes account for 4 to 10 % of all crashes. These injuries and fatalities have an
immeasurable impact on the families affected, whose lives are often changed irrevocably
by these tragedies, and on the communities in which these people lived and worked [2].
In the meantime, careful and lawful drivers are not rewarded for their responsible
driving. According to [3] in the Belonitor project in Denmark by rewarding the
participants’ good driving behaviour, the percentage of kilometres they travelled within
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the speed limit increased from 68% to 86%, and the number of kilometres driven a safe
distance from the car in front rose from 58% to 77%. However, as soon as the feedback
and reward system ended, most drivers returned to their old habits. Most participants
acknowledged that the combination of feedback and reward had a strong positive effect.
For driving evaluation reports in general, there are three main sources of data that
researchers are utilizing. The first source of data collection is by sensors [4] during the
act of driving vehicles. The second main category is from the CAN bus data [5], which
basically records everything on the running state of the car, such as car speed, steering
wheel, gps location, brake and other. The third category includes video data [6], which
often derive from a mobile phone or a dashcam. To this end, the first research question
is addressed: Is it possible to perform a reliable driver’s evaluation out of video data by
utilizing crowdsourcing solutions?

Crowdsourcing, in general terms, is the act of taking a job traditionally performed by
a designated employee and outsourcing it to an undefined, generally large group of
people (a “Crowd”) in the form of an open call [7]. Technically speaking,
Crowdsourcing is a distributed problem-solving and production model. In such a model,
initially, the problems are formulated in a format that can be understood easily by
technical and non-technical people. This model is used in many applications. For
instance [8], proposed an approach to develop a crowd sensing framework to allow an
easier cooperation between the citizens and the authorities by collecting information on
crimes and suspects through an e-participatory infrastructure. Specifically, in
transportation it has emerged as a novel mechanism for accomplishing temporal and
spatial critical tasks with the collective intelligence of individuals and organizations.

In ITSs, Xiao Wang [9] performed a quantitative analysis of related research topics
and categorized seven kinds of main crowdsourcing based ITSs services: Crowdsourced
geospatial data collection, which is contributed by non-expert end-users for altruistic
reasons, which both fully utilize end-users’ significant local expertise and provide better
data and temporal coverage. Urban traffic planning and management, which focuses on
bus arrival time prediction, common trajectory pattern identification, shortest-path
computing, optimal route planning, customized deployment of cycle length and signal
transition time of traffic light systems, travel information recommendation, etc. Green
transportation, which aims to reduce fuel consumption and carbon emission, and to
provide a highly efficient trip mode for both public and private transports using
crowdsourcing based mobile applications. Social navigation, which leverages public
online information with users’ social network resources, providing real time exploration
in novel and strange environments. Road condition monitoring and assessment, which
enables people to effectively take part in solving time-spatial critical traffic tasks
without generating the additional financial burden on the transportation agencies with
the help of social media sites like Facebook, Twitter, YouTube, and Flickr. Smart
parking, which is a long-standing problem in ITSs, because searching for street parking
and navigating to it in a crowded urban area impose great societal and environmental
challenges. Traffic network construction and communication, where employees’
ubiquitous roadside units and vehicular ad hoc networks integrate the capabilities of new
generation wireless networks and provide infrastructural support of the inter-vehicle,
vehicle-to-roadside and inter-roadside communications in hybrid vehicular ad hoc
networks.
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In this research, a crowdsourced geospatial data collection solution for peer-to-peer
lane change vehicle evaluations is proposed. To this end, the second research question is
addressed: How can workers’ bias and malicious responses be reliably mitigated? It is
proved that data acquired from tasks that comprise a subjective component (e.g. ratings,
opinion detection, sentiment analysis) is potentially affected by the inherent bias of
crowd workers who contribute to the tasks [10]. In addition, workers may not take tasks
seriously. Gadiraju [11] in his research analysed the malicious behaviour in the crowd
and defined five categories of untrustworthy workers. Ineligible Workers (IW), who do
not comply to the prior stated pre-requisites, e.g. ‘Please attempt this task only after you
successfully complete 3 tasks. Fast Deceivers (FD), who give random answers in order
to finish a task as fast as possible, e.g., entering random numerical values. Rule Breakers
(RB), who do not provide the required quality of the answer, e.g., giving 1 keyword,
when the task requires at least 3 keywords. Smart Deceivers (SD), who conform to the
rules but give semantically wrong answers. Finally, Gold Standard Preys (GSP), who
follow instructions and provide valid responses but are caught with providing different
answers on repeated test questions during the evaluation. In the context of
crowdsourcing, subjective tasks with numerical responses, three of the mentioned
categories are applied, namely FD, SD and GSP. Consequently, an algorithm to negate
this effect is proposed as a worker might provide biased and/or malicious feedback.

The rest of the paper is structured as follows: Section 2 contains related work. In
Section 3, the proposed crowdsourcing framework is described and explained. Section 4
describes the 3-month crowdsourcing campaign conducted and discusses the
experimental results. Last, section 5 concludes this paper by pointing out some future
research directions.

The three major contributions of this paper are summarized below:

« An innovative algorithm is designed to negate the effect of bias and malicious

activities with regards to subjective crowdsourcing environments.

« A crowdsourcing peer-to-peer evaluation framework is proposed, which mainly

focuses on lane-change driving acts.

* A large-scale crowdsourcing campaign is carried out with regards to lane-change

evaluations and results demonstrate the effectiveness and overall data quality

improvement.

2. Literature Review

One of the main and most challenging issues that still exist in crowdsourcing
applications, especially in subjective studies where no ground truth exists, is ensuring
the reliability of workers’ ratings. For that purpose, in case of crowdsourced datasets
that record auxiliary information from participants (such as gender, age, income or
education level), the work in [12] proposed to apply quasi-randomization techniques in
which pseudo-inclusion probabilities are estimated based on covariates available for
samples and non-sample units. In other approaches such as in [13, 14], in order to
reduce sample bias and adjust the non-probability samples to the target population
distributions, pseudo-sampling weights are estimated that are predictive of the outcome
of interest and/or the probability of selection. Wang et al. [15] propose a multilevel
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regression and post-stratification (MRP) method, which is an extension of the
hierarchical regression modelling. The work in [16] focuses on debiasing crowdsourcing
answers to estimate the average innate opinion of the social crowd with a small number
of samples and depends on the social dependency among workers. Other common
techniques used to correct worker bias are Bayesian Additive Regression Trees (BART),
Inverse Probability Bootstrapping [17], the Least Absolute Shrinkage and Selection
Operator, LASSO [18] and the Propensity Score Adjustment [19]. However, these
approaches record large samples of highly relevant variables. In this research, minimal
information is available at the individual level because it is common that workers in
volunteered geographic information applications do not provide auxiliary individual
information apart from the measure of interest and the geographical information.
Researchers have also studied worker bias estimation techniques in crowdsourcing
platforms. The works in [20, 21] study the data annotation bias, when data items are
presented as batches to be judged by workers simultaneously and propose models to
characterize the annotating behavior on data batches. However, they focus on binary
answers and their goal is to properly categorize each data item instead of estimating
worker bias and malicious activity. In [21], the authors show that crowdsourcing
workers have both bias and variance and propose an approach to recover the true
quantity values for crowdsourcing tasks with an unsupervised probabilistic model to
jointly assess task difficulties. In [22] the proposed scheme aims to solve the above
problem by building and using probabilistic graphical models for jointly modeling task
features, workers' biases, worker contributions and ground truth answers of tasks, so that
task-dependent bias can be corrected. In order to achieve effective models, the
aforementioned approaches need a large number of worker responses and additionally,
they do not consider workers’ malicious activities at all. On the contrary, the proposed
algorithm performs well and improves data output even when the number of worker
responses is low. In addition, it detects and negates the effect of malicious activities.
Quality control in the data output is also approached with task assignment techniques.
For example, [23] investigates the accuracy of workers by evaluating their performance
on the completed tasks and predicts which tasks the workers are well acquainted with;
[24] propose a framework comprising an inference model and an online task assigner.
They prove that inserting a gold standard question helps estimate the worker accuracy
and supports blocking of poor workers; [25] estimate the workers’ accuracy according to
their previous performance and the core quality-sensitive model is able to control the
processing latency; [26] developed a quality-sensitive answering model, which guides
the crowdsourcing engine to process and monitor the human tasks. The model achieves
reliable results by providing an estimated accuracy for each generated result based on
the human workers' historical performances. Different from the previous approaches, in
this research, only non-auxiliary subjective tasks are considered. Moreover, while these
works focus on selecting the reliable workers to perform the tasks, they do not consider
workers’ bias or malicious activity combined in their responses and they do not focus on
estimating quantitative values, such as evaluations. Authors in [27] aim to reliably
identify crowdsourced events by selecting a small subset of human sensors to perform
tasks. Similarly, to the algorithm proposed in this research, they exploit linear regression
to estimate worker bias in each task and attempt to eliminate it, the moment workers
provide their ratings. However, in their setting, they assume that, although answers
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might be subjective, all are considered as truthful. Hence, they do not take malicious
activities into consideration at all.

Researchers in the field have acknowledged the importance and need for techniques
to deal with inattentive workers, scammers, incompetent and malicious workers. Authors
in [11] analyzed the prevalent malicious activity on crowdsourcing platforms and
studied the behavior exhibited by trustworthy and untrustworthy workers. Eickhoff et al.
[28] aimed to identify measures that one can take in order to make crowdsourced tasks
resilient to fraudulent attempts. The authors concluded that understanding worker
behavior better is pivotal for reliability metrics. Difallah et al. [29] reviewed existing
techniques used to detect malicious workers and spammers and described the limitations
of these techniques. In another relevant work by Gadiraju et al. [11], the authors
proposed to design and plan micro-tasks such that they are less attractive for cheaters. In
order to do so, the authors evaluated factors such as the type of micro-task, the interface
used, the composition of the crowd and the size of the micro-task. All previous research,
however, does not take into consideration workers’ bias in the datasets.

To the best of the authors’ knowledge, no study has reported a similar algorithm to
evaluate workers’ performance and the use of crowdsourcing techniques for lane-change
vehicles’ evaluation. A novel algorithm is presented to mitigate bias and malicious
activity on workers’ ratings and improve overall quality of data output.These
instructions and the corresponding MS Word document template are based on the
corresponding Springer instructions and MS Word document template for preparing
camera ready papers to be published in the Springer series Lecture Notes in Computer
Science.

The preparation of manuscripts which are to be reproduced by photo-offset requires
special care. Papers submitted in a technically unsuitable form will be returned for
retyping, or canceled if the volume cannot otherwise be finished on time.

3. Framework Overview

3.1. System overview

A first high-level overview of the proposed architecture is presented in Figure 1. In
general, the requester will post tasks to a crowdsourcing platform as an input. These
tasks will be given to a pool of workers for evaluation. The workers’ submitted
responses will be the raw data for the system. Raw data will be processed through the
recommended algorithm to negate crowdsourced data bias and malicious activities.
Finally, the proposed algorithm will output the data with improved overall quality.
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Fig. 1. System Overview

3.2. Problem formulation

Given a set of workers denoted as w € W that take part in the system and a set of
events denoted as e € E, the goal is data acquisition regarding an evaluable event.
During this process, it is very important to acquire as many reliable ratings R for as
many events as possible. More specifically, the goal is the goal is to populate a database
of tuples of the form T = < w, e,r =, where w is a worker, e is the event and r is the
rating provided by w for an event e. Given that subjective events that are evaluable may
contain bias and/or malicious activity, the framework of data acquisition has the
following two secondary goals. First goal is that worker w should not be biased.
Therefore, bias, denoted as bias,,, which indicates the likelihood of providing ratings
above or lower than the average rating must be calculated. Second goal is that worker
should not be deceitful. The level of maliciousness, if any, is denoted as cheat,, and
must be measured. Both goals, calculating bias,, and cheat,, are important for the
realization of the primary goal, acquiring reliable ratings for events. In the next section,
the framework that realizes the above goals to achieve the primary goal of acquiring

reliable ratings for as many evaluable events as possible from a crowd of workers is
described.
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3.3. Framework

In a nutshell, the framework works as follows. Initially, a crowdsourcing system with a
well of events to be rated into E itemset ey, ...,e, is formulated. Each event e is
associated with the following attributes: < id,, lat,,long, > . Attribute id, is the
event’s unique identifier in the framework, and lat,, long, corresponds to the current
location in terms of latitude, longitude of the event. The total set of possible ratings R is:

1 (Dangerous),

2 (Needs improvement),
3 (Neither good nor bad),
4 (Very good),

5 (Excellent)

Ratings are mapped to values between 1 and 5 to stay compatible with the 5-star
rating paradigm proposed by [30] and used by most recommender systems. In the
system, a worker w has the following attributes: < id,, , bias,, ,cheat,, ,prev,[] =
where id,, is the worker’s unique identifier in the system, bias,, represents bias based
on expertise and skills when estimating the evaluation of an event, cheat,, correspond
to the worker’s maliciousness score, and prew,[] is used to store information about the
evaluations completed by the worker w. The calculated value for the event’s rating is
denoted as valYand computed based on input from all workers in the set W. The

crowdsourcing answer of worker w to the event e is denoted as a,,,. In the rest of the
section, the proposed algorithm for mitigating bias and malicious activity is described.

3.4. Worker Bias

Similar to the intuition of authors in [27], worker ratings are considered having a bias
which is defined as a linear function of their answers (x-axis) with respect to the
difference of their ratings from the average rating when all workers in W are considered
(y-axis). Each worker w € W, who is requested to evaluate an event, is assumed to
provide an answer a,, , With a bias b(aw.e) and thus the estimated debiased response is:

Zwew Qe

Wi + b(ay,) #(1)

valy,, =

The bias b(aw,e) is defined as a linear function of the worker’s response. Thus, it is
possible to estimate the difference from the average value for each worker’s response
a,, .. Consequently, linear regression is exploited, to adjust the worker’s bias estimation
whenever the worker provides a response. Linear regression is a useful tool in many
applications to model the relationship between a scalar response and one or more
explanatory variables. For this framework, the matrix points are defined from the
worker’s response a,, . and its difference from the average value of the event. Thus, the
response a,, . provided for each event’s evaluation and the respective difference from
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the average rating is recorded and the ratio among these two dimensions is defined. This
is computed easily using simple linear regression that produces a linear function;

b(aw.e) = p*aye+v #(2)

where p is the slope and v is the intercept of the line, which are calculated from the
linear regression. This way, an estimation for the difference of each worker’s rating
compared to the average rating from all workers by computing b(aw.e) for each rating
a,, . 1S made.

3.5. Worker maliciousness

In this section, the quality of each worker is described by estimating the worker’s weight
in a simplified setting. To estimate each worker’s maliciousness, a fuzzy logic controller
is utilized.

Fuzzy logic has proven itself as a promising mathematical approach for addressing
subjectivity, ambiguity, imprecision, and uncertainty of linguistic expressions [31]. A
fuzzy logic inference system may contain many inputs and outputs and allows the
implementation of the rules described in a natural language. An explanatory diagram is
shown in Figure 2. The input consists of numerical signals and are called ‘crisp’, which
are later translated into the fuzzy sets through the fuzzification process. A fuzzy set is a
pair consisting of linguistic variables. Different membership functions are used to
perform the fuzzification process. Often, triangular, or trapezoid functions are used to
keep the computational cost low. After the transformation into linguistic variables, the
inference rules could be applied. After that process, a so-called defuzzification is needed
to generate a sharp output value.

Fuzzy Fuzzy
Input . Output
Fuzzy Inference Engine )
Crisp T Crisp
Input P Output
Fuzzification Defuzification
I | |
Knowledge Base

Fig. 2. Fuzzy logic inference diagram

Fuzzy logic controllers are used in many applications. For instance [32], developed a
system with the internet of things (1oT) concept for making right decision according to
the situation for monitoring and determining fire confidence and reduce the number of
rules by doing so sensor activities also reduced and extend battery lifetime as well as
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improve efficiency whereas [33] developed an efficient and intelligent loT
communication system to ensure data security with network consistency.

The proposed fuzzy logic maliciousness evaluator has a ‘2 input — 1 output’ structure.
First input is based on a Euclidean distance similarity measure between the vector
distance of the estimated debiased worker’s evaluation to the estimated average debiased
evaluation. Second input is the relative normalized number of times the worker’s
estimated vote is above the estimated debiased average evaluation of the event. More
formally, the fuzzy logic controller will solve the following problem:

Given two sets of numbers between 0 and 1, where 1 is excellent, that respectively
represents the Distance Score and the Over-Under Score of a crowdsourcing worker,
what maliciousness weight should be assigned?

In the following paragraphs, the calculation process of the controller’s input is
described.

For the first input, namely Distance Score: let w; be a random worker, W the whole
set of workers and E events. Also, let < valy, ,, valy, e,, -, valy, ., > be the vector
of  debiased ratings the random  worker provided.  Similarly, let
ZwEWVﬂIw.el ZwEWVﬂIw.e;: ZwEWVﬂIw.eE

[w] ’ [w S [w]
evaluations. Based on the Euclidean-distance similarity vector similarity, the Distance
Score is computed as follows:

< > be the vector of average debiased

1
Distance score (w;) = #(3)

5 Zwew Valy ¢ 2
Lt X | vabyy ==

This result in a value in the range of [0,1]. The higher the score, the better the results
for the worker, indicating that no malicious activity is detected. Of course, any other
suitable similarity measure can be seamlessly used instead, depending on the context for
which the framework is used.

For the second input, namely Over-Under score: Once again, w; is assumed to be a
random worker, W the whole set of workers and E is the total number of events. For
each crowdsourcing event, the number of times the worker’s estimated vote is above the
estimated debiased average evaluation of the event, N, (voted over) and the number

of times less Ny, (voted under) is tracked. Consequently, the Over-Under score is
calculated as follows:

|Nw!_ (voted over) — Ny, (voted under)|
#

= @

Over — Under score (w;) =

In a similar manner as with the Distance Score, this result in a value in the range of
[0,1]. With this score alone, it is not safe to make assumptions about the worker.
Combining Distance with the Over-Under score, fuzzy sets can be created. The set of
rules for the fuzzy logic system are shown in Table 1. To train the fuzzy inference
system, two datasets of evaluations were formulated. For the first dataset, a local police
department of Athens is contacted where three traffic enforcement officers (experts)
assisted by performing lane-change event evaluations. Specifically, officers performed
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132 lane-change evaluations and for each event, the averaged of their response was
calculated to minimize any possible bias. Their evaluations are all considered truthful
and, for the framework, the ground truth of these events. For the second dataset, for the
same set of events, the average of the evaluations made by the 70 workers from the
crowdsourcing campaign was calculated. Finally, based on the two sets of evaluations,
the fuzzy logic controller’s fuzzy rules and membership functions were manually
adjusted by trial and error until the root mean square of the framework was minimal.

Table 1. Fuzzy logic evaluation rule-base

Over-Under score

Worker weight Low Average Excellent
Low Low Below Average Average
Distance score Average Below Average Average Above Average
Excellent Average Above Average Excellent

Worke"Weight

O e,
OverUnderScore o O

Fig. 3. Worker weight fuzzy evaluator 3D surface

The output variable represents the maliciousness of a worker and is denoted as:
cheat,, € [0,1]. The three-dimensional surface of the designed fuzzy logic inference
mechanism is displayed in Figure 3 and the corresponding fuzzy logic rules in Figure 4.
Variable cheat,, provides an estimation on how malicious a worker may be in the
ratings provided. The closest to the upper bound, 1, the better the score for the worker.
Hence, to better improve the data quality, the top-K workers are selected with the
highest score achieved. The next step after acquiring the fuzzy logic’s output and
selecting the top-K workers is to assign each worker a weight which is calculated as
shown in equation (5) where K is the selected set of workers with the best score.

cheat,,

ZWEK Chgatw

#(5)

weight,, =
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DistanceScore = 0.5 OverUnderScore = 0.5 WorkerWeight = 0.342

TINRRNEN
TEEVITY

Fig. 4. Worker weight fuzzy evaluator rules

3.6. Event output computation

Finally, the last step is to determine the output of the event. The output of the event is
computed using the following equation:

valk = ZWEK( (“w.e - b(awle)) (weightw)) #(6)

Thus, the average value of the retrieved ratings is computed after selecting the top-K
workers with the best cheat, score and eliminating the estimated bias and
maliciousness for each of those individual workers.

4. Experimental results

With regards to subjective crowdsourcing environments, the proposed algorithm is a
promising solution. It combines linear regression techniques to negate the effect of
human bias and a fuzzy logic controller with a trained fuzzy inference system to detect
the low-skilled workers. In the paragraphs below, the 3-month crowdsourcing campaign
conducted is described and the experimental results are discussed.

The proposed algorithm was evaluated by analyzing the results from a 3-month
crowdsourcing campaign of 70 workerst. Specifically, the data were collected from 7"
December 2020 to 19™ March 2021. The campaign was performed locally, in the
department’s research lab in University of West Attica. Participants were all adults with

1 More information on datasets and applied software can be found here: GitHub
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a valid driving license registration. Of them, 29 (41%) were female and 41 (58%) were
male, with an age ranging from 19 to 54 years. Most of the participants (72.8%) were
University graduates. For the purposes of the experiments, no other personal information
is published since in this study, the problem of mitigating crowdsourced data bias and
malicious activity when no auxiliary information is available at the individual level is
addressed.

Please evaluate this lane change
o 1Dangerous

o 2 Needs improvement

o 3 Neither good nor bad

o 4 Verygood

o 5Excellent

Fig. 5. Assigned lane change event

The first 132 lane change videos were extracted from the UAH-DriveSet [34] which
is a public collection of data captured by their driving monitoring application, DriveSafe
by various testers in different environments. Thus, workers were given lane changing
acts to rate in the form of videos through a 5-point Likert scale. These lane change
videos cover national highways, state highways and district roads but no rural or village
roads. Additionally, videos cover all traffic volume scenarios, from light to high traffic
roads.

Figure 5 shows frames of a lane-change event’s video clip with the accompanying
task request. A valid worker’s participation required all 132 events to be completed, so
the total experiment’s evaluation dataset contains 9240 lane change evaluations.

In Figure 6, in a clustered bar chart, the total number of answers that were retrieved
for each of the ratings for all events is presented. There are 2 noticeable observations
made on the chart. Workers’ most preferred response was the neutral number 3 (Neither
good nor bad) which is a small indication that they were unable to decisively decide
whether a lane change is more or less than safe. In addition, the total number of ‘1’ as a
feedback, which is the worst evaluation possible, exceeds the total number of ‘5° which
indicates the best response (1776 > 1714); these are the video footages, city authorities
need to reevaluate.



An Innovative Quality Lane Change Evaluation... 1105

w

Possible Task Evaluations
("8

N

[N]

-

1500 1600 1700 1800 1900 2000 2100

Amount of answers per lane change request

Fig. 6. Number of evaluations for each lane change event rating

In Figure 7, the average evaluations provided by the workers for each individual lane
change event were presented. The first 40 lane change events (30.3%) out of 132 in
total are classified as ‘1> (Dangerous) and ‘2° (Need improvement). Further actions
should be planned for these drivers who performed so poorly.

Average Evaluations
=]
= (%2} N w (%2}

Fig. 7. Average evaluations made per lane change event

In Figure 8, the average evaluation is presented that each individual worker provides
for the lane changes in total, whereas in Figure 9 the assigned weight for each worker is
illustrated. It appears that in both cases, workers can be classified into two large
categories. The first 32 workers (45.7%) appear to provide low responses on average
while the rest (54.3%) appear to provide higher responses. In the meantime, in figure 9,
the graph results show that the worker weights are clustered into the following
mentioned weight classes:

o 34 workers (48.5%) have a weight in the range [0.2205 — 0.2755],
o 5 workers (7.1%) have a weight between [0.4704 — 0.4719],
e 145 workers (20%) between [0.6996-0.7603]
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e 17 and the rest of the workers (24.2%) a range [0.8121 - 0.95].

Clustered results arise, due to the fuzzy logic input variables, over-under and distance
scores as these are depended on the average debiased score of each task. Therefore, the
variables act like a ranking scale and the better the worker’s data quality is, the larger
the assigned weight will be.

~

w
n

w

I

g
n

Average Evaluation
o -
[T

<)

0 10 20 30 40 50 60 70 80

Workers

Fig. 8. Average evaluation made per worker (original dataset)

0 10 20 30 40 50 60 70 80

Workers

Fig. 9. Average evaluation made per worker

The root mean square error (RMSE) was used to evaluate the accuracy of the
recommended algorithm in terms of reliability and effectiveness. Specifically, RMSE is
a goodness-of-fit measure of how close the suggested values from different models are,
to the initial values. Higher RMSE values indicate poor results, while a smaller RMSE
indicates better performance. The relevant formula of RMSE is denoted in equation (7)
where n is the sample size and e the difference between each evaluation to the average.

RMSE =
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RMSE is used under three different baseline approaches to better test the proposed
algorithm. Specifically:
Random sampling, where the average evaluations from a random set of workers are

computed and is denoted by the equation (8) where af = ZWE;“%

2
1 a
RMSE (Random Sampling) = ‘jgz (a? — ZWT%) #(8)
=3

Average sampling from the workers who had acquired the best individual cheat,,

score, where their average initial evaluation is computed. Specifically, it can be obtained

i i Ywek dw,
as shown in equation (9), where aX = _welr;(l w.e

1
RMSE (Average from workers with best score) = J—Z (ae W
e

Finally, RMSE calculation based on the recommended algorithm is specified by the
following formula:

e Wl

For the above equations (8, 9, 10), W represents the complete set of workers in the
datasets that have evaluated lane change events e, E represents the total number of
events and K the varying sample size.

Primarily, for the first set of experiments, the proposed algorithm was examined in
terms of effectiveness and accuracy when the number of malicious workers in a dataset
varies. For that purpose, the initial 70-worker dataset is injected with a varying number
of malicious workers, denoted as Malicious(m), where m is the total number of
malicious workers. Truly random evaluations were submitted for each of their lane
change task assignments, to simulate real life malicious workers. Figure 10 presents the
RMSE(Recommended) score for the lane change events under various numbers of
sample size (5-35) and m malicious workers. In all cases where the sample size varies
and the injected malicious workers were in the range m € [0 — 50], the algorithm
manages to perform well and keep RMSE minimal (0.112-0.2108). As variable m
increases, so does RMSE(Recommended) with performance ranging in (0.5669-0.6066).
Therefore, the proposed model has a limitation when the number of malicious users’
ratio is known in advance and exceeds 41.6% of the total worker population.

For the rest of the experiments, two versions of datasets were compared in terms of
RMSE. The first dataset is the initial, which contains the evaluations of 70 workers for
132 lane change events and the respective algorithm’s data processing results. The
second dataset is injected with 15 malicious workers (=~ 17.6% of the total worker
population), with the same approach as in the first set of experiments. The injected
malicious workers do not exceed the proposed model’s ratio limitation as described
before.

1
RMSE(Recommended) = JEZ (val¥ —EWET’&)2 #(10)

2
K Zwew e )

#(9)
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Fig. 10. Varying malicious users sample size evaluation

MSE Recommended

For both the initial dataset and the dataset with 15 added malicious workers, Figure
11 and Figure 12 respectively, present the RMSE score for the lane change events under
various numbers of sample size (5-30). It makes sense that, in all cases, RMSE
decreases as the sample size increases in all approaches. In addition, it is also reasonable
that RMSE(Average) has high initial scores (0.71 on the initial dataset and 0.74 on the
malicious) because biased workers retain better fuzzy logic scores. Furthermore, results
from the charts show that the recommended algorithm outperforms all other cases,
especially when the sample size is very small. So, by taking 5 workers as a sample, the
original dataset results were RMSE(Random) = 0.278, RMSE(Average) = 0.717,
RMSE(Recommended) = 0.21, whereas with the malicious dataset, results were even
better: RMSE(Random) = 0.394, RMSE(Average) = 0.742, RMSE(Recommended) =
0.179.
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Fig. 11. Varying sample size evaluations (Original dataset)
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Fig. 12. Varying sample size evaluations (Malicious dataset)

Figures 13 and 14 illustrate how RMSE behaves when the sample size is kept to 15
workers, but the number of total workers varies from 30 to 50 and lastly at 70 workers.
For the malicious dataset, for each worker group population, 5 valid workers are
replaced with 5 malicious. Thus, the first 30 worker population had 5 malicious workers,
the second 10 and the third 15. Both charts show that the recommended algorithm
outperforms the two baseline approaches. In addition, although RMSE(Random) and
RMSE(Average) were increased in the malicious dataset in comparison to the initial, the
proposed algorithm performed similar results. Finally, the proposed algorithm is
resilient to malicious workers, since RMSE values range between 0.15 and 0.192.
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Fig. 13. Varying total workers evaluations (Original dataset)
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Fig. 14. Varying total workers evaluations (Malicious dataset)

Results prove that the proposed method has many benefits. The inherit human bias is
estimated by exploiting linear regression for each task and negates it before the fuzzy
logic controller accepts it as an input. Moreover, as a worker may not always be
trustworthy, the construction of the fuzzy logic controller proved to be a suitable
solution for estimating her quality. The worker’s quality estimation is then used to select
the best (top — K) for an improved data output quality.

5. Conclusion

Crowdsourcing applications have been proposed in intelligent transportation systems for
multiple case studies and undeniably it has been an effective tool in bringing people
together to solve a problem that affects their community. However, crowdsourcing, like
all systems, has its own set of limitations that must be resolved through proper planning
and understanding of the system. Specifically, there are concerns about data quality and
data management.

To address these concerns, in this paper, a novel algorithm is proposed to address the
problem of mitigating crowdsourced data bias and malicious activity to evaluable
subjective events when no auxiliary information is available at the individual level as a
prerequisite for achieving better quality data output. Experiments involving a
crowdsourcing campaign of 70 workers for three months are conducted to evaluate lane
changes. Results reveal that the proposed algorithm outperforms in terms of RMSE all
other baseline approaches. It should be noted that the settings for the proposed algorithm
are tailored for the lane change event. Different traffic events may require a modified
version of the proposed algorithm. In pursuit of a more universal approach, additional
experiments with other traffic events should be performed and investigate what
modifications may be required.
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There are many potential enhancements regarding the current framework. Initially,

since data anonymization is of crucial importance nowadays, the information recorded
for each crowd worker can be protected using relevant techniques [35]. Additionally, a
mobile application for real-time vehicle evaluations could automate the data gathering
process. Lastly, the fuzzy logic controller has room for improvements to further improve
its accuracy and assign even better worker weights.

Acknowledgment. This paper presents a part of the first author’s PhD research. This research is
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Abstract. The outbreak of the COVID-19 pandemic affects lives and social-economic
development around the world. The affecting of the pandemic has motivated re-
searchers from different domains to find effective solutions to diagnose, prevent,
and estimate the pandemic and relieve its adverse effects. Numerous COVID-19
datasets are built from these studies and are available to the public. These datasets
can be used for disease diagnosis and case prediction, speeding up solving problems
caused by the pandemic. To meet the needs of researchers to understand various
COVID-19 datasets, we examine and provide an overview of them. We organise
the majority of these datasets into three categories based on the category of ap-
plications, i.e., time-series, knowledge base, and media-based datasets. Organising
COVID-19 datasets into appropriate categories can help researchers hold their focus
on methodology rather than the datasets. In addition, applications and COVID-19
datasets suffer from a series of problems, such as privacy and quality. We discuss
these issues as well as potentials of COVID-19 datasets.

Keywords: COVID-19, Data science, Datasets, Artificial intelligence.

1. Introduction

In late 2019, a novel virus, named COVID-19 emerged all over the world. This virus was
declared as a global pandemic by the World Health Organization on March 11, 2020.
The COVID-19 has incalculable influences on the world’s health, social and economic
conditions [54]. With the increase in the number of people infected with COVID-19 every
day, it is essential to find a fast and effective way to manage the problems caused by the
COVID-19 for biological, medical, and public health issues. Recently, effective utilisation
of Artificial Intelligence (AI) technologies [33, 50] to perform analysis, prediction and
diagnosis are ongoing researches to fight against coronavirus [2,47,59]. We know that
Al-based models rely on the available datasets. Thus, datasets play a key role in fighting
against the COVID-19 pandemic [34,37,79].

* Corresponding author
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With the advancement of the Internet and digital media technologies, many open
datasets are now available on the websites of research institutions [39]. These datasets
are public and can be downloaded for free. For conveniently use of research, this paper
provides a summary of the datasets collected from official websites and academic pub-
lications. The purpose of our work is to provide researchers, professionals and scholars
a quick reference of datasets in application. Based on usages, datasets are organised into
several meaningful taxonomies such as, dataset fields, organization structure, and pur-
pose. The categories identified for COVID-19 datasets include: time-series, knowledge
and media datasets. We briefly introduce each category of datasets in the following.

COVID-19 Datasets
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Fig. 1. Taxonomy of COVID-19 open-source datasets

We review the COVID-19 datasets according to the data format and applications. The
first category of COVID-19 datasets is the time-series datasets [78]. This kind of datasets
is relatively simple in structure and usually contains time information, death statistics,
population movement data, etc. Thus, they can be used without complicated preprocess-
ing, such as directly showing the number of cases every day. In addition, this kind of
datasets can be used to predict the impact of the disease on human society [6] and trend
of virus growth in the future [38].

The second category of datasets is knowledge base of COVID-19, for instance, scholar
knowledge graph [36], medical knowledge graph [73]. A part of COVID-19 knowledge
bases [46] contain complex contents in datasets, such as text data and image data. There-
fore, it is necessary to extract and preprocess the contents to structured data before using
the inner information, such as converting the text data into knowledge graphs. In addition,
the COVID-19 knowledge base [46] has location information with timestamps and can be
used to estimate the risk of infection on people.

The third category of datasets is the media datasets. They have many types of in-
formation such as text, image and video. There are lots of media datasets of COVID-19
published on the Internet such as, social networks [8], news information [52]. These in-
formation can be used to analyse the current emotional state of people and can be used to
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monitor current concerned topics for the public. The taxonomy of COVID-19 datasets are
summarized in Fig 1.

The rest of this paper is organized as follows. The time-series datasets are introduced
in Section 2. The knowledge base are described in Section 3 and the media datasets are
presented in Section 4. In Section 5, several issues of the datasets are discussed followed
by conclusions in Section 6.

2. Time-series Datasets of COVID-19

This section is organized to cover information on the source of real-time case datasets and
migration datasets around the COVID-19 time. The comparison of several representative
datasets is presented in Table 1.

Table 1. Comparison of COVID-19 Time-series Datasets

Dataset ‘Data type ‘Level Main Contents

nCoV2019 [72] Text, values|Country, province |Symptoms, key dates, and travel history
COVID-19 [13] Text, values |Country, state, city|Daily case reports, regional coordinates
covid19india-cluster| Text, values|India Outbreak and transmission COVID19 in India
CoronaWatchNL Text, values|World COVID-19 case number, age and sex information
gianxi¥ Text, map |China Population migration information of China
2019-nCov-data Text, values|China Migration, news, and rumor data

0AG! Text, values| World Flight schedules data

IATA™" Text, values|World Flight schedules data

2.1. Real-time cases datasets

Real-time cases datasets are import for fighting against the COVID-19 disease. For ex-
ample, these real-time cases datasets could provide people intuitive trend information
of COVID-19 and can support public health decision making. To analyse and track the
COVID-19 pandemic from real-time cases, Xu et al. [72] collected the real-time cases
data from national health reports, and provincial health reports. They also collected in-
formation from online reports to supplement their dataset. The dataset contains richer
information compared with other real-time case datasets. For example, it has geo-coded
information, such as travel history, symptoms, and key dates information (dates of onset,
admission, confirmation). In addition, this dataset is being updated in real-time and can
be downloaded for free.

Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE)
published the Johns Hopkins epidemiological dataset, including daily case reports and
time-series summary tables [13]. The dataset has data fields, including country names,
state names, place names, the time of last update, and regional longitude. It is available
for the public and can be downloaded from the Github repository. Several studies were
conducted based on this dataset. For example, Domenico et al. [5] utilized a variant regres-
sive model to predict the epidemiological trend of COVID-19. Punn et al. [48] developed
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a deep learning-based model to monitor people’s behaviour every day. The model could
utilize the real-time dataset of the Johns Hopkins dashboard to predict the trend of the
COVID-19 spreading across nations in the future. Tatrai et al. [5S8] used the same dataset
to investigate how well the logistic equation can predict the influence of the COVID-19
pandemic on the place where the outbreak occurred. The proposed model was used to
estimate the risky point, the date of reaching a certain percentage of infections and the
number of infected persons in the future.

Several official institutions recorded real-time data and published them to the public.
For example, the National Health Commission of the People’s Republic of China daily
publishes the latest cases information COVID-19 on the official website’. Roda et al. [51]
used the data to predict the cases of COVID-19 in Wuhan city after lockdown. Singapore
collected and published the real-time cases’ information of COVID-19 on the Ministry of
Health official website®. In addition, the Singapore reports cover detailed analysis of the
COVID-19 data. The Tianjin Health Commission daily published the local COVID-19
cases in the form of online press release on their official website®. The detailed report
along with analysis can be obtained from the same official website.

2.2. Migration information and trajectory

Population migration influences on the spread of virus. To track and discover their rela-
tions, it is necessary to record the population migration for studying the trend of virus
transmission. There are many open datasets to track the COVID-19 transmission shared
on the Internet. A well known migration dataset is available on the Baidu Migration site¥.
This data can be used to study the pattern of population migration during the Spring Fes-
tival of China [27,71]. In addition, researchers can utilize this data to visualize population
migration around China. In this dataset, “qianxi” index is used to reflect the size of pop-
ulation moving in or out, and the cities can be compared horizontally. The intensity of
city travel is calculated as the ratio of the number of people travelling to the city to the
resident population in the same city. In addition, Baidu built a data federation platform
(Baidu FedCube), which provides usage instructions and data download services.

Migration datasets of confirmed COVID-19 patients usually contain the travel infor-
mation including start time, end time, travel type, number of trips, travel description,
departure station, arrival station, and other information of the confirmed patients. Sev-
eral studies were conducted based on migration datasets. For instance, to estimate the
geographical scope of the spread of COVID-19 and its potential risks, Lai et al. [26] pro-
posed a deep learning-based model, which could learn from population migration dataset
and give future prediction results. Huang et al. [20] attempted to utilize the nationwide
mobility data to study the economic impact caused by the COVID-19.

Several trajectory data of proprietary airline are commercially available, such as Offi-
cial Airlines Guide (OAG) databasell, International Air Travel Authority (IATA) database™**.
The TATA database contains about 90% of passenger information of commercial flights,

T https://www.nhc.gov.cn/
fhttps://www.moh.gov.sg/
$https://wsjk.tj.gov.cn/

T https://gianxi.baidu.com/
I https://www.oag.com/

** https://www.iata.org
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including the direct starting point from Wuhan to the destination and the indirect start-
ing point from Wuhan with a connecting flight to the final destination [26]. Chinazzi et
al. [9] utilized a global aggregate population disease transmission model and proprietary
airline data to predict the impact of travel restrictions on the spread of the COVID-19.
Proprietary airline data can be used to evaluate the capacity to detect the COVID-19 of
different locations. For instance, Rene et al. [44] utilized a Bayesian-based model and the
proprietary airline data to estimate the capacity of 194 locations. In addition, the authors
designed a mathematical model to calculate the rate of local residents being infected by
foreign tourists.

Descartes Labs collected and released DL-COVID-19 dataset, which is mobility dataset
at state and county level of US [67]. The dataset was published on the GitHub repository
under the Creative Commons Attribution license. Based on the DL-COVID-19 dataset,
Michael et al. [67] have found significant changes in the flow of people caused by COVID-
19 in US and around the world through mobility data in US.

Transportation Security Administration (TSA) published a confirmed COVID-19 cases
dataset'". They notified the public about the airport locations where the employees be-
longing to TSA were found positive for the COVID-19 virus. TSA listed airports with
confirmed COVID-19 cases and also the corresponding employees inflicted by the virus.

3. Knowledge Bases of COVID-19

This section is divided into two subsections. The first subsection introduces research
datasets of COVID-19 from knowledge point of view. The second subsection deals with
the knowledge graphs and their importance. Table 2 gives the summary of these datasets.

Table 2. Summary of COVID-19 knowledge bases

Dataset |Type |Size |Main Contents

CORD-19 [63] Article 128,000 articles Coronaviruses related

CORD-NER [66] Text 75 entity types Entity types related to the COVID-19
COVID-19-epidemiology*#|Knowledge graph|374 instances Epidemiological knowledge
covid19kg [12] Knowledge graph|4016 nodes, 10 entity types|Virus protein, potential drug target, etc
covid-19-medical** Knowledge graph {383 instances Clinical knowledge

3.1. Research dataset for COVID-19

Since the outbreak of COVID-19, many research papers for the study and analysis of the
new coronavirus have surged, especially in the fields of medicine and biology. CORD-
19 [63] is one of a extensive machine-readable and large new coronavirus paper collection
for data mining to date, which contains historical and the latest scientific research papers
of the coronavirus. The CORD-19 was provided by the leading research groups of Se-
mantic Scholars at Allen Al The dataset has a collection of more than 128,000 academic

T https://www.tsa.gov/
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articles and 59,000 full texts on new coronaviruses, containing articles related to such as,
COVID-19, SARS (Severe Acute Respiratory Syndrome), and MERS (Middle East Res-
piratory Syndrome). The dataset contains more than 50,000 metadata files of coronavirus
research articles, including but not limited to COVID-19.

CORD-19 is an open knowledge research dataset, and it is free for use by the global
research community. For instance, the worldwide Al research community utilized this
dataset and data mining methods to fight against the COVID-19. Since its release, CORD-
19 has been downloaded more than 75,000 times. It becomes the basis of many COVID-
19 text mining and discovery systems and could promote generating new insights into the
fight against the ongoing COVID-19. In addition, the dataset has links to other publication
databases such as PubMed, Microsoft Academic Graph, Semantic Scholar, and WHO
through unique keywords. Thus, CORD-19 has richer information than other knowledge
bases.

At present, CORD-19 has been used in information extraction, information retrieval
and knowledge graphs by natural language processing and deep learning techniques. Be-
sides, it can also be used in multiple directions, such as question answering [43], pre-
trained language models [31], summarization [55], and recommendations [53]. To inspire
developers to find new insights in the large-scale COVID-19 epidemic, Kaggle utilized
the CORD-19 dataset to host an open research dataset challenge. The research challenge
includes the topic of tracing the history of the virus [35], the study of the transmission
characteristics of the virus, the diagnosis of the virus, etc.

RNA Virus
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Fig.2. A medical knowledge graph of COVID-19. This knowledge graph contains entities such as
viruses, bacteria, epidemics, and infectious diseases. Entities connected to each other with relations,
such as “Subclass”, “SimilarTo”, and “Cause”
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3.2. COVID-19 knowledge graphs

Knowledge graphs associated with COVID-19 attracts lots of attention of researchers.
Many kinds of knowledge graphs are published such as, pathophysiology knowledge
graph [12] and biomedical knowledge graphs [1, 81]. Knowledge graphs are useful in
a wide range of applications, for instance, knowledge answer system of COVID-19 [28],
auxiliary diagnostic system of COVID-19 [30].

Directly getting desired knowledge from lots of research articles is relative time-
consuming. An efficient approach is to obtain knowledge from pre-constructed knowl-
edge graphs. Knowledge graphs utilize topology to integrate data and cover a wide range
of knowledge. For instance, the COVID-19 knowledge graphs contains biological pro-
cesses, drug-target interactions, genes and proteins of the new coronavirus [16]. Thus, the
COVID-19 knowledge graph can even help researchers discover hidden interactions of
protein.

Metrological analysis and visualization of knowledge graph methods can help extract
and formalize structured knowledge. For example, network embedding theories [19, 56]
and graphic visualization technologies can be used to visualise knowledge graphs. A visu-
alization of a medical knowledge of COVID-19%* is presented in Fig 2. The visualization
of knowledge graphs can provide intuitive connections between entities and can promote
researchers to better understand knowledge in less amount of time. Moreover, in the vi-
sual web application of knowledge graphs, users can browse and query the network, filter
nodes or edges according to their own needs, or calculate the path between nodes of in-
terest.

There are several knowledge graphs built from CORD-19 [63]. The literature of medicine
and biology are the main contents of this dataset. Several natural language processing
methods were applied to this dataset to construct knowledge graphs. The constructed
knowledge graph contains information on medicine and biology, which are important
for researchers [81]. In addition, the rich relations in knowledge graphs could help re-
searchers to discover hidden information and thus contribute to fight against COVID-19.
To apply CORD-19 to the field of knowledge graphs, the first work is to create a named
entity recognition (NER) dataset. Wang et al. [66] built an entity recognition dataset for
CORD-19. The NER dataset contains 4 different sources. The entities in the NER dataset
are mapped into 75 fine-grained entity types. The results obtained by identifying named
entities on the CORD-19 dataset helps in constructing knowledge graphs. For example, it
can be applied to build medical knowledge graphs.

Several other researchers devoted themselves to constructing knowledge graphs of
COVID-19. Domingo-Ferndndez et al. [12] constructed an extensive a knowledge graph
based on the COVID-19 paper collection. The knowledge graph contains information of
the COVID-19 virus protein, potential drug target and the biological transmission path of
the virus. The knowledge graph could provide a new research perspective for exploring
the physiology of COVID-19 cases. First, the authors filtered the unimportant information
from the available source. Second, they collected a part of free and open scientific articles
related to COVID-19. Then, the collected articles were scored and ranked by using mod-
elling language tools based on importance. Finally, the knowledge graph was constructed
from the selected articles.

H https://openkg.cn/
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The integration of large-scale knowledge graphs and information mining functions
are urgently needed for filtering plenty of new coronaviruses, especially in the field of
medicine. The drug knowledge graphs can help medical researchers quickly find potential
drug candidates. For instance, Ge et al. [16] designed a knowledge graph building method,
which is a data-driven drug framework. The built knowledge graph is virus related, includ-
ing knowledge of drug-target, protein-protein interactions. Three different types of nodes
exist in the knowledge graph, namely drugs, human targets and viral targets. Entities in
knowledge graph are connected with edges, which describe the relationship, similarities
and interaction between entities. A total of seven networks are considered to construct the
knowledge graph, including human protein-protein interaction network, human target-
drug interaction network, and so on.

Network embedding algorithms [70] are well known for network analysis. It can be
applied to knowledge graphs to predict the drug candidate list, saving the time and cost of
discovering effective drugs for disease. For instance, Hong et al. [18] proposed a relation
extraction method based on deep learning technology, namely BERE. The method can be
applied to mining large-scale literature. Relying on this method, only a small number of
candidate drugs on the list need to be manually checked, thus, the list of candidate drugs
is further narrowed.

4. COVID-19 Related Media Datasets

This section covers datasets collected from social networks, news and other media sources
in three different sub-sections. These datasets are summarized in Table 3.

Table 3. Summary of COVID-19 related media Datasets

Dataset ‘ Format Contents

COVID19socialscience [75] |Text Tweet of 69 institutional/media Twitter accounts
covid19twitterevent [83] Text, JSON COVID-19 Events from Twitter

covid19twitter [4] Text, JSON Twitter chatter of COVID-19

CoronaVis [22] Text, JSON Personal opinions, facts, news, status
COVID-19-TweetIDs [8] Text 50 million tweets

COVID-19-InstaPostIDs [77]| Text Public posts from Instagram

covid19_dataset [15] TSV Tweet, user ID and Weibo ID

COVID-CT [82] Text, xlsx,image|CT scans from medRxiv, bioRxiv, etc
covid-chestxray-dataset [10] | Text, csv, image |Chest images of COVID-19 or other pneumonias
COVID-19 [45] Image Normal, pneumonia chest images

4.1. Social networks

Many datasets for social networks [69] are published such as, Twitter and Facebook
datasets. These datasets can be used to support urgent research to address the outbreaks
caused by COVID-19. Considering that there is no specialized collection of tweets posted
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by the government or news media, Yu [75] published a COVID-19 Twitter dataset for
social science research, which is built on the keywords of coronavirus and COVID-19.

Department of Social Psychology, Universitat Autdonoma de Barcelona published an
Institutional and News Media Tweet dataset of COVID-19 for social science research [75].
The dataset was obtained from Twitter accounts of 69 institutions/news media, including
17 government and international organizations and 52 news media in North America, Eu-
rope, etc. There are 8 categories in the collection: “Government Tweets” (government,
international agencies, etc.), “US News Tweets”, “British News Tweets”, “Spanish News
Tweets”, “German News Tweets”, “France News Tweets”, “China News Tweets”, and
“Additional News Tweets”. Each category contains different collection targets. This mi-
croblogging data can support sociologists to analyse the impact of the pandemic on public
interest, health information, and social response to policy-makers [14].

The Department of Computer Science at the University of Missouri published the
coronaVirus Twitter (focused on the United States) dataset [22]. They collected and pro-
cessed more than 100 million tweets related to the novel coronavirus using Twitter Stream-
ing API and Tweepy since March 5, 2020. The collected raw data around 700GB up until
April 24, 2020, and saved these collected data in the format of JSON. To improve the
usability of data, the dataset has been dynamically processed in real-time, which is stored
and being updated in the Github repository. Every single file in dataset contains intra-day
data. Date is set as the single file name. The file in the dataset contains 6 different attributes
(tweet_id, created_at, loc, text, user-id, verified). The tweet_id represents the unique id of
a tweet. The created_at represents the creation time of a tweet. The loc represents the state
user location. The text represents the text of the tweet being processed, with all the text in
lowercase, non-English characters, and some stop words removed. The user_id means that
the exact user name of the pseudo-user ID is converted to an anonymous ID to protect the
user’s privacy. The verified field indicates whether the tweet is verified (1 or 0), 0 means
unverified, 1 means verified. During the pandemic, people were isolated at home, but so-
cial media allowed people around the world to stay connected. Collecting information of
people shared on social media, such as personal opinions, status and location, can help
researchers understand public behaviour during a pandemic. This dataset can be used for
such as, sentiment analysis [41,42], behavioural decision-making [76].

Another public Twitter dataset [8] related to coronavirus was collected by the Infor-
mation Sciences Institute, University of Southern California. The dataset has more than
50 million tweets from the inception until March 16, 2020, about 450 GB of raw data.
The dataset could be used to track scientific coronavirus misinformation and unverified
rumours, and help researchers to understand the fear and panic of the public [80]. There is
another Twitter dataset of COVID-19 for scientific research [?]. This open dataset enables
researchers to carry out research projects on emotional and psychological responses to so-
cial distance measurements, identification of false sources, and stratified measurements of
pandemic emotions.

The first Instagram dataset for COVID-19 was collected by researchers at Queen
Mary University of London, England [77]. The dataset is published on a Github repertory.
The dataset contains four main parts: (1) publisher information content, (2) post content,
(3) like features, and (4) comment metrics content. The posts content part has key at-
tributes, such as captions, hashtag lists, images/videos, likes, comments, locations, dates,
and tagged lists. Posters can be public accounts (or public Instagram pages) and datasets
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contains information about individuals, fan pages, news agencies, influencers, bloggers,
and so on. Each post receives a response, such as a comment issued by a viewer/follower.
The dataset helps researchers study the analysis of fake news, false alarms, rumours, the
robot population and robot-generated content, and behavioural changes during the spread-
ing of the COVID-19 pandemic.

Georgetown University built a Tweets dataset of COVID-19 using Twitter’s Stream-
ing API (Twitter Streaming API) [15]. Tweets related to COVID-19 are defined as tweets
with 16 tags, such as 2019nCoV Corona SARI. The dataset has 2,792,513 tweets, 456,878
quotes, and 18,168,161 retweets. Most tweets in dataset were in English (57.1%), fol-
lowed by tweets in Spanish (11.6%). The dataset was divided into two parts: one was
grouped according to the location information in the tweet’s content and the other was
grouped according to the location information based on the time of the tweet. More than
351,000 tweets in the data have links to news organizations, which accounted for about
a tenth of the original tweets of the samples. Researchers found that more than 63,000
tweets were linked to high-quality sources and more than 1,000 were linked to low-quality
sources. Currently, the dataset has been used to find a correlation between the virus out-
break and the activity level of local social media. Although rumours and low-quality infor-
mation still exist, they have little impact on general trends such as the direction of public
opinion. The dataset can also be used by natural language processing models for more
sophisticated spatiotemporal analysis of information flows and the spread of COVID-19,
aiming at identifying rumours and topics [61].

CT_COVID-19 CT_NonCOVID-19

Fig. 3. Examples of CT scans for COVID-19. The left images are the CT scans of a patient’s chest
infected with COVID-19. The right images are the CT scans of the chest of a normal person

4.2. X-ray image and CT scan datasets

Medical images are important sources to diagnose COVID-19, such as chest CT scans
and X-ray images. To improve the efficiency of medical diagnosis, many institutions at-
tempt to automatically diagnosis this disease by exploiting deep learning algorithms and
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COVID-19 medical image datasets. A part of institutions has shared the collected COVID-
19 medical image datasets on the Internet to promote the research of artificial intelligence
in pneumonia diagnosis. In the following, we present these datasets in this part.

Many medical images of COVID-19 can be obtained from GitHub repository or the of-
ficial website. For example, the COVID_CT dataset [82] was published on GitHub reposi-
tory. Examples of CT scans for COVID-19 of this dataset are shown in Fig 3. This dataset
was collected from COVID-19 related papers published in several open databases such as,
medRxiv, bioRxiv. The authors collected images from papers by matching the pneumonia
name of image titles. This dataset contains normal and infected CT scans. The subset of
COVID_CT contains 349 images from the clinical findings of 216 patients. The two cat-
egories of images are stored separately in two different files. Cohen et al. [10] collected
open sources and diagnostic data from hospitals and created a public image dataset of
COVID-19. This dataset contains chest images of COVID-19 or other types of pneumo-
nia (MERS, SARS and ARDS) of positive or suspected patients. The dataset contains
COVID-19 chest X-rays images of 412 people from 26 countries/regions, including 679
images. In addition, this dataset contains clinical records of patients such as blood tests,
ICU stay. Ozturk et al. [45] created an integrated COVID-19 X-ray dataset from a part
of two open-source datasets, including the dataset published by Cohen JP [10] and the
ChestX-ray8 dataset provided by Wang et al. [65]. The integrated dataset covers normal,
pneumonia chest images and COVID-19 images of people, containing diagnostic images
of 43 female and 82 male patients, and a total of 127 COVID-19 chest images. In ad-
dition, the dataset contains the age information of 26 patients. Wang et al. [62] created
the largest publicly accessible COVID-19 chest X-ray image dataset, namely COVIDx.
This dataset was collected from five open-access data repositories and contains a total of
13,725 patient cases and 13,800 chest images. Several studies [21,60,68] have conducted
Al-based diagnosis with the help of COVIDx. The authors [64] collected a total of 259
chest CT scans from several hospitals in China and 15 recruited patients. The dataset con-
tains 180 typical viral pneumonia and 79 confirmed SARS-COV-2 cases. This dataset can
be obtained from the supplementary data of the study.

4.3. News

News media data serves as a convenient and direct data for the public [74]. People can
obtain the exact situation of the pandemic in the current region, and take corresponding
measures to protect themselves. We can use the existing data to predict the follow-up de-
velopment of the epidemic in each region. For instance, researchers can use this kind of
dataset to apply statistical analysis to compare pandemic features among different coun-
tries, and try to find features that can bring new insights to fight the pandemic [17]. The
dataset can also be used with other kinds of datasets, such as regional and subregional
social demographic [24].

4.4. Others

A question-and-answer system was developed to obtain the CovidQA dataset [40] to help
the research community find answers and gain insight into coronavirus infectious dis-
eases [57]. The CovidQA dataset is for questions and answers about COVID-19 and is
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built from the source from Kaggle’s COVID-19 open research dataset challenge. The
CovidQA dataset is the first publicly available COVID-19 Q&A dataset, which contains
124 question-article pairs according to the CovidQA dataset. The current version is 0.1,
and the database will be further expanded as resources get evaluated. The dataset includes
fields such as subcategory, title, answer. Title is the title of the scientific research article,
of which the answer is derived or the title of the announcement issued by an authoritative
institution to verify the reliability of the answer. The datasets were reviewed by epidemi-
ologists, MDs (Medical Practitioners), and medical students. The dataset can be used in
the natural language processing model (NLP) field to test the validity of the model. In
addition, the dataset can be used to build the deep learning-based question and answer
model, which consists of two main parts: the question context component and the answer
component [29].

University College London recently published a dataset called RWWD (Real World
Worry Dataset) [25]. The dataset utilizes a direct questionnaire approach to obtain written
descriptions of how people feel about COVID-19 and their current emotions. Instead of
relying on a third party to annotate, the dataset relies on the writer’s ratings of their own
mood after writing, which makes the dataset more reliable. RWWD has two versions, and
each version has 2,500 English texts. The first version is of variable length, with a min-
imum of 500 words. The second version uses the Twitter format (i.e., no more than 240
words long), and the short text is mainly used for comparison with the Twitter data. All
subjects were asked to use a 9-point scales to indicate their internal emotions including
worry, anger, etc. The study results on this dataset showed that Britons were more worried
about their families and finances. Short texts (in the form of tweets) tend to be inspira-
tional and chants, while long texts prefer to express their inner emotions, for example,
people’s concerns about the epidemic. This dataset has been used to measure changes in
the mood of citizens during the COVID-19 outbreak.

5. Discussions

More and more datasets related to COVID-19 pandemic are emerging gradually over
time. However, only a part of datasets are helpful for researchers as most the published
datasets for COVID-19 analysis or treatments tend to be incomplete, possibly biased, and
limited to national samples. Especially, problems existing in COVID-19 datasets such as
incompleteness [23] and small scale [29] are urgent problem for research. Thus, how to
obtain valuable datasets is still a challenging task for researchers. For the sake of effec-
tive COVID-19 research, we still need more valuable datasets by adopting appropriate
processing and collection methods.

Nevertheless, the presented datasets have significant implications to fight against
COVID-19. For instance, real-time datasets can be used for contact tracing and finding out
the influence scope. These datasets can help publish reasonable policy of lockdown. Sim-
ilar, these datasets can be used to identify potential risk points such as, places for common
public interests. The listed datasets can have practical implications when integrated with
the other datasets. For instance, real-time datasets can provide information regarding the
impact of diseases on human life. These datasets can be used with other datasets includ-
ing temperature and humidity. These factors appear to influence the COVID-19 effects on
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human lives [49]. Future studies can use these factors to reveal their moderating effect
between COVID-19 and human society regarding deaths and population movements.

Companies can use knowledge bases to develop strategies to fight against diseases.
The listed knowledge bases are a valuable tool to extract practical knowledge, experience
and facts to formulate policies for the businesses. For instance, companies can use these
datasets to publish economic policy recommendations as small and medium businesses
are heavily impacted by diseases. The business survival depends on the new business mod-
els and how quickly these models are adopted. Therefore, new strategies are inevitable for
governments and local businesses to endure this unpredicted scenario [7].

Researchers can use the media datasets to publish policies to counter fake news re-
garding the COVID-19. Online platforms are flooded with unauthentic misinformation
such as the negative impacts of the COVID-19 vaccine and the dangerous nature of the
virus [32]. This fabricated news can make negative impact on the efforts to counter the
disease. Firstly, people might not take the required precautions and consider the COVID-
19 a conspiracy [3], as witnessed in several anti-lockdown protests. Second, people might
resist receiving vaccinations based on social media fake news. This is also evident with
the slow progress of vaccination in several countries.

Social media plays a critical role in addressing the issue of misinformation. It can also
be a valuable tool to provide relevant and authentic information for patients, doctors and
clients. Therefore, better social media approaches and strategies are required for social
media to play an influential role in policy and decision making for government, orga-
nizations and individuals [11]. The listed media datasets can provide researchers with a
platform to generate recommendations of such policies and strategies.

6. Conclusion

This paper presents several key sources of COVID-19 datasets of different categories
including time-series datasets (real-time cases datasets, migration information datasets),
knowledge base (knowledge graphs, research dataset), and media datasets (social net-
works, X-ray image and CT scan datasets, news, and others). Then, we discusses how
various organisations gather the data. Most of the datasets examined in this paper are pub-
licly available. We provide relevant links to the datasets wherever possible. We also have
discussed several drawbacks of the current COVID-19 datasets. An efficient COVID-19
dataset evaluation procedure is also missing. We suggest building a more effective mech-
anism for collecting more valuable data for research.

Acknowledgments. The authors would like to thank Xiangtai Chen, Huazhu Cao, Mengyuan Wang,
and Xu Feng from Dalian University of Technology for their help with the first draft of this paper.

References

1. Al-Saleem, J., Granet, R., Ramakrishnan, S., Ciancetta, N.A., Saveson, C., Gessner, C., Zhou,
Q.: Knowledge graph-based approaches to drug repurposing for covid-19. Journal of Chemical
Information and Modeling 61(8), 40584067 (2021)



1128 Sun et al.

2.

10.

11.

13.

14.

15.

16.

17.

18.

19.

20.

Albahri, A., Hamid, R.A., Alwan, J.K., Al-Qays, Z., Zaidan, A., Zaidan, B., Albahri, A., AIAm-
oodi, A., Khlaf, ].M., Almahdi, E., et al.: Role of biological data mining and machine learning
techniques in detecting and diagnosing the novel coronavirus (covid-19): a systematic review.
Journal of Medical Systems 44, 1-11 (2020)

. Apuke, O.D., Omar, B.: Fake news and covid-19: modelling the predictors of fake news sharing

among social media users. Telematics and Informatics 56, 101475 (2021)

. Banda, J.M., Tekumalla, R., Wang, G., Yu, J., Liu, T., Ding, Y., Artemova, E., Tutubalina, E.,

Chowell, G.: A large-scale covid-19 twitter chatter dataset for open scientific research—an
international collaboration. Epidemiologia 2(3), 315-324 (2021), https://www.mdpi.
com/2673-3986/2/3/24

. Benvenuto, D., Giovanetti, M., Vassallo, L., Angeletti, S., Ciccozzi, M.: Application of the

arima model on the covid-2019 epidemic dataset. Data in Brief p. 105340 (2020)

. Cao, W,, Fang, Z., Hou, G., Han, M., Xu, X., Dong, J., Zheng, J.: The psychological impact of

the covid-19 epidemic on college students in china. Psychiatry Research p. 112934 (2020)

. Carracedo, P, Puertas, R., Marti, L.: Research lines on the impact of the covid-19 pandemic on

business. a text mining analysis. Journal of Business Research 132, 586-593 (2021)

. Chen, E., Lerman, K., Ferrara, E., et al.: Tracking social media discourse about the covid-

19 pandemic: Development of a public coronavirus twitter data set. JMIR Public Health and
Surveillance 6(2), 19273 (2020)

. Chinazzi, M., Davis, J.T., Ajelli, M., Gioannini, C., Litvinova, M., Merler, S., y Piontti, A.P.,

Mu, K., Rossi, L., Sun, K., et al.: The effect of travel restrictions on the spread of the 2019
novel coronavirus (covid-19) outbreak. Science 368(6489), 395-400 (2020)

Cohen, J.P., Morrison, P., Dao, L., Roth, K., Duong, T.Q., Ghassemi, M.: Covid-19 image
data collection: Prospective predictions are the future. arXiv 2006.11988 (2020), https://
github.com/ieee8023/covid-chestxray-dataset

Cuello-Garcia, C., Pérez-Gaxiola, G., van Amelsvoort, L.: Social media can have an impact on
how we manage and investigate the covid-19 pandemic. Journal of Clinical Epidemiology 127,
198-201 (2020)

. Domingo-Ferndndez, D., Baksi, S., Schultz, B., Gadiya, Y., Karki, R., Raschka, T., Ebeling,

C., Hofmann-Apitius, M., Kodamullil, A.T.: Covid-19 knowledge graph: a computable, multi-
modal, cause-and-effect knowledge model of covid-19 pathophysiology. Bioinformatics 37(9),
1332-1334 (2021)

Dong, E., Du, H., Gardner, L.: An interactive web-based dashboard to track covid-19 in real
time. The Lancet Infectious Diseases 20(5), 533-534 (2020)

Ferreira, C.M., S4, M.J., Martins, J.G., Serpa, S.: The covid-19 contagion—pandemic dyad: A
view from social sciences. Societies 10(4), 77 (2020)

Gao, Z., Yada, S., Wakamiya, S., Aramaki, E.: Naist covid: Multilingual covid-19 twitter and
weibo dataset. arXiv preprint arXiv:2004.08145 (2020)

Ge, Y., Tian, T., Huang, S., Wan, F,, Li, J,, Li, S, Yang, H., Hong, L., Wu, N., Yuan, E., et al.:
A data-driven drug repositioning framework discovered a potential therapeutic agent targeting
covid-19. BioRxiv (2020)

Hamzah, F.B., Lau, C., Nazri, H., Ligot, D.V., Lee, G., Tan, C.L., Shaib, M., Zaidon, U.H.B.,
Abdullah, A.B., Chung, M.H., et al.: Coronatracker: worldwide covid-19 outbreak data analysis
and prediction. Bull World Health Organ 1(32), 1-32 (2020)

Hong, L., Lin, J., Tao, J., Zeng, J.: Bere: An accurate distantly supervised biomedical entity
relation extraction network. arXiv preprint arXiv:1906.06916 (2019)

Hou, M., Ren, J., Zhang, D., Kong, X., Zhang, D., Xia, F.: Network embedding: Taxonomies,
frameworks and applications. Computer Science Review 38, 100296 (2020)

Huang, J., Wang, H., Xiong, H., Fan, M., Zhuo, A., Li, Y., Dou, D.: Quantifying the eco-
nomic impact of covid-19 in mainland china using human mobility data. arXiv preprint
arXiv:2005.03010 (2020)



21.

22.

23.

24.

25.

26.

217.

28.

29.

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

COVID-19 Datasets: A Brief Overview 1129

Jaiswal, A., Gianchandani, N., Singh, D., Kumar, V., Kaur, M.: Classification of the covid-
19 infected patients using densenet201 based deep transfer learning. Journal of Biomolecular
Structure and Dynamics pp. 1-8 (2020)

Kabir, M., Madria, S., et al.: Coronavis: A real-time covid-19 tweets analyzer. arXiv preprint
arXiv:2004.13932 (2020)

Karlinsky, A., Kobak, D.: Tracking excess mortality across countries during the covid-19 pan-
demic with the world mortality dataset. Elife 10, 69336 (2021)

Karmakar, M., Lantz, P.M., Tipirneni, R.: Association of social and demographic factors with
covid-19 incidence and death rates in the us. JAMA Network Open 4(1), €2036462—e2036462
(2021)

Kleinberg, B., van der Vegt, 1., Mozes, M.: Measuring emotions in the covid-19 real world
worry dataset. In: Proceedings of the 1st Workshop on NLP for COVID-19 at ACL 2020 (2020)
Lai, S., Bogoch, L.I., Ruktanonchai, N.W., Watts, A., Lu, X., Yang, W., Yu, H., Khan, K., Tatem,
A.J.: Assessing spread risk of wuhan novel coronavirus within and beyond china, january-april
2020: a travel network-based modelling study. MedRxiv (2020)

LaiS, H., et al.: Changingepidemiologyofhug man brucellosis, china, 1955g2014. EmerglInfect
Dis 23(2), 184 (2017)

Lee, J., Sean, S.Y., Jeong, M., Sung, M., Yoon, W., Choi, Y., Ko, M., Kang, J.: Answering
questions on covid-19 in real-time. In: Proceedings of the 1st Workshop on NLP for COVID-
19 (Part 2) at EMNLP 2020 (2020)

Levy, S., Mo, K., Xiong, W., Wang, W.Y.: Open-domain question-answering for covid-19 and
other emergent domains. arXiv preprint arXiv:2110.06962 (2021)

Li, X., Geng, M., Peng, Y., Meng, L., Lu, S.: Molecular immune pathogenesis and diagnosis of
covid-19. Journal of Pharmaceutical Analysis (2020)

Lin, J., Nogueira, R., Yates, A.: Pretrained transformers for text ranking: Bert and beyond.
Synthesis Lectures on Human Language Technologies 14(4), 1-325 (2021)

van der Linden, S., Roozenbeek, J., Compton, J.: Inoculating against fake news about covid-19.
Frontiers in Psychology 11, 2928 (2020)

Liu, J., Kong, X., Xia, F.,, Bai, X., Wang, L., Qing, Q., Lee, I.: Artificial intelligence in the 21st
century. IEEE Access 6, 34403-34421 (2018)

Liu, J., Kong, X., Zhou, X., Wang, L., Zhang, D., Lee, 1., Xu, B., Xia, F.: Data mining and
information retrieval in the 21st century: A bibliographic review. Computer Science Review
34, 100193 (2019)

Liu, J., Nie, H., Li, S., Chen, X., Cao, H., Ren, J., Lee, I, Xia, F.: Tracing the pace of covid-19
research: Topic modeling and evolution. Big Data Research 25, 100236 (2021)

Liu, J., Ren, J., Zheng, W., Chi, L., Lee, 1., Xia, F.: Web of scholars: A scholar knowledge
graph. In: Proceedings of the 43rd International ACM SIGIR Conference on Research and
Development in Information Retrieval. pp. 2153-2156 (2020)

Liu, J., Tian, J., Kong, X., Lee, L., Xia, F.: Two decades of information systems: a bibliometric
review. Scientometrics 118(2), 617-643 (2019)

Mandal, M., Jana, S., Nandi, S.K., Khatua, A., Adak, S., Kar, T.: A model based study on the
dynamics of covid-19: Prediction and control. Chaos, Solitons & Fractals p. 109889 (2020)
Mohamadou, Y., Halidou, A., Kapen, P.T.: A review of mathematical modeling, artificial in-
telligence and datasets used in the study, prediction and management of covid-19. Applied
Intelligence pp. 1-13 (2020)

Moller, T., Reina, A., Jayakumar, R., Pietsch, M.: Covid-qa: A question answering dataset for
covid-19. In: Proceedings of the 1st Workshop on NLP for COVID-19 at ACL 2020 (2020)
Naseem, U., Razzak, 1., Khushi, M., Eklund, P.W., Kim, J.: Covidsenti: A large-scale bench-
mark twitter data set for covid-19 sentiment analysis. IEEE Transactions on Computational
Social Systems (2021)

Nemes, L., Kiss, A.: Social media sentiment analysis based on covid-19. Journal of Information
and Telecommunication pp. 1-15 (2020)



1130 Sun et al.

43.

44.

45.

46.

47.

48.

49.

50.

51.

52.

53.

54.

55.

56.

57.

58.

59.

60.

61.

62.

Ngai, H., Park, Y., Chen, J., Parsapoor, M.: Transformer-based models for question answering
on covid19. arXiv preprint arXiv:2101.11432 (2021)

Niehus, R., De Salazar, P.M., Taylor, A.R., Lipsitch, M.: Using observational data to quantify
bias of traveller-derived covid-19 prevalence estimates in wuhan, china. The Lancet Infectious
Diseases (2020)

Ozturk, T., Talo, M., Yildirim, E.A., Baloglu, U.B., Yildirim, O., Acharya, U.R.: Automated de-
tection of covid-19 cases using deep neural networks with x-ray images. Computers in Biology
and Medicine 121, 103792 (2020)

Pepe, E., Bajardi, P, Gauvin, L., Privitera, F., Lake, B., Cattuto, C., Tizzoni, M.: Covid-19
outbreak response, a dataset to assess mobility changes in italy following national lockdown.
Scientific Data 7(1), 1-7 (2020)

Prakash, K.B., Imambi, S.S., Ismail, M., Kumar, T.P., Pawan, Y.: Analysis, prediction and
evaluation of covid-19 datasets using machine learning algorithms. International Journal 8(5)
(2020)

Punn, N.S., Sonbhadra, S.K., Agarwal, S.: Covid-19 epidemic analysis using machine learning
and deep learning algorithms. MedRxiv (2020)

Qi, H., Xiao, S., Shi, R., Ward, M.P,, Chen, Y., Tu, W., Su, Q., Wang, W., Wang, X., Zhang,
Z.: Covid-19 transmission in mainland china is associated with temperature and humidity: A
time-series analysis. Science of The Total Environment 728, 138778 (2020)

Ren, J., Xia, F., Chen, X., Liu, J., Hou, M., Shehzad, A., Sultanova, N., Kong, X.: Matching
algorithms: Fundamentals, applications and challenges. IEEE Transactions on Emerging Topics
in Computational Intelligence 5(3), 332-350 (2021)

Roda, W.C., Varughese, M.B., Han, D., Li, M.Y.: Why is it difficult to accurately predict the
covid-19 epidemic? Infectious Disease Modelling (2020)

Shahi, G.K., Nandini, D.: Fakecovid—a multilingual cross-domain fact check news dataset for
covid-19. arXiv preprint arXiv:2006.11343 (2020)

Shen, I., Zhang, L., Lian, J., Wu, C.H., Fierro, M.G., Argyriou, A., Wu, T.: In search for a
cure: recommendation with knowledge graph on cord-19. In: Proceedings of the 26th ACM
SIGKDD International Conference on Knowledge Discovery & Data Mining. pp. 3519-3520
(2020)

Sohrabi, C., Alsafi, Z., O’Neill, N., Khan, M., Kerwan, A., Al-Jabir, A., losifidis, C., Agha, R.:
World health organization declares global emergency: A review of the 2019 novel coronavirus
(covid-19). International Journal of Surgery (2020)

Su, D, Xu, Y., Yu, T., Siddique, E.B., Barezi, E.J., Fung, P.: Caire-covid: a question answering
and query-focused multi-document summarization system for covid-19 scholarly information
management. arXiv preprint arXiv:2005.03975 (2020)

Sun, K., Wang, L., Xu, B., Zhao, W., Teng, S.W., Xia, F.: Network representation learning:
From traditional feature learning to deep learning. IEEE Access 8, 205600-205617 (2020)
Tang, R., Nogueira, R., Zhang, E., Gupta, N., Cam, P., Cho, K., Lin, J.: Rapidly bootstrapping
a question answering dataset for covid-19. arXiv preprint arXiv:2004.11339 (2020)

Tétrai, D., Vdérallyay, Z.: Covid-19 epidemic outcome predictions based on logistic fitting and
estimation of its reliability. arXiv preprint arXiv:2003.14160 (2020)

Tuli, S., Tuli, S., Tuli, R., Gill, S.S.: Predicting the growth and trend of covid-19 pandemic
using machine learning and cloud computing. Internet of Things 11, 100222 (2020)

Ucar, F., Korkmaz, D.: Covidiagnosis-net: Deep bayes-squeezenet based diagnosis of the coro-
navirus disease 2019 (covid-19) from x-ray images. Medical Hypotheses 140, 109761 (2020)
Ullah, A., Das, A., Das, A., Kabir, M.A., Shu, K.: A survey of covid-19 misinformation:
Datasets, detection techniques and open issues. arXiv preprint arXiv:2110.00737 (2021)
Wang, L., Lin, Z.Q., Wong, A.: Covid-net: A tailored deep convolutional neural network design
for detection of covid-19 cases from chest x-ray images. Scientific Reports 10(1), 1-12 (2020)



63.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.

79.

80.

81.

82.

COVID-19 Datasets: A Brief Overview 1131

Wang, L.L., Lo, K., Chandrasekhar, Y., Reas, R., Yang, J., Burdick, D., Eide, D., Funk, K.,
Katsis, Y., Kinney, R.M., et al.: Cord-19: The covid-19 open research dataset. In: Proceedings
of the 1st Workshop on NLP for COVID-19 at ACL 2020 (2020)

Wang, S., Kang, B., Ma, J., Zeng, X., Xiao, M., Guo, J., Cai, M., Yang, J., Li, Y., Meng, X.,
et al.: A deep learning algorithm using ct images to screen for corona virus disease (covid-19).
European Radiology pp. 1-9 (2021), https://doi.org/10.1016/7j.mehy.2020.
109761

Wang, X., Peng, Y., Lu, L., Lu, Z., Bagheri, M., Summers, R.M.: Chestx-ray8: Hospital-scale
chest x-ray database and benchmarks on weakly-supervised classification and localization of
common thorax diseases. In: Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition. pp. 2097-2106 (2017)

Wang, X., Song, X., Li, B., Guan, Y., Han, J.: Comprehensive named entity recognition on
cord-19 with distant or weak supervision. arXiv preprint arXiv:2003.12218 (2020)

Warren, M.S., Skillman, S.W.: Mobility changes in response to covid-19. arXiv preprint
arXiv:2003.14228 (2020)

Wynants, L., Van Calster, B., Collins, G.S., Riley, R.D., Heinze, G., Schuit, E., Bonten, M.M.,
Dahly, D.L., Damen, J.A., Debray, T.P,, et al.: Prediction models for diagnosis and prognosis
of covid-19: systematic review and critical appraisal. British Medical Journal 369 (2020)

Xia, F., Jedari, B., Yang, L.T., Ma, J., Huang, R.: A signaling game for uncertain data delivery
in selfish mobile social networks. IEEE Transactions on Computational Social Systems 3(2),
100-112 (2016)

Xia, F, Sun, K., Yu, S., Aziz, A., Wan, L., Pan, S., Liu, H.: Graph learning: A survey. IEEE
Transactions on Artificial Intelligence 2(2), 109-127 (2021)

Xia, F.,, Wang, J., Kong, X., Wang, Z., Li, J., Liu, C.: Exploring human mobility patterns in
urban scenarios: A trajectory data perspective. IEEE Communications Magazine 56(3), 142—
149 (2018)

Xu, B., Gutierrez, B., Mekaru, S., Sewalk, K., Goodwin, L., Loskill, A., Cohn, E.L., Hswen,
Y., Hill, S.C., Cobo, M.M,, et al.: Epidemiological data from the covid-19 outbreak, real-time
case information. Scientific Data 7(1), 1-6 (2020)

Xu, J., Kim, S., Song, M., Jeong, M., Kim, D., Kang, J., Rousseau, J.F., Li, X., Xu, W., Torvik,
V.L, et al.: Building a pubmed knowledge graph. Scientific Data 7(1), 1-15 (2020)

Yang, C., Zhou, X., Zafarani, R.: Checked: Chinese covid-19 fake news dataset. Social Network
Analysis and Mining 11(1), 1-8 (2021)

Yu, J.: Open access institutional and news media tweet dataset for covid-19 social science
research. arXiv preprint arXiv:2004.01791 (2020)

Yu, S., Qing, Q., Zhang, C., Shehzad, A., Oatley, G., Xia, F.: Data-driven decision-making in
covid-19 response: A survey. IEEE Transactions on Computational Social Systems 8(4), 1016—
1029 (2021)

Zarei, K., Farahbakhsh, R., Crespi, N., Tyson, G.: A first instagram dataset on covid-19. arXiv
preprint arXiv:2004.12226 (2020)

Zeroual, A., Harrou, F., Dairi, A., Sun, Y.: Deep learning methods for forecasting covid-19
time-series data: A comparative study. Chaos, Solitons & Fractals 140, 110121 (2020)

Zhang, D., Zhang, M., Peng, C., Jung, J.J., Xia, F.: Metaphor research in the 21st century: A
bibliographic analysis. Computer Science and Information Systems 18, 303-322 (2021)
Zhang, J., Wang, W., Xia, F.,, Lin, Y.R., Tong, H.: Data-driven computational social science: A
survey. Big Data Research p. 100145 (2020)

Zhang, R., Hristovski, D., Schutte, D., Kastrin, A., Fiszman, M., Kilicoglu, H.: Drug repur-
posing for covid-19 via knowledge graph completion. Journal of Biomedical Informatics 115,
103696 (2021)

Zhao, J., Zhang, Y., He, X., Xie, P.: Covid-ct-dataset: a ct scan dataset about covid-19. arXiv
preprint arXiv:2003.13865 (2020)



1132 Sun et al.

83. Zong, S., Baheti, A., Xu, W,, Ritter, A.: Extracting covid-19 events from twitter. arXiv preprint
arXiv:2006.02567 (2020)

Ke Sun received the B.Sc. and M.Sc. degrees from Shandong Normal University, Jinan,
China. He is currently Ph.D. Candidate in Software Engineering at Dalian University of
Technology, Dalian, China. His research interests include deep learning, network repre-
sentation learning, and knowledge graphs.

Wuyang Li is currently working toward the Bachelor’s degree in the School of Software,
Dalian University of Technology, China. His research interests include data science, nat-
ural language processing, and social network analysis.

Vidya Saikrishna received her PhD from Monash University, Australia in 2017. She
completed her Master’s in Technology (M. Tech) in 2012 and Bachelor’s in Engineer-
ing in 2002 from Maulana Azad National Institute of Technology, India and Barkatullah
University, India respectively. She is currently a Scholarly Teaching Fellow in Global Pro-
fessional School, Federation University Australia. Her current research interests include
Machine Learning, Artificial Intelligence, String Matching, and Data/Text Mining.

Mehmood Chadhar received his PhD in Information Systems from the University of
New South Wales, Sydney, Australia. He is currently a Lecturer teaching business analyt-
ics, supply chain management, and real-time analytics at Federation University Australia.
His areas of interest include enterprise systems implementation, organizational learning,
IT business value and social media benefits.

Feng Xia received the BSc and PhD degrees from Zhejiang University, Hangzhou, China.
He was Full Professor and Associate Dean (Research) in School of Software, Dalian Uni-
versity of Technology, China. He is Associate Professor and former Discipline Leader (IT)
in Institute of Innovation, Science and Sustainability, Federation University Australia. Dr.
Xia has published 2 books and over 300 scientific papers in international journals and
conferences (such as IEEE TAI, TKDE, TNNLS, TBD, TCSS, TNSE, TETCI, TC, TMC,
TPDS, TETC, THMS, TVT, TITS, TASE, ACM TKDD, TIST, TWEB, TOMM, WWW,
AAALI SIGIR, CIKM, JCDL, EMNLP, and INFOCOM). His research interests include
data science, artificial intelligence, graph learning, anomaly detection, and systems engi-
neering. He is a Senior Member of IEEE and ACM.

Received: August 22, 2021; Accepted: April 22, 2022.



Computer Science and Information Systems 19(3):1133-1154 https://doi.org/10.2298/CSIS210925018S

Development of Recommendation Systems Using Game
Theoretic Techniques

Evangelos Sofikitis' and Christos Makris?

! Department of Computer Engineering and Informatics, University of Patras,
Rio 26500, Patras, Greece
sofikitis@ceid.upatras.gr
2 Department of Computer Engineering and Informatics, University of Patras,
Rio 26500, Patras, Greece
makri @ceid.upatras.gr

Abstract. In the present work, we inquire the use of game theoretic techniques for
the development of recommender systems. Initially, the interaction of the two as-
pects of the systems, query reformulation and relevance estimation, is modelled as
a cooperative game where the two players have a common utility, to supply optimal
recommendations, which they try to maximize. Based on this modelling, three ba-
sic recommendation methods are developed, namely collaborative filtering, content
based filtering and demographic filtering. The different methods are then combined
to create hybrid systems. In the weighted combination, the use of game theoretic
techniques is extended, as it is modelled as a cooperative game. Finally, the meth-
ods are combined with the use of a genetic algorithm where game theory is used for
the parent selection process. Our work offers a baseline for the efficient combina-
tion of recommendation methods through game theory and in addition the novelty
method, Choice by Game, for the parent selection process in genetic algorithms
which offers consistent performance improvements.

Keywords: recommendation system, game theory, genetic algorithm.

1. Introduction

Information retrieval systems, consist of two aspects, namely the formulation of an opti-
mal query to best represent the target user’s need of information and the estimation of the
documents’ relevance to this query [29116]. According to Rocchio’s fundamental theory
[26]], the optimal query reformulation, in text retrieval, is achieved through relevance feed-
back [[11]. In more detail, the query is reformulated through an iterative process, where
the system returns results and based on the user’s feedback on the results, expands the
terms of the query. Depending on the individual situations, the feedback signal might be
implicit, such as clicks or play-lists, or blinded, assuming the top-k returned results as
relevant ones [31]. The same ground rules could be applied to recommendation systems
after making some modifications. In recommender systems where there is no initial query
provided, the user’s need is represented by a profile based on its historical interactions s
and may be inferred from other similar user profiles [30]. As far as the second aspect is
concerned, the main goal is to assign relevance scores to the available documents given
the query. The classic retrieval model [24] and its variations, BM25 [25], and language
models [34], utilize term weighing to calculate the relevance scores.
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In related work [36]], based on game-theoretical analysis, a new equilibrium theory
of information retrieval is proposed, according to which, the two basic aspects of Infor-
mation Retrieval are correlated and participate in a cooperative game. More specifically,
the query reformulation player would refine the query that is the best response to the re-
sults returned from the given retrieval model player, i.e., formulate an optimal query that
would maximize its utility. Simultaneously, the retrieval model player would also need
to produce the document relevant estimation that is the best response toward the formu-
lated query. The game play provides the retrieval solutions that is in a Nash equilibrium
or multiple Nash equilibria [[19] when each becomes the best response to the other. In the
recommendation systems setting, this novelty equilibrium theory is evaluated through a
practical implementation in collaborative filtering tasks and the experiments show that,
it outperforms the query reformulation and retrieval model reformulation, when applied
separately.

In this paper, in order to confirm that, the modelling of the recommendation process
as a cooperative game offers performance improvements, we apply this equilibrium the-
ory [36] in more recommendation methods, namely collaborative filtering, demographic
filtering, content based filtering and hybrid combinations of the three [7]], while scaling
the experiments in a larger dataset. The experiments show that the initial claim [36] is
confirmed for the variations of the recommendation methods, however the same does not
apply for the scaled experiments. Thereinafter, we extend the integration of game the-
ory in recommendation systems by developing novelty algorithms. An algorithm for the
weighted combination of two recommendation methods is developed, where the weights
of every method derived from a cooperative game [6]. The methods are the players of
the game and they are, initially, assigned with a weight. During the game, which is an
iterative process, every player chooses a strategy, i.e. increase, or decrease its weight to
maximize the common utility. An equilibrium is reached when the two players can not
increase their utility by altering their weights. This algorithm is evaluated with experi-
ments in two datasets where, although different combinations of methods are attempted,
the weighed combination through game excels in performance compared to the individ-
ual methods combined. Finally, game theoretic techniques are also applied in genetic
algorithms, where the parent selection process is modelled as a game. Two user-based
recommendation methods are executed, and the resulting top-k users are combined to
create an initial population for the genetic algorithm. In the method Choice by Game, the
probability of two individuals being selected as parents, is calculated through a game and
is proportional to the utility of the combination. The results of the experiments in two
datasets show that, the Choice by Game method offers consistent performance improve-
ments when compared to the existing Choice by Roulette method and to the individual
methods from whom derived the initial population for the genetic algorithm.

Although a simple linear retrieval model is used for the basic recommendation meth-
ods, our work offers a baseline for the efficient development of hybrid recommendation
systems through game theory, which could be applied to more refined systems. Utilizing
our algorithms, two recommendation methods can be combined linearly or through a ge-
netic algorithm resulting to a hybrid that provides more qualitative recommendations than
the individual methods. Furthermore, the Choice by Game method can be used not only in
recommendation systems, but in the various applications [27] of the genetic algorithms.
Briefly, the paper is organized as follows. In the following section (Section [, we con-
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duct a brief review of and how has game theory utilized to produce more efficient and
improved recommender systems. Then, in Section [3] we present the baseline of previous
research on the modelling of the recommendation process as a cooperative game. In Sec-
tion[d} we elaborate on the basic recommendation methods that were developed using this
modelling. The integration of game theory and recommendation systems is extended on
Section [5} where we introduce two algorithms for the efficient combination of two rec-
ommendation methods, namely linearly and through a genetic algorithm. Both algorithms
utilize game theoretic techniques. In Section [f]the practical implementation used for the
experimental evaluation of all the above algorithms is explained, while in Section [/| the
results of the experiments in two datasets are presented. In the epilogue of this paper
(Section ), the conclusions of our inquiry is discussed along with suggestions for future
research.

2. Related Work

2.1. Recommender Systems

On the Internet, there is an overabundance of options, choices and products, rendering it
impossible for users to browse and evaluate all of them, in order to choose the most de-
sirable ones. In our daily lives we rely on the recommendations of others, such as friends
or critics, for the selection of movies, restaurants, products, etc. On the Internet, this role
is carried out by the recommendation systems [5]. These systems are a subset of infor-
mation filtering systems and aim to present the most relevant products from a set, making
predictions about users’ preferences. In the initial stages of recommender systems, the
collaborative filtering method was developed, where recommendations are based on the
preferences of users who are relevant to the target user. Other methods such as demo-
graphic filtering and content based filtering were later developed [23]]. The demographic
filtering, like the collaborative filtering is based on users’ similarity while content based
filtering is based on item similarity, meaning that the systems suggest to the user items
similar to those they have already evaluated and rated highly [17]]. The ever-increasing
need for efficient recommendations has led to more sophisticated systems that often uti-
lize two or more methods, these are hybrid recommender systems [3]], or draw on meth-
ods and techniques from other scientific fields [35]. The evolution of recommendation
systems has led to extending their usage in other fields other than improving users’ online
experience, even in the education [20]. State of the art recommendation systems utilize
neural networks and matrix factorization to develop better performing systems [22]. Hi-
erarchical Recurrent Neural Networks are currently one of the most efficient methods to
achieve felicitous recommendations [21]]. In our research, however, we do not utilize such
sophisticated methods but rather, try to find ways to efficiently combine recommendation
methods and techniques.

2.2. Recommender Systems and Game Theory

Game Theory is the scientific field that studies games, which are interdependence situa-
tions of players [18]]. Techniques from this field are widely applied in various scientific
fields with machine learning being one of the latest. The combination of recommender
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systems and game theory is an innovative field of research with a relatively limited litera-
ture.

However, researchers have already utilized game theoretic techniques to various as-
pects of recommender systems. Such techniques have been used to balance accuracy and
coverage of recommendations through rough sets [2]], to counterpoise profit of strategic
content providers to application usability [4] and to find an equilibrium between quali-
tative recommendations and data privacy [10]. Moreover, game theory has been used to
locate trustworthy users in a set more efficiently and consequently provide more accurate
recommendations [1]] and even to provide a novel formulation of the recommendation
process i.e., as a cooperative game between the user and the systems enhancing the pro-
cess as a whole [33]. In our work, we follow a more straight-forward approach, as we
attempt to provide more efficient and qualitative recommendations through game theo-
retic techniques.

3. Baseline of Previous Approach

As mentioned in the previous section, any retrieval process consists of two main aspects.
The first aspect is to formulate the query to best represents the user’s need for information.
The second aspect is to calculate the relevance of the available documents or items to the
query and select the most relevant ones. In recommendation systems instead of a query, a
profile is used to represent the preferences of the target user. Since there is no initial query,
the profile is based entirely on the user’s historical interactions with the products, for ex-
ample their ratings and comments. The goal of the retrieval models remains the same, that
is, to estimate the relevance of available items to the profile and select the items that are
more likely to satisfy the target user. When it comes to text retrieval, the classic models
assign weights to query terms so that each word has a different weight when calculating
relevance. Term weighting can also be adapted, in recommendation systems, utilizing past
interactions as terms. Although recommendation systems are a subset of information fil-
tering systems, they can be formulated using information retrieval techniques. In this case
in particular, instead of filtering the non-relevant users, in every iteration of the algorithm
the users are classified as relevant and non-relevant and both sets contribute to the query
and retrieval parameters reformulation. Namely, both offer information to the system in
order to conclude to the recommendations.

3.1. Modelling

According to related research [36]], for the modelling of the recommendation process as
a game, the profile of the target user ¢ and a set of objects D are defined. Each object d;
of the set D can be a product, a service, or another user, since the recommendations for
the target user can be derived from the relevant users. The profile and each object of the
set are represented by a vector of attributes. The attributes vary depending on the recom-
mendation method used. The recommendation process can be modelled as a cooperative
game with three key elements: players, their strategies, and profit functions. The game is
collaborative, as the common goal of the two players and the means of maximizing their
utilities is to provide qualitative recommendations.
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Definition 1. (Game of Recommendation Process)
The game is defined as follows:

— Players: the query reformulation Q and the retrieval model reformulation M,

— Strategies: Sg and Sy are two finite sets of strategies, which are available to players
Q and M, respectively. A strategy sqg € Sq can for example be the weight gain of
an item in the user profile which is more relevant than the rest of the items to better
represent their user preferences,

— Utility Functions: ug and wyy define the utilities of players Q and M respectively
and depend on the players’ strategies. Equilibrium occurs when both players have
no motivation to change strategy. That is, when a unilateral change of strategy will
reduce the profit of the player who changed.

The utility of the retrieval model M depends on the successful distinguishing the rel-
evant objects from the non-relevant ones.

1

un(5Q: $nm) =D > logp(r = 1|d;, g;w)—
"l d;eD,
. )
> logp(r = 0ld;, g; w)
‘D'IL| d'ieDn

where:

- D,, D, are the sets of relevant and non-relevant items respectively,

— w is the weight vector of the retrieval model for each attribute,

— p is the probability that the object is relative (r = 1) or non-relevant (r = 0) given
the profile g, the object d; and the weights w

The probability is calculated using the sigmoid function

1
— _ 2
s@) = 1o @
where:
N
ij%’dij 3)
j=1

j being an element of the characteristic vectors of length N, x is the inner product of the
vectors w, q, d;. The gain of M increases if an object belongs to the relevant, i.e. d; € D,
and the model has a high probability of distinguishing it as so and vice versa, decreases if
the probability is low. The same applies to non-relevant items. Therefore, in the iterative
process of reshaping the weights w, the strategy that appropriately shapes the probabilities
and maximizes its profit is chosen. On the other hand, the utility of player Q is based on
the feedback from the retrieval model

1
uQ(5Q; sum) =Dyl > logp(r = 1|d;, g;w)—
’fldieDk @
—_— log p(r = 0|d;, ¢; w
N > logp(r = 0]d;, ¢; w)
d;¢ Dy,

where:



1138 Evangelos Sofikitis and Christos Makris

— Dy, are the top-k objects as classified, based on relativity, by the recovery model
— N is the set of all available objects

The method of calculating the probability remains the same. The player Q also tries to
configure the probabilities appropriately in order to maximize its utility with the differ-
ence that its available strategies aim at reformulating the profile q instead of w. When
there is no apriori knowledge of the relevant and non-relevant objects, we assume the
top-k as relevant and the others as non-relevant. In that case, the players Q and M share a
common utility function.

3.2. Cases: ConvQ - ConvM - Game

For the application of the above modelling of the recommendation process as a game,
three cases are distinguished [36], the reformulation of the user’s profile, the reformu-
lation of the weights of the retrieval model and the simultaneous reformulation of both.
Let g be the target user’s profile, d; an object of the set d, w the weights of the retrieval
model and 6; the relevance score of the object d; to the profile ¢. In all three cases, players
try to maximize their utility using gradient ascent. Gradient ascend is an iterative algo-
rithm for finding the maximum of a differential function. In the case of Retrieval Model
Reformulation, 0; is calculated as follows:

0; = sigmoid(q" wd;) 5)

while in the case of Profile Reformulation, the calculation method of 6; is defined as:
0; = sigmoid(qui) 6)
where ¢ " is the inverse vector of ¢, ¢ " wd; is the inner product of ¢, w, d; and respectively,

q " d; is the inner product of ¢ and d;.

Case 1: Profile Reformulation In this case, the player Q tries to maximize its utility ug
by reformulating the profile ¢ while the weights w remain constant.

duq(sq:sm) _ 1| S (1-0:)di-

dq 1Dkl =5, -
1
TPy
oug(sg, s
g q+ UM 8)

dq

q is updated with gradient ascent as shown in the above equations Eq. and Eq. (10),
where 7 is the learning rate. We call this case Conv(Q.
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Case 2: Retrieval Model reformulation Similarly, in this case player M tries to maxi-
mize its utility ups by reformulating the weights w while the profile ¢ remains constant.
w is updated using the gradient ascent as shown in the following equations, where 7 is the
learning rate. We call this case ConvM.

Oun(sq,sm) _ 1 > (1-16:)qd] -

w D, |
L ©)
Qiqd;r
pap
we w+ niau‘”(s@’ su) (10)

ow

Case 3: Game In the third case, which we call Game, both ¢ and w change. Player Q
changes their strategy and reshapes the profile q in response to the strategy chosen by M,
who does the same by updating w based on the reformulation of g. Their interaction is a
collaborative game.

4. Equilibrium of the Recommendation Process

The modelling of the recommendation process as a cooperative game is product of related
work [36], in which, it was applied and evaluated on the collaborative filtering method.
We expand the usage of this methodology to other two fundamental recommendation
methods and four hybrid combinations of them.

4.1. Collaborative Filtering

In the Collaborative Filtering algorithm, the set of objects D consists of user profiles and
each element of the vectors d; and ¢ represents a product from the set of available prod-
ucts to be recommended. The value of every elements is the rating of each user for the
corresponding product. The recommendation system identifies the users d; € d who are
most relevant to user g, i.e. users who have similar ratings to the target user. The collab-
orative filtering method is based on the assumption that two users who have rated a set
of products similarly, will have the same satisfaction or dissatisfaction from products that
have not yet rated [8]. Therefore, the user for whom the recommendations are intended is
likely to be satisfied with products that the relevant users have rated highly. The aim of
the system is to predict the user’s ratings for the products that he has not evaluated and to
present to him the products for which he has provided a high rating. To do this, the system
first identifies the k most relevant users. K is a number smaller than the total number of
users and varies depending on the application. The predicted rating for each product is the
average ratings of the top-k users for that product. The products with the highest predicted
rating are then recommended to the target user.
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4.2. Demographic Filtering

The demographic filtering method is based on the assumption that users with similar
demographics will have the same preferences on products. In this algorithm, the profile g,
and the objects d; of set D are still user profiles, for the representation of which vectors
are used. The elements of each vector represent a demographic characteristic, such as age,
gender, occupation, place of residence and more. The same steps as described above for
the collaborative filtering algorithm are followed, to generate recommendations.

4.3. Content Based Filtering

For the content based filtering algorithm the d; objects are products and the elements of
the vectors representing each d; € D are characteristic of the products. The user g profile
is also a feature vector where each attribute has a value according to the preferences of
the user. The profile is created based on previous ratings of the user. More specifically,
we consider a set of N products P C D, each product p; € P for i € [1, N] has been
rated by the user with r;. Each of these products is represented by a vector of attributes ¢
and p; ; is the value of the product for the attribute ¢; € c. The element g; in the profile ¢
represents the preferred value of the attribute ¢; by the target user, and it is calculated by
the formula:
Z]\i Dij *Ti
qj = 1—1N ) (1 1)
D1 T

So instead of the bipartite user to item graph an item to item graph is utilized to result in
the recommendations for the target user.

4.4. Hybrid Methods

Hybridl and Hybrid2 algorithms are hybrid recommendation algorithms that use the
above methods. They are serial filtering algorithms, in the sense that the algorithms are ex-
ecuted sequentially, and the results of the first are used to reinforce the recommendations
of the second. The cases developed and presented below are combinations of collaborative
filtering and demographic filtering or content based filtering.

Hybrid1.1: Demographic Filtering after Collaborative Filtering The Hybridl.1 algo-
rithm is the combination of collaborative filtering and demographic filtering. It is a simple
algorithm that identifies users who have similar demographic characteristics to the target
user, among users who have already been judged to be relevant based on their ratings.
Running collaborative filtering results in a set of users who are relevant to the target user.
This set is then used in demographic filtering to generate the k final users from whom the
recommendations derived.

Hybrid1.2: Collaborative Filtering after Demographic Filtering Hybrid1.2 combines
the two algorithms like Hybrid1.1 but in a different order. More specifically, running de-
mographic filtering creates a set of relevant users from which, after collaborative filtering,
the top-k most relevant are chosen. Essentially, the Hybrid1 algorithms apply double fil-
tering on the set of users D. Once with demographic criteria and once with their product
ratings.
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Hybrid2.1: Content Based Filtering after Collaborative Filtering In the combination
of content based filtering and collaborative filtering where collaborative filtering is per-
formed first, the procedure is as follows, the system performs collaborative filtering from
which the top-k users derived. Then, a set of products is created, containing the products
that are highly rated by the top-k users. This set is used for the content based filtering
algorithm. In other words, the system selects the products that the relevant users liked and
filters them for the final recommendations.

Hybrid2.2: Collaborative Filtering after Content Based Filtering In the case of Hy-
brid2.2, first content based filtering is performed resulting in the top-k products, which are
more relevant to the target user. These products are given more weight to the calculation
of the most relevant users when performing collaborative filtering. More specifically, in g
and d;, which are vectors and each of their elements represents a product, a second ele-
ments is created for the representation of each of the top-k products. Thus, these products
have a double weight and affect the relevance score of users that collaborative filtering
will identify.

5. Game Theory in Hybrid Systems

In this section, we present two methods of integrating game theory to recommendation
systems. Initially, the linear combination of two recommendation methods is modelled as
a game. In the second hybrid system, two methods are combined with a genetic algorithm
and the game takes place in the selection stage where the novelty method Choice by Game
is used.

5.1. Equilibrium in Linear Combination

The Hybrid3 algorithm is a hybrid algorithm of linear combination of two recommenda-
tion methods. The algorithms of each combination run simultaneously and independently
and each produces a score vector according to its predictions. Each element of the vectors
corresponds to a product and the value of the element is the rating that the algorithm pre-
dicted for it. These vectors are combined linearly to obtain the final ratings predictions. If
R4, Rp are the predicted ratings and «, 3 are the weights of the algorithms A, B respec-
tively, then the final prediction of the ratings of a product, R results from the combination
as follows:

R=Ra*xa+ Rgx*f8 (12)

Initially the weights have values & = 1 and 8 = 0 which change while their sum remains
constant (o + 8 = 1). The final weights occur after a cooperative game.

Definition 2. (Game of Recommendation Methods Combination)
The game is defined as follows:

— Players: A, B are the algorithms that are combined to produce recommendations and
have initial weights ., (8 respectively

— Strategies: sa and sp for players A, B respectively are to reduce or increase their
weights
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— Utility function: u is common for both players and they try to maximize it. A state of
equilibrium occurs when neither of the players benefits from changing their strategies
or when one of the two weights reaches a certain upper limit.

More specifically, let r 4, 7p be the vectors of estimated scores of the algorithms A, B
respectively and q the target user’s profile. The scores r 4, rp are combined according
to equation Eq. (I2Z)) resulting to the vector r. The players’ common utility is defined as
the correlation of the vectors 7 and ¢g. The method for calculating correlation may differ
in applications. In each round of the game the weights are renewed, a decreases and /3
increases by a constant c. Then the score vector r is recalculated with the updated weights.
At the end of each iteration the new utility u is calculated. The game ends when the utility
decreases or when 5 = 1 and a = 0.

5.2. Equilibrium in Genetic Algorithm

Collaborative filtering and demographic filtering identify the top-k most relevant users to
the target user. These users can be represented as vectors every element of which cor-
responds to a product and the value of the element is the user rating for this product.
These vectors can be used as the initial population for a genetic algorithm. Each user is
an individual of the initial population and each element of the vector that describes them
is a chromosome. The genetic algorithm is performed iteratively and in each iteration,
the fittest individuals, i.e. those who are more relevant to the target user in terms of their
ratings, pass on to the next generation or reproduce and their offspring pass on to the
next generation. The fitness function may differ depending on the characteristics of each
application. The stage of selection is modelled as a cooperative game.

Definition 3. (Game of Individual Selection)
The game is defined as follows:

— Players: A, B are the parents, who will participate in the reproduction

— Strategies: sp and sp are the individuals whose chromosomes will be combined to
produce an offspring

— Utility function: u is common to both players and they try to maximize it. Each pair
of strategies has a chance to be chosen, which is proportional to the utility it offers.

More specifically, let D be the population of the genetic algorithm and d;, d; two indi-
viduals of the population. If the fitness of the individuals is based on their correlation to
the target user’s profile g, calculated by a function f, namely fitness(d;) = f(d;,q) and
fitness(d;) = f(d;,q) then the shared utility of the players for choosing this pair of
individuals is calculated as follows:

u(d;, d;) = (fitness(d;) + fitness(d;) * f(di,d;)) (13)

In each generation the utility for every combination of individuals is calculated and
the probability of a combination being selected for reproduction is the utility of this com-
bination to the sum of the utilities of all combinations. The goal of the algorithm is to
create a population with a higher fitness than the initial, so the algorithm terminates when
the sum of the fitness of the new generation is lower than the previous one or when a
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predetermined number of generations is exceeded. The recommendations derived from
the final population, as described above for the collaborative filtering algorithm.

The following simple example is presented to illustrate the algorithm. Let a target user
ur and three users u1, ue and us who represent the choices of the two players A and B i.e.
parents in the crossover stage of the genetic algorithm. The parents aim to select the most
dominant users, those who, when reproduced will result in an offspring that is closest to
the target user. Every user is represented by six chromosomes c¢; for ¢ = 1,...,6 which
are their rating to a corresponding movie. In this example we will use euclidean distance
to calculate the fitness of every user, so this is now a simple minimization problem.

Table 1. Choice by Game Example.

c1 C2 €3 C4 C5 Co Player B
uT 0 3 2 4 2 1 Ul uz us
w 1 3 2 2 4 2 u1 - 17.42 | 25.31
u 2 2 3 4 3 1 Player A o | 17.42 - 21.16
ug 1 5 1 5 2 1 uz | 25.31 | 21.16 -
Chromosomes of Individuals Costs of Strategies

The chromosomes of every individual are presented in the table on the left. Respec-
tively, the cost of the players’ choices, calculated using equation T3] are presented in the
table on the right. The players aim to minimize their cost i.e. the distance to the target
user. The lower the cost the higher the probability of a user combination to be chosen
for the crossover stage. Of course the element of randomness exist in every stage of a
genetic algorithm, however for the sake of this example we suppose that the most domi-
nant pairs are chosen for the crossover stage. In this example the most dominant pair of
users are (u1, ug) and (usz, uz) with approximate costs of 17.42 and 21.16 respectively, so
these two pair of choices will have a higher probability to be chosen and their offspring
will proceed to the next generation. The crossover and mutation methods as well as the
probabilities thereof depend on every problem’s characteristics.

6. Implementation

The evaluation of the algorithms was based on two sets of experiments, for which the
MovieLens 100k and MovieLens 25M datasets were used [12]].

6.1. MovieLens 100k
The MovieLens 100k dataset contains:

— 100,000 ratings from 943 users for 1,682 movies,
— demographic data for each user which includes age, gender, occupation, and zip code

Pre-processing The collaborative filtering and demographic algorithms were implemented
and evaluated for this dataset using user ratings and demographic data, respectively. Pre-
processing is performed so that the data takes the appropriate form to run the algorithms.
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For the collaborative filtering, user profiles are created, which are represented by vectors
of ratings. Users have not rated all the movies in the set, so the missing ratings are initial-
ized with 0. Next step in the preprocessing is the test-train Split, which is done in a ratio
of 1 to 3, i.e. 75% is the set of users from which the most relevant users derived and the
remaining 25% of users are used to evaluate the algorithms. From each user of the test
set, we keep the 75% of the ratings as its history and the remaining 25% for evaluating the
recommendations of each algorithm. For the demographic filtering, a different procedure
is followed. The data is already in the form of user profiles, so the first step is omitted,
however another pre-processing is required. Some of the demographics are categorical
variables, so they are converted to numeric. In addition, unlike ratings, each feature in
demographic profiles has a different scale, so we normalize the values of each of the four
features on a scale of 0 to 1. Then apply train-test split with a ratio of 1 to 3 as described
above.

Experiments For every one of the collaborative filtering, demographic filtering, Hy-
bridl.1 and Hybridl.2 algorithms we distinguish the three cases ConvQ, ConvM and
Game, which have been described above. For each user of the test set we execute the
algorithms and their cases to compare the results. For the Hybrid3 and Hybrid4 algo-
rithms the cases differ. More specifically, for the linear combination algorithm, Hybrid3,
we compare the case in which the weights of the combined algorithms result from a co-
operative game with the case where the weights, « and 3, are constant. Respectively for
the Hybrid4 genetic algorithm we consider two cases, in which the method of selecting
parents for reproduction differs. We compare the selection method Choice by Game with
the existing method Choice by Roulette.

Collaborative Filtering: after selecting the target user, the three cases ConvQ, ConvM
and Game are executed sequentially. For the ConvQ case, we first calculate the relevance
of the users in the train set to the target user. We consider top-k users as relevant and
the rest as non-relevant. The parameter k has been given the value 100, since after ex-
periments it showed the best results. The user profile is then reformulated according to
equation Eq. (8). The learning rate 7, is set to 0.1. This process is repeated until the profit
converges to a maximum, using the threshold 10~%. In most cases, the utility function con-
verges before 50 iterations, so the profile is updated 50 times. The learning rate, the ratio
of convergence and the iterations are based on precedents experiments [36]. In the case of
ConvM the same procedure is followed except that the retrieval model is updated accord-
ing to equation by Eq. (I0). Finally, for the Game, the profile and the retrieval model are
reformulated simultaneously in order to maximize their common utility. In each iteration,
player Q chooses the best strategy in response to the strategy of M, who does the same.
When neither player has an incentive to change their strategy, i.e. to reformulate the pro-
file or retrieval model respectively, equilibrium occurs, and the profit function converges
to a maximum.

Demographic Filtering: The same procedure as collaborative filtering is followed, ex-
cept that instead of rating profiles, the top-100 users are calculated based on demographic
profiles. The iterations for the convergence of the utility function with the gradient ascent
method are reduced to 25 from 50. The demographic profiles consist of 4 characteris-
tics versus the 1,682 characteristics of the rating profiles, therefore faster convergence
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can be achieved. At the end of each case the demographic profiles are replaced with the
corresponding rating profiles to calculate the predicted ratings.

Hybridl.l & Hybridl.2: The Hybridl.1 algorithm combines collaborative filtering and
demographic filtering methods to perform double filtering. More specifically, collabora-
tive filtering is initially executed to identify the top-200 most relevant users, who are then
filtered again using the demographic filtering method resulting to the top-100 final users.
The Hybridl.2 algorithm is similar to Hybridl.1 except that the demographic filtering
precedes the collaborative filtering.

Hybrid3: The Hybrid3 algorithm is a linear combination of collaborative filtering and
demographic filtering. The individual algorithms are executed, and the predicted ratings
are calculated. Then, for each movie, the weighted average of the two ratings is calculated
using as weights the «, 8, which have the initial values 1 and 0, respectively. The utility
function is calculated with the inverse hyperbolic sine of the inner product of the predicted
ratings and the target user’s profile ¢

u = sinh~(r"q) (14)

The next step is to renew the weights, subtracting 0.01 from « and adding it to 53, i.e.
a = 0.99 and 8 = 0.01. This process is repeated until the utility is reduced or 8 has a
value of 1 and « 0. To evaluate the above algorithm, we also implement a simple linear
combination, where the weights have a constant value of 0.5, i.e. the ratings are derived
from the average of the individual scores.

Hybrd4: The Hybrid4 algorithm combines the results of collaborative filtering and de-
mographic filtering. Once the two algorithms are executed, their top-100 users are used
as the initial population of the genetic algorithm. For each individual, there is a possi-
bility of mutation in which a chromosome randomly takes on a value. The probability
of reproduction and mutation is 0.7 and 0.05 respectively. During reproduction, the two-
point crossover method is used. The algorithm terminates when the generation limit is
exceeded, which is set to 100, or when the sum of the fitness of the individuals of the cur-
rent generation is lower than that of the previous one. The fitness of an individual d; is the
inverse hyperbolic sine of the inner product of d; and the target user’s profile ¢ multiplied
by the correlation of ¢ and d; calculated by the Spearman’s p correlation

fitness(d;) = sinh ™ (q" d;) * p(ds, q) (15)

To evaluate the efficiency of the Choice by Game method, the same algorithm is imple-
mented with the Choice by Roulette method and their results are compared.

6.2. MovieLens 25M

The implementation of the algorithms for the MovieLens 25M data set is similar to that
for the MovieLens 100k dataset. The main difference is due to the size of the second
dataset, which makes it more difficult to handle, while the methods used for the first
dataset are prohibitive, due to time complexity. In addition, the MovieLens 25M dataset
does not contain demographic characteristics but movie-tag correlations, which describe
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the content of the movies. Therefore, content based filtering is implemented instead of
demographic filtering. The MovieLens 25M set contains:

— 25,000,095 ratings from 162,541 users for 62,423 movies
— 1,093,360 movie correlations with 1,128 tags

Pre-processing As mentioned above, this data set is significantly larger than the pre-
vious one, so the same preprocessing methods cannot be used. To address this, instead
of representing profiles as vectors, an inverted index is used. The same procedure is fol-
lowed for the train-test split as well as for the user ratings in the test set. The preprocessing
required for content based filtering is to create profiles for the movies based on the movie-
tag correlations. In addition, a corresponding profile should be created that presents the
preferences of the target user.

Experiments For the collaborative filtering, content based filtering, Hybrid2.1 and Hy-
brid2.2 algorithms the three cases ConvQ, ConvM and Game are examined while for the
Hybrid3 and Hybrid4 the same cases described for the MovieLens 100k are used.

Collaborative Filtering: The collaborative filtering algorithm is the same as in the Movie-
Lens 100k dataset. For every target user, the set of available users from which the top-100
are retrieved, is limited to the 1,000 most relevant users, instead of using the whole train
set, for time efficiency.

Content Based Filtering: this algorithm follows the same procedure as collaborative fil-
tering and top-750 most relevant movies are retrieved. The predicted ratings derived from
their degree of relevance to the target user.

Hybrid2.1: Firstly, the collaborative filtering algorithm is executed, and the top-100 most
relevant users are retrieved. From each of these users the 10 movies with the highest rating
are selected to create a set of 1,000 movies. Content based filtering is applied to this set
to retrieve the top-750 movies for the user.

Hybrid2.2: The top-750 most relevant movies for the target user are retrieved from the
content based filtering. Then, the user’s profiles are modified adding a duplicate element
for each of the top-750 movies. Doing so, these movies affect the top-100 user retrieved
from the collaborative filtering.

Hybrid3: For the MovieLens 25M, collaborative filtering and content based filtering are
combined linearly. The utility function based on which the players of the game renew
their weights is the inverse hyperbolic sine of the inner product of the predicted ratings r
and the target user’s profile ¢, multiplied by the Spearman’s p of r and q.

Hybrid4: For the Hybrid4 algorithm, in this dataset we use as initial population the top-
100 users from the collaborative filtering and Hybrid2.2 algorithms. The same comparison
is made between the parent selection methods, i.e. selection by game and selection by
roulette. As a fitness function, which determines the individuals of each generation, the
inverse hyperbolic sine of the inner product of the vectors describing the target user and
the individual of the population, is used. The probability of reproduction and mutation
and the maximum number of generations remain the same.
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7. Results

After the algorithms are executed, we evaluate the results [13]]. The metrics used for the
evaluation are Normalized Discounted Cumulative Gain and Precision for the first 10 and
the first 30 recommendations, Mean Average Precision and Mean Reciprocal Rank i.e.
NDCG@10, NDCG@30, P@10, P@30, MAP and MRR [28]]. For the dataset MovieLens
100k experiments are run for the entire test set, while in the MovieLens 25M dataset the
experiments for the ”Game of Recommendation Process” algorithms were very time con-
suming so experiments could not be performed for the entire test set. However, the results
are reliable, because we focus on the comparison of the algorithms and not their actual
scores on the metrics. The comparisons are confirmed with t-test for each algorithm [[15]].
For the collaborative filtering, demographic filtering, content based filtering, Hybrid1 and
Hybrid2 algorithms we compare the cases ConvQ, ConvM and Game. For Hybrid3 we
compare the cases Game and Simple, i.e. the determination of weights for the linear com-
bination with game and the simple linear combination respectively as well as the results
of the Game with the individual algorithms that are combined. Respectively, for the Hy-
brid4 we comp-selecting parents for reproduction, we also compare the Game with the
individual algorithms as for Hybrid3. The best value of each algorithm for the respective
metric of evaluation is written in bold.

It should be noted that, the Content Based Filtering algorithm tested on the Movie-
Lens 25M dataset returns 750 movies out of 62,423 movies as recommendations for the
user. Having predicted ratings for only 750 movies, it is difficult to evaluate the algorithm
as it is very likely that the target user has rated only a few of them or even none. This is a
common problem in recommendation systems address by many elaborate solving meth-
ods [14/32]. However, we resolve in a simplified method, during the evaluation we delete
the movies that the user has not rated to easier evaluate the algorithms. This affects the
evaluation metrics greatly, however the absolute values of the metrics used in the evalua-
tion are not relevant. Rather we focus on the comparison of the algorithms to determine
which is more efficient and since this method is used in every algorithm their relative
efficiency is not altered.

7.1. MovieLens 100k

Table 2. Collaborative filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@l10 MAP MRR
ConvQ 0.80551 0.86006  0.54746 0.44802 0.43742 0.25880
ConvM  0.80566 0.86012  0.54788 0.44689 0.43296 0.26080
Game 0.80815 0.86205  0.55000 0.44845 0.43737 0.26085

The Game case of collaborative filtering shows better results than ConvQ and ConvM
in five out of six metrics, while the ConvQ case shows better performance only based on
the metric MAP. Overall, the Game case is the best in the collaborative filtering algorithm.
These results are in accordance to previous experiments [30].
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Table 3. Demographic filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@l10 P@I10 MAP MRR
ConvQ 0.77903 0.83975  0.53771 0.44562 0.41965 0.26056
ConvM  0.76436 0.83055  0.53432 0.44251 0.41149 0.26079
Game 0.77918 0.84131  0.53602 0.44477 0.42429 0.26353

In the demographic filtering algorithm, the Game case performs better on all metrics
except Precision, for the first 10 and 30 results. So, overall, the Game case outperforms
the other cases.

Table 4. Hybrid1.1 filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@l10 MAP MRR
ConvQ 0.77903 0.83975  0.53771 0.44562 0.41965 0.26056
ConvM  0.77795 0.84034  0.53898 0.44605 0.42010 0.26070
Game 0.77880 0.84036  0.53898 0.44675 0.41920 0.25979

In the Hybrid1.1 algorithm, the Game case performs better for the NDCG @30, P@10
and P@30 metrics, the ConvQ case for the NDCG@10 and MAP metrics, while the
ConvM case outperforms only the metric MRR. So, we can assume that the Game case is
the best of the three.

Table 5. Hybrid1.2 filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.78641 0.84782  0.54110 0.44718 0.42750 0.26964
ConvM  0.78395 0.84637  0.53898 0.44647 0.42691 0.26478
Game 0.78676 0.84794  0.54068 0.44703 0.42839 0.26854

In Hybrid1.2 algorithm, Game shows better results on the metric NDCG@ 10, NDCG @30
and MAP, while ConvQ on P@10, P@30 and MRR. So, these are the two best cases, but
we cannot say that one is outperforms the other.

Below, in Table 6, we compare the results of the Game case of the Hybrid3 algorithm,
with the results of the individual algorithms that are combined, i.e. the Game cases of
Collaborative Filtering (CF) and Demographic Filtering (DF). We also compare the two
cases, Game and Simple, of Hybrid3. The aim is to determine whether the linear combi-
nation yields better results than the two algorithms and whether the combination using a
game is more efficient than a simple combination. The results show that the Collaborative
Filtering method performs better according to the metrics NDCG@10 and NDCG @30,
the Demographic Filtering in the metric MRR, while the linear combination of the two
shows better results in the metrics P@10, P@30 and MAP, therefore we can conclude
that the Hybrid3 algorithm excels the two individual algorithms combined. In addition,
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Table 6. Hybrid3 results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.80815 0.86205  0.55000 0.44845 0.43737 0.26085
DF 0.77918 0.84131 0.53602 0.44477 0.42429 0.26353
H3 (Game)  0.80795 0.86159  0.55042 0.44859 0.43741 0.26183

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H3 (Simple)  0.79729 0.85371  0.54576 0.44788 0.43226 0.27150
H3 (Game) 0.80795 0.86159  0.55042 0.44859 0.43741 0.26183

the linear combination using game is more efficient than the simple linear combination,
as it shows better results in all metrics except MRR.

Table 7. Hybrid4 results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.80815 0.86205  0.55000 0.44845 0.43737 0.26085
DF 0.77918 0.84131 0.53602 0.44477 0.42429 0.26353
H4 (Game)  0.81118 0.86233  0.55127 0.44972 0.43739 0.26190

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H4 (Roulette) ~ 0.77347 0.83472  0.54195 0.44421 0.42848 0.25773
H4 (Game) 0.81118 0.86233  0.55127 0.44972 0.43739 0.26190

To evaluate Hybrid4 we make the same comparison as for Hybrid3. As shown above,
on Table 7, when comparing the genetic algorithm, Hybrid4, with the individual collab-
orative and demographic filtering algorithms, which are combined, the genetic algorithm
excels in all metrics, except MRR. Similarly, in the comparison of the different parent
selection methods, the Choice by Game method show a consistent performance improve-
ment over Choice by Roulette.

7.2. MovieLens 25M

Table 8. Collaborative filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@l10 MAP MRR
ConvQ 0.79442 0.85507  0.58550 0.51083 0.43954 0.23508
ConvM  0.79285 0.85353  0.58700 0.51017 0.43932 0.23011
Game 0.79292 0.85436  0.58400 0.51067 0.43782 0.23203

As shown above (Table 8), for the collaborative filtering, the Game case does not
show better results in any metric, unlike ConvQ, which is the most efficient on all metrics
except P@10. Therefore, the ConvQ case excels the other two cases.
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Table 9. Content based filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@l10 P@I10 MAP MRR
ConvQ 0.75590 0.77239  0.36500 0.16383 0.42211 0.39969
ConvM  0.76139 0.78382  0.37450 0.18650 0.44950 0.40544
Game 0.76612 0.78302  0.35600 0.16033 0.42157 0.41650

Based on the results of Content Based Filtering as presented in Table 9, the ConvM

case excels, since it shows better results in four out of six metrics while the Game case in
only two.

Table 10. Hybrid2.1 filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ  0.73204 0.76125  0.34800 0.19433 0.41748 0.37929
ConvM  0.72591 0.75460  0.36950 0.19950 0.42829 0.39349
Game 0.73524 0.76375  0.33900 0.18933 0.40660 0.39910

Table 11. Hybrid2.2 filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@l10 MAP MRR
ConvQ 0.74198 0.81873  0.54400 0.48967 0.40090 0.22376
ConvM  0.74414 0.81919  0.54450 0.49117 0.40493 0.21798
Game 0.74195 0.81995  0.54350 0.49217 0.40316 0.22553

As shown in Tables 10 and 11, where the results of Hybrid2.1 and Hybrid2.2 are
presented respectively, the Game case yields better results in three out of six metrics and

the same applies for the ConvM case. Therefore, we cannot consider that one of the two
cases prevails.

Table 12. Hybrid3 results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.79292 0.85436  0.58400 0.51067 0.43782 0.23203
CB 0.76612 0.78302  0.35600 0.16033 0.42157 0.41650
H3 (Game)  0.79365 0.85527  0.58350 0.51100 0.43846 0.23117

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H3 (Simple)  0.77583 0.84160  0.56850 0.50350 0.42228 0.23116
H3 (Game) 0.79365 0.85527  0.58350 0.51100 0.43846 0.23117

For the Hybrid3 algorithm, we compare the results as for the experiments in the
MovieLens-100k dataset. As shown in Table 12, the Game case of the Hybrid3 outper-
forms the two individual algorithms combined, as it shows better results in all metrics
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except MRR and P@10. Also, the Game case is a more efficient than the simple linear
combination, based on all metrics.

Table 13. Hybrid4 results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.79292 0.85436  0.58400 0.51067 0.43782 0.23203
H2.2 0.74195 0.81995  0.54350 0.49217 0.40316 0.22553
H4 (Game)  0.80882 0.86029  0.59350 0.51000 0.45030 0.23711

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H4 (Roulette)  0.79782 0.84916  0.58850 0.50600 0.44753 0.23860
H4 (Game) 0.80882 0.86029  0.59350 0.51000 0.45030 0.23711

As shown in Table 13, the Hybrid4 algorithm outperforms the algorithms collaborative
filtering and Hybrid2.2 filtering from which the initial population is derived, as it achieves
better performance based on all metrics except P@30. In addition, the method Choice by
Game leads to better overall results compared to Choice by Roulette, as it is a more
efficient based on all metrics except MRR.

Summing up, to draw conclusions, we categorize the algorithms based on the way
they were modelled as games, thus distinguishing three categories. The first category in-
cludes the algorithms in which the "Game of Recommendation Process” is used, i.e. the
algorithms collaborative filtering, demographic filtering, content based filtering and their
combinations, Hybridl and Hybrid2. The second category concerns the Hybrid3 algo-
rithm, which uses the ”Game of Recommendation Methods Combination” and finally, the
third category, which includes the Hybrid4 genetic algorithm where the “Game of Indi-
vidual Selection” is used, where each parent is considered player of a cooperative game.
For the first category, the initial experiments in the MovieLens-100k dataset lead to the
conclusion that the recommendation process can be improved if modelled as a game,
since in all algorithms except Hybrid1.2, the Game case provides better results than other
cases. This conclusion is overturned by the experiments in the MovieLens-25M dataset
since the Game case does not outperform in any algorithm. For the experiments in the
MovieLens 25M dataset, the same parameters as for MovieLens 100k were used instead
of being experimentally optimized, because the experiments were very time consuming.
Presumably, the fact that the same parameters were used is responsible for the reduced
performance of the Game case. For the second category, i.e. for the Hybrid3 algorithm,
although different combinations where performed for MovieLens 100k and MovieLens
25M, in both cases the weighted combination using game outperformed the individual
algorithms combined and the simple weighted combination as well. Finally, for the third
category, the Hybrid4 algorithm, experiments in the MovieLens 100k dataset show that
the use of the top-k users of the collaborative filtering and demographic filtering algo-
rithms as the initial population of the genetic algorithm results in better recommendations
than the two algorithms, if the Choice by Game method is used, while the same does not
apply for the Choice by Roulette method. This conclusion is confirmed and reinforced by
the experiments in the MovieLens-25M dataset since the results are the same although
different algorithms were combined.
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8. Conclusions & Future Work

As mentioned above, the purpose of the present study is to develop recommendation sys-
tems using game theoretic techniques to further inquire and confirm the claim that the
recommendation process can be improved by utilizing game theory[36]. After a series of
experiments on different datasets for recommendation algorithms developed using game
theoretic techniques, we conclude that a recommendation system can become more effi-
cient when game theory is integrated to it. The algorithms developed do not only concern
the recommendation systems, since they can be applied to information retrieval systems
as well as in machine learning in general. An important finding is the method Choice by
Game as it brings about a significant performance improvement over the existing method
Choice by Roulette.

For the future work, better integration of Nash equilibrium theory into algorithms
may lead to improved results. In particular, the execution of the Hybrid3 and Hybrid4
algorithms is interrupted when an equilibrium state is found, but this state is probably a
local maximum of the utility function and not a total one. So, algorithms need to be fur-
ther developed to find the total maximum. Regarding the Hybrid3 algorithm, it would be
interesting to adapt to more players, i.e. in a linear combination of more than two methods
of recommendations [9]. Finally, it is important to further research and apply techniques
of game theory in more methods and scenarios of recommendations and Machine Learn-
ing in general, since it is possible that new optimization techniques will emerge for this
field.
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Abstract. With the steady increase in the number of Internet users, email remains
the most popular and extensively used communication means. Therefore, email
management is an important and growing problem for individuals and organiza-
tions. In this paper, we deal with the classification of emails into two main cate-
gories, Business and Personal. To find the best performing solution for this problem,
a comprehensive set of experiments has been conducted with the deep learning al-
gorithms: Bidirectional Long-Short Term Memory (BiLSTM) and Attention-based
BiLSTM (BiLSTM-+ALtt), together with traditional Machine Learning (ML) algo-
rithms: Stochastic Gradient Descent (SGD) optimization applied on Support Vector
Machine (SVM) and Extremely Randomized Trees (ERT) ensemble method. The
variations of individual email and conversational email thread arc representations
have been explored to reach the best classification generalization on the selected
task. A special contribution of this paper is the extraction of a large number of ad-
ditional lexical, conversational, expressional, emotional, and moral features, which
proved very useful for differentiation between personal and official written con-
versations. The experiments were performed on the publicly available Enron email
benchmark corpora on which we obtained the State-Of-the-Art (SOA) results. As
part of the submission, we have made our work publicly available to the scientific
community for research purposes.

Keywords: Email classification, business, personal, deep learning, BiLSTM, SGD,
BERT embeddings, Tf-Idf, lexicons, NLP.

1. Introduction

In the last decade, emails have become one of the crucial media for both personal and
business communication. Despite the rise of social media and instant messaging, email
usage is steadily growing, with more than 4 billion users worldwide in 2021 and about
6.8 billion email accounts — and it continues to grow [21]. This is mainly due to their
efficiency, low cost, and compatibility with diversified types of information. In the last
decade, emails have become one of the crucial media for both personal and business
communication. Despite the rise of social media and instant messaging, email usage is
steadily growing, with about 6.8 billion email accounts, more than 4 billion users and
about 320 billion sent and received emails per day worldwide in 2021 — with expectations
for numbers to further increase by 2025 [21]. This is mainly due to their efficiency, low
cost, and compatibility with diversified types of information. Observed trend has made
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the automatic processing of emails more than desirable. For example, the classification of
emails into Business and Personal categories can help a lot in better handling the email
inbox and decreasing the time spent managing emails every day. This trend has made the
automatic processing of emails more than desirable. For example, the classification of
emails into Business and Personal categories can help a lot in better handling the email
inbox and decreasing the time spent managing emails every day.

To facilitate usage of emails and explore business potentials in emailing, various stud-
ies have been proposed such as spam-filtering [17], multi folder classification [25], phish-
ing email classification [1], etc. In this paper, we focus on the classification of emails into
two main categories, Business and Personal, which belongs to the text classification task
(71, [8].

Unlike other email processing tasks, such as spam filtering, this problem has not re-
ceived much attention, and it remains a challenging task. One of the reasons for that is a
lack of data - personal emails are often highly private, and they are usually unavailable for
research purposes. In this study for training and testing purposes, we used two different
distributions of the Enron email corpus [14], the sole email corpus that is freely available
(public and not licensed).

The main contributions of this paper are as follows:

— Conducting a comprehensive set of experiments using advanced deep learning and
traditional machine learning (ML) techniques.

— Experimentation with different variants of individual emails, and conversational thread
arcs of emails.

— Experimentation with different text representation techniques on words, word n-grams,
character n-grams, and BERT embeddings.

— Extraction of different lexical, conversational, expressional, emotional, and moral
features using a diverse set of lexicons and email content characteristics.

— Extensive comparison and evaluation of the obtained results.

— Production of the State-Of-the-Art (SOA) results.

The paper continues with a review of the related work in section 2. It is followed by
the presentation of our approach in section 3 including preprocessing, features extraction,
and used traditional and deep learning ML techniques. After that, in section 4, the exper-
imental framework is described. The obtained results are expounded in section 5, while
section 6 presents the results of comparison with previously published SOA techniques.
Section 7 concludes the paper.

We make our work publicly available and reproducible !.

2. Related Work

Since Enron is the only freely available email data set, many researchers have worked on
it with different tasks. To our knowledge, the previous efforts most closely related to our
research are [12], [2], and [3]. They all have worked on the same problem: classification
of emails into Business or Personal category and used the same Enron data set for training
and testing.

I https://github.com/milena-sosic/Email-Business-Personal
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First attempts to categorize corporate emails into Business and Personal categories
were made by [12]. The main contribution of this paper is the largest scale annotation
project involving the Enron email data set. Over 12,500 emails were classified by humans,
into the Business and Personal categories. They used inter-annotator agreement to eval-
uate how well humans perform this task. They also used a probabilistic classifier based
upon the distribution of distinguishing words, to determine the feasibility of separating
business and personal emails by machine.

In [2] and [3], the authors trained their models on the Enron data set, and tested them
on the Enron and Avocado data sets. In [2], the authors represented the email exchange
networks as social networks with graph structures. They used social networks features
from the graphs in addition to pre-trained GloVe embedding vectors as lexical features
from email content to improve the performance of SVM and Extra-Trees classifiers. As
a supplementary contribution to this paper, the authors also provided manually annotated
sets of the Enron and Avocado email corpora. In [3], the same authors additionally con-
sidered the thread structure of emails which improved the performance further. They also
used node embedding based on both lexical and social network information. All results
presented here are used in Section 6 for comparison purposes.

There are a lot of other research papers that cover solving different email processing
tasks, such as spam-filtering, multi folder classification, phishing email classification [26],
but we have focused here only on the papers most related to our research.

3. Our Approach

The rich textual structure of email has a predefined format in which two main segments
have been identified: a header and conversational content. Our approach exploits useful
information from both of them. The textual features used in the classification process are
based on the conversational content only, ignoring the content of email headers, e.g. dates,
personal names, etc. Email domains identified with regular expressions from the headers
are added to the end of the email content (the most recent email or the most recent email
with quote messages from the same thread arc). We have found that the result of this is
that the words such as "hotmail’ and "yahoo’ are characteristics of the Personal class (see
Table 2). Personal communication often happens between people outside the organiza-
tion and email domains could be an indicator of it. The architecture of our approach is
presented in Fig. 1.

Based on the fact that emails from the same thread, and especially from the thread
arc, usually belong to the same Business/Personal class [3], we have split our experiments
based on the content used as follows:

The most recent email (E — baseline)

The most recent email with domains found in headers (ED)

The most recent email with quote messages from the same thread arc (EQ)

The most recent email with quote messages from the same thread arc and domains
found in headers (EQD)

A whole email thread arc found in the body field (B — baseline)

In all mentioned cases, the subject is added to the email content. To obtain some new/fresh
insights and results, we have analysed user writing behavior in the business environ-
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Fig. 1. The architecture of the proposed approach for effective emails classification into Business
and Personal classes

ment and conversational context from a lexical, conversational, expressive, emotional,
and moral perspectives.

3.1. Data

The Enron email data set consists of both personal and business emails from over a hun-
dred Enron employees over a period for 3.5 years (1998 to 2002). It was made publicly
available by the Federal Energy Regulatory Commission (FERC) during the legal inves-
tigation of the company’s collapse. The corpus was first processed and released by Klimt
and Yang (2004) at Carnegie Mellon University (CMU), and this CMU data set has later
been re-processed by several other research groups. In our experiments, we use the ver-
sion of annotated Enron data set presented in the article [2] which we call Enron Columbia
and denote with Enronc. This data set is annotated as follows:

Business, with clearly professional content;

Somehow Business, with professional content but with some personal parts;
Mixed, with combined both professional and personal content;

Somehow Personal, with personal content but with some business-related parts;
Personal, with clearly personal content;

— Cannot Determine, with not enough content to determine the category.
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In our experiments, these categories were merged into two categories: Business and
Personal in the following way:

— Personal: Personal, Somehow Personal, Mixed;
— Buisness: Buisness and Somehow Business.

Fig. 2 presents Enronc data set through a frequency scatter plot > of the words present in
the Business and Personal categories. The word frequency metric is what scattertext uses
as the coordinates for each point. The x-axis indicates the frequency in the Business cat-
egory: if a word frequently appears in business emails, it is placed on the right. Similarly,
the y-axis encodes the frequency in the Personal category. A word that frequently ap-
pears in personal emails will be placed on the top area. Consequently, the areas where the
more frequent words appear is of particular interest: top left (frequent in personal emails),
bottom right (frequent in business emails), and top right of the figure (frequent in both
personal and business emails). These areas offer a view of how the words are distributed
in these two categories. For example, common Business words such as ’agreement’, ’en-
ergy’, and ’attachment’, stress the official tone that can be found in the narratives of the
business emails. In contrast, the emails found in the Personal category have a more relax-
ing tone, frequently using words such as ’love’, weekend’, and ’fun’. The colors express
the value of the score called “scaled F-Score” introduced by the authors in [13]. Words
with scores near zero, colored in yellow and orange in the plot, have frequencies that are
similar for both classes. These words are not of great importance. When the frequency
of the word is dominated by one class, scores are shifting to -1 (Business) or 1 (Per-
sonal), marked with red or blue color respectively. The darker the color of red or blue
indicates the higher dominance of the word for the corresponding class. Another version
of the Enron data set is annotated by Berkeley students in Applied Natural Language Pro-
cessing Course (ANLP), so we call it Enron Berkeley and denote it with Enrong. They
developed a set of hierarchical categories and the selected subset of emails focusing on
business-related emails. Each email message was annotated by two people and got as-
signed multiple labels at once. The data set contains 1702 emails that were categorized
into 53 topic categories, such as company strategy, humor, and legal advice. It has been
mainly used as a benchmark data set for multi-label classification. In our experiments
these categories were merged as:

— Personal: Purely Personal, Personal in a professional context and Private humor;
— Buisness: all other categories which are related to business policies, strategy, legal
notes or regulations.

The numbers of emails for each category in both Enron distributions (Enron Columbia
and Enron Berkeley) are presented in the Table 1, while top business and top personal
words in both data sets are presented in Table 2.

3.2. Preprocessing and Text Representation
The content of the emails is represented in the forms of vectors of word frequencies (or
Bag of Words denoted as BoW in the following part of the text), Tf-Idf vectors on n-

grams and n-gram characters as well as BERT embeddings. Elements of Tf-Idf matrix are
calculated using the formula presented in equation 1:

2 https://github.com/JasonKessler/scattertext
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Fig. 2. Characteristic words for Business and Personal classes. 'Love’, *weekend’, ’fun’ in Personal
and "agreement’, ’energy’, attachment’, words containing numbers in Business are among the most
dominant words

Table 1. Summary of Enron data sets before and after processing empty and duplicate emails

Data Set Business Personal Total
Enronc 9738 (86.5%) 1523 (13.5%) 11261
Enroncp, 8651 (86.6%) 1340 (13.4%) 9991
Enronp 1491 (87.6%) 211 (12.4%) 1702
Enrong, 1276 (88.0%) 173 (11.9%) 1449

Table 2. Dominant words for Business and Personal class and characteristic words for the whole

corpus

data set Top Business Top Personal

Corpus Characteristic

Enronc energy, agreement, informa- love, hotmail, night, week- enron, ferc, skadden, hotmail, isda, http,
tion, power, market, attached, end, hey, msn, man, mom, ya- attached, dynegy, aol, fyi, carrfut, coun-
gas, price, trading, issues, hoo, fun, god, really, game, terparty, ect, cpuc, com, org, trading,

credit, review, questions, con- house

nymex, eol, thanks, www, enrononline,
gas, tomorrow, calpine, pge

tract
Enronpg state, gas, price,
market, electricity,
power, blackouts, billion, dio

federal, percent

energy, thanks, sorry, great, love, life, 2001, blackouts, enron, dynegy, edison,
utility, congratulations, london, stu- generators, electricity, 2000, megawatt,

deregulation, gov
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W thi,j*ZOQ(df) (D

where w;_; is Tf-1df weight for token 4 in document j, ¢ f; is the number of occurrences of
token ¢ in document j, df; is the number of documents that contain token j and NV is the
total number of emails in the training set. Vocabulary size for different BoW and Tf-Idf
text representations and experiments is presented in the Table 3.

Lemmatization was included in the data preprocessing stage for verbs, nouns, ad-
jectives, and adverbs. For lemmatization we used WordNetLemmatizer from NLTK 3
python package. We had special treatment of numbers, personal names, punctuations,
spaces, and contractions. Also, we defined corpus-specific stop words. The author in
[13] introduces measures of precision and recall for the words in the corpus and explains
their inverse relationship. Precision is a word’s discriminative power regardless of its fre-
quency, while recall denotes the frequency at which a word appears in a particular class,
or P(word|class). For visual interpretation, the words with high recall values tend to-
ward the top right-hand corner of the chart, while the words with high precision values
tend toward the axes (See Fig. 2). The revelation that extremely high recall words tend to
be stop words is used for the creation of the corpus specific list of stop words.

To compare different preprocessing and text representation techniques, we performed
a large set of experiments using SGD-SVM ML algorithm. As it is presented in the
Fig. 3.2, we came to conclusion that word 2-grams outperforms word n-grams of other
lengths (n = 1 or n > 2). Moreover, Tf-Idf weights outperform frequency weights which
were widely used in the previous publications on the same task. Additionally, word n-
grams outperform character n-grams. Limiting minimum or maximum number (or per-
centage) of allowed token appearance across the corpus does not improve model per-
formance by any means. Incorporation of lemmatization and custom defined stop words
plays an important role in improving the model performance, together with the removal of
personal names and punctuation tokens. However, limitation of vocabulary size decreases
model performance. From all of these points, best resulting preprocessing actions have
been applied on the raw text, resulting in the text representation used in the following
experimentation steps.

N
Ifi

Table 3. Vocabulary size for different text representations and experiments - E - the most recent
email, ED - email with domains, EQ - email with quotes, EQD - email with quotes and domains, B
- body used as email content

BoW/Tt-1df Tf-1df-Ngram Tf-1df-Ngram-Char BERT
Experiment (L,1) (1,2) (1,4) embeddings
E 22381 217186 100417 30522
ED 23624 223595 105819 30522
EQ 29074 320018 123615 30522
EQD 30257 325929 128274 30522
B 33099 362959 138409 30522

Another technique for emails representation used in our work is BERT embeddings
vectors. Word embeddings techniques aim to use continuous low-dimension vectors rep-

3 https://nltk.org/
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Fig. 3. The results of testing preprocessing steps for different weight and token types, n-gram lenght,
stop words and special words selection. Used SGD classifier with default set of parameters in email
with domains (ED) experiment

resenting the features of the words captured in context [15]. A compact pre-trained BERT
word embedding model, pre-trained on Wikipedia and BookCorpus, was selected from
Google’s TensorFlow Hub # repository. This model, with L=2 hidden layers (i.e., trans-
former blocks), a hidden size of H=256, and A=4 attention heads, was used for initializing
the word embedding layer (the input layer) of all our deep learning models. Model archi-
tecture and training objectives from the standard BERT model is replicated to a wide range
of model sizes, making smaller BERT models applicable for environments with restricted
computational resources. They can be fine-tuned in the same manner as the original BERT
models [27]. Descriptive statistics of email content lengths for different input emails (E,
ED, EQ, EQD, B) and Tukey’s outliers rule, helped us to set appropriate thresholds for
maximum sequence length. In the case of E and ED, it is set to 256, while in the case of
EQ, EQD and B, it is set to 512 to gather most of the information from the data.

4 https://tfhub.dev/s ?module-type=text-embedding
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3.3. Additional Features

Set of additional lexical (including punctuation-based and NER-based), conversational,
expressional, emotional, and moral features has been extracted to analyse conversational
context of exchanged emails.

Lexical Features (Lex) capture various counts and ratios associated with the subject
and content of the email. Text classification extensively relies on such features and hence
we hypothesize that the lexical properties will contribute to our task. Syntactic features
include NER-based features, number of lines, number of noun phrases, syllables, difficult
words which contain more than one syllable, average syllable per word (ASPW) and
sentence (ASPS), sentence and word density. ASPW, sentence and word densities are
defined with equations 2, 3 and 4 respectively:

#syllables

ASPW = ———— 2
H#words )

. #sentences

t = —-—m—m—_—_—_—_—mmPmP —“™
sentence density 1+ #lines 3)

. F#words

ds d ty = ——F—"—"— 4
words density = 1 + FEspaces “4)

where #sentences, #words, #lines and #spaces denote number of, sentences, words, lines
(including blank lines) and blank spaces in email content respectively. To identify sylla-
bles, pyphen python package is used, while remaining features in this group are calculated
with zextstat package.

The business indicator is a numerical feature representing the ratio of business terms
in the content. Business terms are identified using Business Thesaurus > dictionary con-
taining terms, expressions, and terminology used in business conversations. The ratio of
abbreviations in the content is noted as an acronyms indicator. Abbreviations are identi-
fied using Abbreviations and Acronyms Dictionary ¢ together with regular expressions to
fine tune their finding in the email content.

Punctuation-based features (Punct) measure the presence of dots, question marks, ex-
clamation marks, hash and reference tags with their ratio among the whole punctuation
characters found in the email content.

NER-based features (NER) are numerical representations of the NER tags presence in
the content. The ratio of personal names, organization names, words containing numbers,
words in English language marked as connectors (e.g. ’in’, ’the’, ’all’, *for’, ’and’, "on’,
“but’, ’at’, *of’, ’to’, ’a’), month and day names, and a valid email and URL addresses are
incorporated in the list of features.

Conversational Features (Conv) are extracted from email signatures containing the
number of mail recipients and information about a conversation with external email do-
mains. For that purpose we use free email domains dictionary ’. The free domains ratio
is the ratio of free domains presented in the email content including signature among all

3 https://www.businessballs.com/glossaries-and-terminology/business-thesaurus-290/
6 https://abbreviations.yourdictionary.com/
7 https://github.com/willwhite/freemail
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Fig. 4. Variation in the features distributions in the Business and Personal classes

domains found there. Recipients domains coherency is the feature created to capture co-
herency between recipients domains e.g. if they all belong to the default company domain,
external domains or if recipient domains are of a mixed structure.

Expressional Features (Expr) capture information such as readability of text, subjec-
tivity and polarity. Subjectivity and polarity are based on the TextBlob ® implementation.
Polarity is a float that lies in the range of [-1,1] where 1 denotes a positive statement and
-1 denotes a negative statement. Subjective sentences refer to personal opinion, emotion
or judgment, whereas objective ones refer to factual information. Subjectivity is presented
as a float number that lies in the range of [0,1] closer to 1 in a more subjective context.
Readability is measured based on Automated readability index (ARI) and Flech Reading
Ease Score (FRES), which are calculated by equations 5 and 6:

f#characters H#words
ARI =4.71(———— S(—)—214
r 7 H#words )+05(#sent6nces) 3 )
H#words F#syllables
FRES = 206. —1.015(———) — 84.6(————
RES 06.835 0 5(#sentences) 84.6( Zwords ) (6)

where #characters, #words , #sentences and #syllables denote the number of letters and
numbers, words, sentences and syllables in the text.

8 https://textblob.readthedocs.io/en/dev/
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The LWM Algorithm is giving a ’grade level’ measure, reflecting the estimated years
of education needed for reading the text fluently. ARI and FRES scores measure how easy
it is to read a text. We use textstat © python package for the implementation of that.

Table 4. Summary of features. Meta refers to all extracted features combined together

Feature Group Features List # of Features

Lexical Number of characters and words in content and sub- 16
ject, sentences count, average sentence length, average
word length, noun phrases, average syllables per word,
average syllables per sentence, sentence and word den-
sity, difficult words, business indicator, acronyms indi-

cator
NER-based Ratio of personal name, organization name, number, 8
connectors, month name, day name, email and url ad-
dress tags
Punctuation-based Ratio of dots, question marks, exclamation marks, hash 5
tags, reference tags
Conversational Free domains in headers ratio, number of recipients, 3
recipients domains coherency
Expressional Automated Readability Index(ARI), Flech Reading 5

Ease Score(FRES), Linsear Write Metric(LWM), con-
tent subjectivity, content polarity

Moral Probability measures of care, sanctity, authority, loy- 11
alty and fairness on word and sentence, moral/non-
moral ratio

Emotional Measures of trust, joy, anger, disgust, sadness, fear, 9
surprise, positive, negative

All features (Meta) 57

Emotional Features (Emo) use the Plutchik’s approach [19] which postulates the fol-
lowing eight basic human emotions: joy, sadness, anger, fear, trust, disgust, anticipation,
and surprise, extending a simple positive-negative dichotomy to capture the full range
of emotions. There have been extensive applications of this approach, for example, the
National Research Council (NRC) Word-Emotion Association Lexicon which contains
10,170 lexical items that are coded for Plutchik’s basic human emotions [16]. Plutchik’s
categories also have the advantage of providing a balanced list of positive (trust, joy,
anger, and anticipation) and negative (disgust, sadness, fear, and surprise) emotions. To
the best of our knowledge, they have not been applied in business conversation analysis
in general, or email content analysis in particular. We use the python NRCLex '* package
which expands the lexicon to 27,000 words based on WordNet synonyms and effectively
measures the emotional effect on the categories.

Moral Features (Mor) are based on Moral Foundations Theory (MFT), a framework
for explaining variation in people’s moral reasoning [6]. The framework decomposes
the types of moral evaluations people make into five foundations: Authority/Subversion,
Care/Harm, Fairness/Cheating, Loyalty/Betrayal, Sanctity/Purity. The emphasis on moral

9 https://pypi.org/project/textstat/0.1.6/
10 https://pypi.org/project/NRCLex/
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foundations is most commonly inferred from written text (speech acts) by flagging com-
binations of words that have validated connections to each foundation. Recent behavioral
research has focused on developing extended vocabulary sets with human ratings for map-
ping large sets of terms onto various moral foundations [11].

In this paper, we use an eMFD !! python package to calculate the moral sentiment in
emails. Each email document is assigned to five foundation probabilities that denote the
average probabilty of each document belonging to one of the five moral foundations and
five sentiment scores that describe the average sentiment of detected moral words for that
foundation. In addition, the moral-to-nonmoral word ratio has been added to the list of
moral features for that document.

All groups of features are merged into a single list, denoted with Meta, which contains
57 features in total (see Table 4). L2 normalization technique is applied to all constructed
features, rescaling the features vector representation of each document to have Euclidean
norm equals to 1. The graphs on Fig. 4 show how specific features vary in their distribu-
tions for the Business and Personal classes. Subject length, difficult and moral words ratio
tend to have higher values for Business class. The Personal class has higher subjectivity
and polarity scores, as well as words assigned to joy. Recipients domain coherency has
higher values in the Personal class for the recipients domains outside the default organi-
zation domain (value 3).

When features are collinear, dropping one feature will have little effect on the model’s
performance because it can get the same information from a correlated feature. Multi-
collinear and correlated features from our set of Meta features were removed by perform-
ing hierarchical clustering on the Spearman rank-order correlations, with a threshold of
0.7, and a single feature from each cluster is kept. On the retrieved ’clean list’ of fea-
tures, we performed drop-column algorithm to measure the impact of each feature on the
variance of the default model accuracy and use this measure as the driver for feature se-
lection. With a threshold of 0.01, the final set of uncorrelated and the most important Meta
features for each experiment was selected. We can observe that features from each prede-
fined group of features take their role among the most important features on average, but
also in each of the examined experiments. The most important features from each group
are: joy, fear and trust (Emo); fairness, authority and loyalty (Mor); names, numbers and
connector ratios (NER); exclamation and dots ratio (Punct); recipient domains coherency
and free domains ratio (Con); subjectivity, polarity, FRES, LWF and ARI (Expr); business
and acronyms indicators, average syllables per word, average word length, subject length,
sentence and word density (Lex). Moreover, Expr, Mor and Emo features has the high-
est tendency towards the top. It is noticable that positive/negative (NRCLex) and polarity
(TextBlob) features which are extracted using different packages and their lexicons have
different scores in B experiment, which is not expected. It could be due to the differences
in lexicons for these categories as well as the characteristics of particular content exper-
iment. Moreover, in B experiment, some of the most important features such as names
and connector ratios, FRES, difficult words, and free domains ratios indicate that header
content which is included in the email body has an important role in distinguishing Busi-
ness/Personal classes. Personal names, dates, and domain names (especially corporate
domain enron.com), together with connectors and punctuation characters which can be
found in reply and forward email headers are data set dependant. We have tried to avoid

1T https://github.com/medianeuroscience/emfd
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this dependency by using another email content structure through our experiments with
an ambition to improve classification generalization on other data sets.

3.4. Machine Learning Techniques

Traditional Learning. The learning process in ML is producing the function f by pro-
cessing the samples of the training set (F). The function f maps email content F,, to one
of the classes C', kK = 2. The email content for each F}, is represented with the numeric
features vectors. Therefore, as it is described with equation 7, feature vector extractor ¢
computes vectors of features for each email from E:

¢(Ey) = (¢1(Ey), ... ¢a(Er)), ¢(E) € R? ©)

representing a point in the d dimensional feature space. Moreover, the parameter vector
that specifies the contributions of feature vectors to the prediction output is given with
equation 8:

P=P,...P;,PeR? (®)

Consequently, in equation 9, we mathematically express f by assembling both ¢(E) and
P:
f=¢(E)«P )

The Gradient Descent optimization algorithm aims to find the coefficient of f with a
condition that minimizes the cost of the inaccuracy of predictions. It uses different coeffi-
cient values and the cost function estimates their values through the predicted results for
each sample of the training set. The aforementioned process occurs by comparing the pre-
diction result with the actual value to choose the lowest loss. The algorithm tries different
coefficient values to look for lower loss. The learning rate is used to update the coefficients
for the next iteration. Such calculation is very expensive as the cost is computed over the
entire training data set in each iteration. On the other hand, Stochastic Gradient Descent
updates the coefficient for each training sample instead at the end of the iteration over all
samples of the training set. We will apply the Stochastic Gradient Descent optimization
technique in section 4 on a diverse set of linear classifiers and choose the best one for our
task.

Extremely Randomized Trees (ERT) is an algorithm for building decision tree en-
sembles, for both supervised classification and regression problems. The best splitting
attribute is selected for each node from a random subset of attributes. Including random-
ness in the cut-point choice, the algorithm builds an ensemble of decision trees whose
structure is independent of the output values [5].

A comparison of the SGD and ERT classifiers performances was made by using their
implementations from scikit-learn python library [18].

Deep Learning. With a successful initial application to computer vision problems, Con-
volutional Neural Networks (CNNs) confirmed their good performance in NLP [29].
CNNs are able to extract the local n-gram features, having difficulty with capturing long-
distance dependencies.

Recurrent Neural Networks (RNNs) can capture dynamic information in serial data
by recurrently connecting the hidden layer nodes. RNNs can store a state of context, learn
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and express relevant information in any long context window, unlike CNN'’s fixed-input
formation. An RNN can overcome the problem of a long-distance dependency. However,
it is difficult to train because gradients may explode or vanish over long sequences [10].

One way to address this problem is by employing a variant of the regular RNN, the
LSTM [9]. LSTMs have a more complex internal structure with cells replacing RNN
nodes, which allows LSTMs to remember information for either a long or short time. A
regular LSTM tends to ignore future contextual information while processing sequences.

The Bidirectional LSTM (BiLSTM) is able to use both past and future contexts by
processing the text from both directions [24].

Employing an attention mechanism between sequences (BiLSTM+Att), BILSTM shows
a considerable improvement by changing the contribution of each word to the analysis of
the whole text [23], [22]. Before the RNN model summarizes the hidden states for the out-
put, an attention mechanism amplifies the results by aggregating the hidden states (See
equations 10 and 11) and weighting their relative importance (See equation 12), where
Wi, and by, are the weight and bias from the attention layer.

e; = tanh(W;Lhi + bh), €; € [—17 1] (10)
expler)
w = =) Ny (an
Zi\il emp(et) ;
N
r= Z’wihi,’f’ € RQL (12)

Not all words make the same contribution to the business vs. personal categoriza-
tion of the text. The attention mechanism is able to shuffle the word annotation weights
according to their importance to the meaning of a sentence.

4. Experimental Framework

We compare the accuracy of the two traditional (SGD and ERT) and two deep learning
(BiLSTM, BiLSTM+Att) algorithms on different vector representations of email content.
The best parameters for both classical learners were selected by grid search algorithm as
it is presented in Table 5.

Selected modified huber loss is equivalent to quadratically smoothed SVM with
gamma = 2 [28]. In the following part of the text, SGD-SVM will denote modified
huber loss. For deep learning models, parameters were selected manually using extensive
experimentation. For all models, we use the binary cross-entropy loss function and the
same optimizer that BERT was originally trained with: the * Adaptive Moments’ (Adam).
This optimizer minimizes the prediction loss and does regularization by the weight de-
cay, which is also known as AdamW. For the learning rate, we use the same schedule
as BERT pre-training: the linear decay of a notional initial learning rate, prefixed with a
linear warm-up phase over the first 10% of the training steps known as the number of the
warm-up steps. The learning rate is set on 3e-5, being in line with the BERT paper [4],
which specifies the initial learning rate values for fine-tuning. An early stopping strategy
is used to prevent over-fitting [20]. All models use gradient descent with mini-batches of
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Table 5. Grid-search parameter selection. B: Business, P: Personal. Balanced: class weights are
adjusted inversely proportional to class frequencies in the training set

Classifier Parameter Search Parameter Space Best Performing Values
SGD loss hinge, log, modified_huber, squared_hinge, perceptron modified_huber
penalty 11, 12, elasticnet 12
alpha 0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000 0.0001
learning_rate constant, optimal, invscaling, adaptive optimal
class_weight {P: 0.5, B: 0.5}, {P: 0.6, B: 0.4}, {P: 0.7, B: 0.3}, balanced {P: 0.7, B: 0.3}
eta0 1, 10, 100 10
ERT n_estimators 10, 20, 30, 50, 100, 200 10
criterion gini, entropy entropy
min_samples_leaf 1, 3, 10 3

class_weight {P:0.5, B:0.5}, {P:0.6, B:0.4}, {P:0.7, B:0.3}, balanced ~ {P:0.7, B:0.3}

size 64, ReLU activation function, dimension of word embedding equal to 256, maximum
sequence length equal to 256 (E, ED) and 512 (EQ, EQD, B), the number of LSTM equal
to maximum sequence length, dropout ratio of 0.1 for LSTM, and 0.4 for Dense layers
for all models. Models are trained on 30 epochs.

Models are trained on the training set and evaluate the prediction with the best scores
retrieved on the validation and test sets. For traditional models (SGD-SVM, ERT), we
use cross validation with 5 folds. For deep learning models, the split ratio for training,
validation, and test sets is 50:25:25. In order to illustrate the good performance of our
approach, we compare the results with baseline models built on the most recent email (E)
and the whole thread arc from the body field of the data set (B).

For evaluating the performance of the techniques, we use the typical evaluation met-
rics that come from information retrieval - precision, recall and F1 measure, accuracy
and balanced accuracy. We aim to improve both the general and balanced accuracy of the
classification model as well as F1 measure on minority Personal class.

5. Experimental Results

The results of the model comparison of BoW, Tf-Idf and BERT word embedding with and
without Meta features included for SGD-SVM and ERT classifiers in ED experiment are
presented in Table 6. Our results show that using Tf-Idf weights for unigrams, n = 1 (Tf-
Idf-Unigram), unigrams and bigrams, n € [1, 2] (Tf-Idf-Ngram) and ngram characters of
length 1-4 (Tf-Idf-Ngram-Char) as features significantly improves model performances
compared to BoW weights on unigrams, n = 1 used as features. Moreover, Tf-Idf-Ngram
weights generally give the best performance across the experiments and measures.
Traditional learners on all Tf-Idf weights have comparable metric values with deep
learning learners and even overcome them at the learner general accuracy, while the later
give better balanced accuracy and F1 score on minority Personal class. ERT classifier
presents lower values across the measures compared with SGD-SVM classifier. From the
results shown, we can also observe that the BILSTM+Att obtains higher scores than the
BiLSTM without the attention mechanism. Moreover, all models with additional Meta
features are showing better results improving it by at least 0.1% across the experiments.
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Table 6. Comparison between traditional (SGD-SVM, ERT) and deep learning algorithms (BiL-
STM, BiLSTM+Att) for different email content representations with and without additional email
features included for emails content with domains experiment (ED)

Business Personal
Algorithm  Features Accuracy Balanced Precision  Recall F1 Precision Recall F1
Accuracy
ERT BoW 90.1% 689% 91.4% 97.8% 94.5% 73.9% 39.9% 51.9%
BoW + Meta 90.7%  70.5% 91.8% 98.0% 94.8% 76.9% 42.9% 55.1%
Tf-Idf-Unigram 90.2%  69.5% 91.5% 97.8% 94.6% T4.1% 41.1% 52.9%
Tf-Idf-Unigram + Meta 90.6%  70.5% 91.8% 97.8% 94.7% 754% 43.2% 55.0%
Tf-Idf-Ngram 90.1% 672% 90.9% 98.4% 94.5% 77.4% 36.0% 49.2%
Tf-Idf-Ngram + Meta 903% 689% 91.4% 98.1% 94.6% 763% 39.6% 52.2%
Tf-Idf-Ngram-Chr 89.8% 66.2%  90.6% 98.4% 944% 76.9% 33.9% 47.1%
Tf-Idf-Ngram-Chr + Meta  90.1%  67.6% 91.0% 98.3% 94.5% 76.9% 36.9% 49.9%
SGD-SVM  BoW 90.0% 799% 94.7% 93.7% 94.2% 62.0% 66.0% 64.0%
BoW + Meta 90.2%  802% 94.7% 94.0% 943% 63.0% 66.4% 64.6%
Tf-1df-Unigram 92.0%  82.6% 953% 955% 954% 70.7% 69.8% 70.2%
Tf-Idf-Unigram + Meta 92.5% 821% 95.1% 96.4% 95.7% 74.4% 67.9% 71.0%
Tf-Idf-Ngram 928% 832% 954% 96.4% 959%  75.0% 70.1% 72.5%
Tf-Idf-Ngram + Meta 929% 838% 95.6% 963% 959% T48% 71.3% 73.0%
Tf-Idf-Ngram-Chr 923% 823% 952% 96.0% 95.6% 72.6% 68.5% 70.5%
Tf-Idf-Ngram-Chr + Meta  92.2%  83.0% 954% 95.6% 95.5% 71.1% 70.4% 70.7%
BiLSTM BERT-Embd 91.4% 81.1% 945% 95.6% 95.0% 71.5% 66.7% 69.0%
BERT-Embd + Meta 91.5% 81.8% 953% 94.9% 951% 67.0% 68.6% 67.8%
BiLSTM+Att BERT-Embd 921%  83.4% 959% 951% 95.5% 67.6% 71.7% 69.6%
BERT-Embd + Meta 923% 834% 95.7% 954% 955% 703% 71.3% 70.8%

The best models from traditional and deep learning streams, SGD-SVM and BiL-
STM+Att on Tf-Idf-Ngram + Meta and BERT-Embd +Meta vector spaces from the pre-
vious results have been selected for comparison of the email content experiments. The
ED and EQD experiments were able to capture additional knowledge of each email con-
tent, so that the whole system slightly improved accuracy compared with the E and EQ
experiments respectively, but for such high accuracy values, any improvement becomes
significant. The EQD experiment made full use of the associated data available in each
email (quotes and recipient email domains) with retrieved improvement in Accuracy score
for 3.2% and for 0.6% in SGD-SVM classifier compared with the baseline E and B ex-
periments respectively, as it is presented in Table 7.

Testing approach generalization has been performed using the models built on
Enronc, and Enronpg, data sets independently. For the model trained on Enronc,,
the whole Enronpg,, data set has been used for testing. In the Enronpg, based model,
a data set is firstly split on training, validation, and test data sets. The results from this
test, on all different text representations on SGD-SVM and BiLSTM classifiers, confirm
that a model can capture important information and tra