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ComSIS publishes invited and regular papers in English. Papers that pass a strict reviewing 

procedure are accepted for publishing. ComSIS is published semiannually. 
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Editorial

Mirjana Ivanović, Miloš Radovanović, and Vladimir Kurbalija

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia

{mira,radacha,kurba}@dmi.uns.ac.rs

In the current third issue of Computer Science and Information Systems for 2023, we
are happy to announce the impact factors of our journal, updated for 2022: the new two-
year IF 1.4, and the five-year IF 1.2. We would like to thank all our authors and reviewers,
whose work in their cutting-edge domains continues to increase the impact of our journal.
We hope to continue this trend and that the issue in front of you, our dear reader, will offer
interesting articles and ideas in both emerging and more established research areas.

This issue consists of 13 regular articles and 4 articles in the special section “Advances
in Intelligent Data, Data Engineering, and Information Systems” containing selected and
extended versions of papers published in Proceedings of the 25th European Conference
on Advances in Databases and Information Systems (ADBIS), 2021. We are once again
grateful for the hard work and enthusiasm of our authors and reviewers, without whom
the current issue, as well as the publication of the journal itself, would not be possible.

In the first regular article, “Landslide Detection Based on Efficient Residual Channel
Attention Mechanism Network and Faster R-CNN,” Yabing Jin et al. apply target de-
tection models such as Faster R-CNN to landslide recognition and detection tasks, and
propose the Efficient Residual Channel soft thresholding Attention mechanism algorithm
(ERCA). ERCA aims to reduce the background noise of images in complex environments
by means of adaptive soft thresholding to improve the feature learning capability of deep
learning target detection algorithms.

The second regular article, “Tourism Recommendation based on Word Embedding
from Card Transaction Data” by Minsung Hong et al. utilize well-known Doc2Vec tech-
niques in the domain of tourism recommendation, using them on non-textual features,
card transaction data, to recommend tourism business services to target user groups vis-
iting a specific location, in order to tackle the challenges of missing ratingss and spatial
factors.

Jiyeon Kim et al., in “Read between the Interactions: Understanding Non-interacted
Items for Accurate Multimedia Recommendation” address the problem of multimedia
recommendation that additionally utilizes multimedia data, by challenging the common
assumption that all the non-interacted items of a user have the same degree of negativ-
ity. The authors classify non-interacted items of a user into two kinds – unknown and
uninteresting – and propose a novel negative sampling technique that only considers the
uninteresting items as candidates for negative samples.

The article “Class Probability Distribution Based Maximum Entropy Model for Clas-
sification of Datasets with Sparse Instances” by A. Saravanan et al. proposes a maximum
entropy model based on class probability distribution is for classifying sparse data with
fewer attributes and instances, introducing a novel way of using Lagrange multipliers for
estimating class probabilities in the process of class label prediction.
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In “Comprehensive Risk Assessment and Analysis of Blockchain Technology Im-
plementation Using Fuzzy Cognitive Mapping,” Somayeh Samsamian et al. identify and
categorize a comprehensive set of risks regarding blockchain implementation. Critical
risks are defined by performing a two-stage fuzzy Delphi method based on the experts’
opinions. Then, possible causal relationships between considered risks are identified and
analyzed using the fuzzy cognitive mapping method. Finally, the most important risks
are ranked based on the degree of prominence and the relationships between them. The
methodology is applied to an enterprise resource planning system as a case study.

“RESNETCNN: An Abnormal Network Traffic Flows Detection Model,” by Yimin Li
et al., proposes RESNETCCN – an intrusion detection model that fuses residual networks
(RESNET) and parallel cross-convolutional neural networks. Benefits of the proposed
architecture include more effective learning of data stream features and use of oversam-
pling, which contribute to better detection of abnormal data streams in unbalanced data
streams.

Adelina Diana Stana and Ioana Şora, in “Logical Dependencies: Extraction from the
Versioning System and Usage in Key Classes Detection” propose a language-independent
method to collect and filter dependencies from version control systems, and use it to
identify key classes in three software systems. Dependencies extracted from source code
are also used, independently and in combination with version-control dependencies. The
combination of the two methods offers small improvements to using any single one, and
version-control dependencies are shown to be comparable to source-code dependencies.

“A Hierarchical Federated Learning Model with Adaptive Model Parameter Aggre-
gation” authored by Zhuo Chen et al. proposes a newly designed federated learning (FL)
framework for the participating nodes with hierarchical associations. In the framework,
an adaptive model parameter aggregation algorithm is used to dynamically decide the ag-
gregation strategy according to the state of network connection between nodes in different
layers.

In “Point of Interest Coverage with Distributed Multi-Unmanned Aerial Vehicles on
Dynamic Environment,” Fatih Aydemir and Aydin Cetin aim to effectively cover points of
interest (PoI) in a dynamic environment by modeling a group of unmanned aerial vehicles
(UAVs) on the basis of a learning multi-agent system. Agents create an abstract rectan-
gular plane containing the area to be covered, and then decompose the area into grids,
learning to locate in a way to maximize the number of PoIs to plan their path.

Jimmy Ming-Tai Wu et al., in “The Effective Skyline Quantify-Utility Patterns Min-
ing Algorithm with Pruning Strategies,” propose two algorithms, FSKYQUP-Miner and
FSKYQUP, to efficiently mine skyline quantity-utility patterns (SQUPs). The algorithms
are based on the utility-quantity list structure and include an effective pruning strategy
which calculates the minimum utility of SQUPs after one scan of the database and prunes
undesired items in advance.

In their article “Probabilistic Reasoning for Diagnosis Prediction of Coronavirus Dis-
ease based on Probabilistic Ontology,” Messaouda Fareh et al. address the prediction of
COVID-19 diagnosis using probabilistic ontologies under the difficulties introduced by
randomness and incompleteness of knowledge. The approach begins with constructing
the entities, attributes, and relationships of the COVID-19 ontology, by extracting symp-
toms and risk factors. The probabilistic components of COVID-19 ontology are developed
by creating a Multi-Entity Bayesian Network.
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“The Proposal of New Ethereum Request for Comments for Supporting Fractional
Ownership of Non-Fungible Tokens” by Miroslav Stefanović et al. introduces a new stan-
dard for Etherium blockchains that would support fractional ownership of non-fungible
tokens, in order to make blockchain technology applicable to an even wider number of
use cases.

Finally, “A Novel Multi-objective Learning-to-rank Method for Software Defect Pre-
diction” authored by Yiji Chen et al. proposes two multi-objective learning-to-rank meth-
ods, which are used to search for the optimal linear classifier model and reduce redundant
and irrelevant features, for use in software defect prediction within the more general do-
main of search-based software engineering.
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Guest Editorial: Advances in Intelligent Data, Data
Engineering, and Information Systems

Mírian Halfeld Ferrari1, Paolo Ceravolo2, Sonja Ristić3, Yaser Jararweh4, and Dimitrios
Katsaros5

1 Université d’Orléans, INSA CVL, LIFO EA, France
2 Università degli Studi di Milano, Italy

3 University of Novi Sad, Serbia
4 Duquesne University, USA

5 University of Thessaly, Greece

The Special Section on Advances in Intelligent Data, Data Engineering, and Informa-
tion Systems contains papers selected from the workshops that have been held within the
framework of the 25th European Conference on Advances in Databases and Information
Systems ADBIS 2021, during August 24–26, 2021, at Tartu, Estonia. ADBIS 2021 con-
ference was aimed at providing a forum where researchers and practitioners in the fields
of databases and information systems can interact, exchange ideas and disseminate their
accomplishments and visions. Within the scope of the Conference five workshops were
held:

– DOING’21: Intelligent Data – from data to knowledge;
– SIMPDA’21: Data-Driven Process Discovery and Analysis;
– MADEISD’21: Modern Approaches in Data Engineering and Information System

Design;
– MegaData’21: Advances in Data Systems Management, Engineering, and Analytics;

and
– CAoNS’21: Computational Aspects of Network Science.

The authors of the best workshop papers were invited to submit extended versions of
their papers in a special section of the journal Computer Science and Information Systems.
Extended versions of submitted papers went through a rigorous reviewing procedure, the
same as for regularly submitted papers. Finally, we accepted four papers presenting both
theoretical and practical contributions. In the following, the accepted papers are briefly
outlined.

In the first paper “Multi-perspective Approach for Curating and Exploring the History
of Climate Change in Latin America within Digital Newspapers,” by the authors Gen-
oveva Vargas-Solar, Jose-Luis Zechinelli-Martini, Javier A. Espinosa-Oviedo, and Luis
M. Vilches-Blazquez, an extended description of the Latin American Climate Change
Evolution platform called LACLICHEV is proposed. The objective of LACLICHEV is to
provide an integrated platform to expose and study meteorological events described in his-
torical newspapers that are possibly related to the history of climate change in Latin Amer-
ica. Exploring the history of climate change through digitalized newspapers published
around two centuries ago introduces four challenges: (1) curating content for tracking
entries describing meteorological events; (2) processing colloquial language for extract-
ing meteorological events; (3) analyzing newspapers to discover meteorological patterns
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possibly associated with climate change; and (4) designing tools for exploring the ex-
tracted content. Presented results contribute to data curation and exploration adapted for
Spanish textual content within digital newspaper collections. Authors used well-known
information retrieval and analytics techniques, within a data exploration environment
LACLICHEV that provides tools for curating, exploring, and analyzing historical news-
paper articles, their description and location, and the vocabularies used for referring to
meteorological events. The platform makes it possible to understand and identify possible
patterns and models that can build an empirical and social view of the history of climate
change in the Latin American region.

The authors of the second paper entitled “Matching Business Process Behavior with
Encoding Techniques via Meta-Learning: An anomaly detection study,” Gabriel Marques
Tavares and Sylvio Barbon Jr, focus on the detection of anomalous traces in business pro-
cess event logs that can diminish an event log’s quality. They combine the representational
power of encoding with a Meta-learning strategy to enhance the detection of anomalous
traces in event logs towards fitting the best discriminative capability between common
and irregular traces. Their approach creates an event log profile and recommends the
most suitable encoding technique to increase anomaly detection performance. They used
eight encoding techniques from different families, 80 log descriptors, 168 event logs, and
six anomaly types for experiments. The presented results indicate that event log charac-
teristics influence the representational capability of encodings. The authors analyzed the
influence of meta-features on the recommended encoding technique. This analysis lever-
aged the understanding of which features better capture process behavior in the context
of anomaly detection.

The authors Sidra Aslam and Michael Mrissa in the third paper “A Framework for
Privacy-aware and Secure Decentralized Data Storage” present a decentralized data stor-
age and access framework that ensures data security, privacy, and mutability in the wood
supply chain scenario. The proposed framework integrates blockchain technology with
Distributed Hash Table (DHT), a role-based access control model, and different types of
encryption techniques. Their solution allows authorized actors to write, read, delete, up-
date their data and manage transaction history on a decentralized system. The proposed
traceability algorithm enables authorized actors to trace the product data in a decentral-
ized ledger. The main limitations of existing solutions are a single point of failure, data
mutability, and public availability of the data. The presented prototype design is flexible
to expand and can be easily reused for different application domains such as medicine,
and agriculture. The security and privacy analysis of the proposed solution is given, as
well as the results of the performance evaluation in terms of time cost and scalability.
The experimental results have shown that the proposed solution is scalable, secure, and
achieves an acceptable time cost.

The authors Johannes Kastner and Peter M. Fischer in the last paper “Detecting and
Analyzing Fine-Grained User Roles in Social Media” have proposed a method on how
to determine and label user roles in large-scale social media data sets. This largely auto-
mated and scalable detection method combines unsupervised learning (more specifically,
hierarchical clustering) to discover the classes of users over a wide range of features and
supervised learning – generalizing the knowledge from manually labeled smaller data
sets. Presented results of the analysis on a range of large data sets from Twitter show that
well-separated roles can consistently be recognized and transferred. The labeling achieves
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high accuracy not only within the same data set, but also on new data sets from different
event types and/or years apart. The approaches scale well with little need for human in-
tervention and the resource requirements of such analyses are modest, bringing them in
the range of commodity hardware.

We sincerely thank the workshop organizers for their support in selecting papers and
especially the reviewers for their valuable comments to improve selected papers. We also
thank all authors for their contribution to this special section. Special thanks are given to
prof. Mirjana Ivanović, the Editor in Chief of ComSIS, for providing us the opportunity
to publish this special section, valuable comments in improving the quality of selected
papers, and support in the whole process.
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Landslide Detection Based on Efficient Residual Channel
Attention Mechanism Network and Faster R-CNN

Yabing Jin1, Ou Ou2,⋆, Shanwen Wang2, Yijun Liu1, Haoqing Niu2, and Xiaopeng
Leng2

1 Geological Bureau of Shenzhen, Shenzhen 518028, China
jinyabing25@sina.com

2 College of Computer and Network Security, Chengdu University of Technology,
Chengdu 610051, Sichuan, China

ouou@cdut.edu.cn

Abstract. Accurate landslide detection plays an important role in land planning,
disaster prediction and disaster relief.At present, field investigation and exploration
based on professional personnel is the most widely used landslide mapping and
detection technology, but this method consumes a lot of manpower and material re-
sources and is inefficient.With the development of artificial intelligence, landslide
identification and target detection based on deep learning have attracted more and
more attention due to their remarkable advantages over traditional technologies. It
is a technical problem to identify landslides from satellite remote sensing images.
Although there are some methods at present, there is still room for improvement
in the target detection algorithm of landslides against the background of the diver-
sity and complexity of landslides. In this paper, target detection algorithm models
such as Faster R-CNN apply to landslide recognition and detection tasks, and var-
ious commonly used recognition and detection algorithm network structures are
used as the basic models for landslide recognition. Efficient residual channel soft
thresholding attention mechanism algorithm (ERCA) is proposed, which intends to
reduce the background noise of images in complex environments by means of deep
learning adaptive soft thresholding to improve the feature learning capability of
deep learning target detection algorithms. ERCA is added to the backbone network
of the target detection algorithm for basic feature extraction to enhance the feature
extraction and expression capability of the network. During the experiment ERCA
combined with ResNet50, ResNet101 and other backbone networks, the objective
indicators of detection results such as AP50 (Average Precision at IOU=0.50), AP75
(Average Precision at IOU=0.75) and AP (Average Precision) were improved, and
the AP values were all improved to about 4%, and the final detection results us-
ing ResNet101 combined with ERCA as the backbone network reached 76.4% AP
value. ERCA and other advanced channel attention networks such as ECA (Efficient
Channel Attention for Deep Convolutional Neural Networks) and SENet (Squeeze-
and-Excitation Networks) are fused into the backbone network of the target detec-
tion algorithm and experimented on the landslide identification detection task, and
the detection results are that the objective detection indexes AP50, AP75, AP, etc.
are higher for ERCA compared with other channel attention, and the subjective de-
tection image detection effect and feature map visualization display are also better.3

⋆ Corresponding author
3 We released our code at: https://github.com/fluoritess/
Efficient-residual-channel-attention-mechanism-network-and-Faster-R-CNN.



894 Yabing Jin et al.

Keywords: landslide detection, deep learning, Faster R-CNN, ERCA.

1. Introduction

Landslide is a common geological natural disaster, causing serious damage to the natural
environment, personal safety and property of all countries. Landslides may be caused
by many factors, including earthquake [1, 2], heavy rainfall [3,4], human factors[5], etc.
Field investigation of potential landslide areas by professionals is a common and reliable
method, but this is time-consuming, expensive and inefficient [6], especially for large-
area landslide detection. Due to the above reasons, more and more scholars have started
to explore semi-automated or automated landslide detection methods based on remote
sensing images in the last decade or so [38].

Remotely sensed images are images acquired from ground observations by aerial air-
craft or artificial satellites. Based on the acquisition method, remote sensing images can be
classified into the categories of SAR images, infrared images, multispectral images, and
visible images [30]. Due to synthetic aperture radar (SAR) images based on microwave
coherence imaging have a single color and lack texture detail information; multispectral
images have poor resolution and image information is difficult to understand; infrared
images are more suitable for identifying heat-emitting targets, visible images become the
most commonly used remote sensing image category in landslide detection, and visible
images have intuitive content, high resolution, and contain a large amount of information,
with rich spatial information, clear geometric structure and texture information, and can
truly reflect the ground geographic conditions [31-34]. Therefore, the improved model
as well as the chosen dataset in this paper are for remote sensing images in the visible
light category. Because most of the landslides are small in scale, large in number and the
surrounding environment of the landslide is complex, detecting landslides from remote
sensing images is a very challenging problem [7].

At present, there are two main methods for landslide detection in remote sensing im-
ages: one is the traditional machine learning-based landslide detection method for remote
sensing images [35], which firstly uses two methods, pixel-based method or object-based
method [8], to obtain the suspected landslide area in remote sensing images, In the pixel-
based landslide detection method, a single pixel in the remote sensing image is the most
basic processing unit [10], which determines whether a certain area in the image is a
landslide. The object-based landslide detection method calculates the texture and spec-
tral similarity between the pixels in the remote sensing image, clusters a single pixel into
multiple candidate objects, and then sets a threshold to classify each candidate object for
landslide classification. Then the acquired suspected landslide areas were classified, and
the early rule-based classification systems were established mainly relying on the profes-
sional judgment of relevant experts on data features [39]. With the rapid development of
technology, machine learning has been widely applied to landslide and other geological
hazards research, and many machine learning-based landslide classification algorithms
have been proposed one after another, such as Stumpf and Kerle [11] implemented object-
based landslide detection with random forest (RF), Van Den Eeckhaut et al.[12], which
used an object-based method and support vector machine (SVM) to identify landslides
in forested areas with LiDAR and its derivatives, etc. The traditional machine learning-
based landslide detection method for remote sensing images can explore large landslide
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areas in complex contexts and has the advantages of lower cost and faster than field sur-
vey methods, but the accuracy of this method relies heavily on the selection of parameters
for the classification of candidate landslide images, i.e., the background knowledge of the
landslide domain [36].

Another one is a remote sensing image landslide detection method based on convo-
lutional neural network [9].With the rapid development of deep learning, convolutional
neural networks (CNN) can effectively extract key features from image training samples
by the two advantages of local perception and parameter sharing, which has become one
of the most important feature extraction methods [13,14,15] for image processing tasks
such as image classification, target recognition, etc. A convolutional neural network-based
landslide detection method for remote sensing images can automatically extract important
features of landslide remote sensing images through a multilayer convolution operation
[37], thus avoiding the manual feature design and related parameter setting process that
requires landslide expertise to perform, and making the landslide detection task more
straightforward and simple. Wang [40] used an integrated geographic database to com-
pare the recognition accuracy of five machine learning methods, namely, convolutional
neural network, random forest, logistic regression, reinforcement learning, and support
vector machine, in identifying landslides in natural terrain, and among the five meth-
ods, convolutional neural network had the highest recognition accuracy, while pointing
out that recognition techniques based on machine learning and deep learning have excel-
lent It is also pointed out that the recognition techniques based on machine learning and
deep learning have excellent robustness and great potential for problem solving in land-
slide recognition research. Recently, many scholars have proposed several remote sensing
image landslide detection methods based on deep learning for convolutional neural net-
works. Ding [16] proposed to use the traditional convolutional neural network to extract
image features to find suspicious areas where landslides occurred, and then confirm these
suspicious areas through change detection methods based on image texture features. Be-
cause the traditional convolutional neural network has poor characterization ability for
the detection object with multiple scales [10], and landslides usually appear at different
scales, with the landslide length from several meters to several kilometers [17]. Therefore,
Lei [18] et al. proposed a fully convolutional neural network based on pyramid pooling,
which can extract feature semantics in remote sensing images more efficiently, and per-
forms better in multi-scale landslide detection.

This paper proposes an Efficient Residual Channel Attention Mechanism Network
(ERCA). ERCA intends to improve the feature learning ability of the deep learning target
detection algorithm by reducing the background noise of images in complex environments
through a deep learning adaptive soft thresholding approach to improve the accuracy of
landslide identification detection algorithms in scenarios with complex land cover and
uncertainty of light and dark intensity of remote sensing images. ERCA is highly portable
and can be easily added to mainstream networks such as ResNet,VGG. The ERCA is
integrated into the Faster R-CNN model to improve the model’s ability to extract landslide
features in remote sensing images. Compared with other current algorithms, the improved
algorithm has higher AP values. The algorithm in this paper applies to landslide images
taken by remote sensing satellites of common resolution, and the landslide images used
in the experiments in this paper are taken by TripleSat satellites.
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2. Landslide detection and identification method

In view of the complex surrounding environment and the many types of landslides, this
paper presents an Efficient Residual Channel Attention Mechanism Network (ERCA) in
order to improve the effect of landslide target detection, and integrates ERCA into The
Faster R-CNN model to propose a more significant landslide characterization from the
background to improve the detection effect.

2.1. Faster R-CNN network structure

The detection process of the Faster R-CNN algorithm is shown in Figure 1. The process
is as follows: 1) perform the feature extraction on the original image through the basic
convolutional backbone network (ResNet50[21], VGG16[22], etc.); 2) use the Feature
Map extracted in step 1 to generate multiple candidate regions through the RPN network;
3) output a fixed-size feature map through the ROI pooling layer based on the Feature
Map extracted in step 1 and the candidate region generated in step 2; 4) classify the
categories based on the feature map output in step 3, and perform the frame regression to
obtain the precise position of the detection frame. The RPN network is one of the biggest

Fig. 1. Faster R-CNN Structure

innovations of the Faster R-CNN algorithm. The previous candidate region extraction
methods are usually very time-consuming, such as the SS (Selective Search) algorithm
adopted by R-CNN and Fast R-CNN [23] and the Sliding Window algorithm used in
traditional target detection. RPN is implemented by a fully convolutional network, which
is essentially a classless object detector based on a sliding window. Since RPN can share
the convolutional features of the entire image with the detection network, it can output a
series of candidate region suggestion frames for input images of any scale at almost no
cost.

The structure of the RPN network is shown in Figure 2. First, use the sliding window
to generate m anchor points for the center position of each window on the shared feature
map as the initial detection frame, and then perform object classification and border re-
gression on the generated anchor points. Since object classification is a two-classification
problem, that is, to determine whether the anchor point is the detection target or the back-
ground, the object classification obtains 2m target scores. Similarly, because the bounding
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Fig. 2. RPN structure

box regression needs to modify the four coordinate values (x, y, w, h), the bounding box
regression obtains 4m predicted coordinate values.

It can be seen from the above that the RPN network is a multi-task network, and its
overall loss function is composed of two parts. The equation is as follows:

L (pi, ti) =
1

Ncls

∑
i

Lcis (pi, p
∗
i ) + λ

1

Nreg

∑
i

p∗iLreg (ti, t
∗
i ) (1)

The left side of the plus sign (+) in Eq. (1) is the loss value of the classification task,
where pi represents the probability that the current anchor is the target; P ∗

i represents the
target label value, as in Eq. (2), that is, if the current anchor is a positive sample, its value
is 1, otherwise it is 0.

P ∗
i (x) =

{
0 x ∈ Negativesamples
1 x ∈ Positivesamples

(2)

The loss value function used in the classification task is cross entropy, as shown in Eq.
(3).

Lcls (pi, p
∗
i ) = − log [p∗i pi + (1− p∗i ) (1− pi)] (3)

The right side of the plus sign (+) in Eq. (1) is the loss value of the bounding box
regression task, where ti = {tx, ty, tw, th} represents the four predicted coordinate values
of the rectangular bounding box; t∗i represents the four marker coordinate values in the
positive sample; the loss function of the bounding box regression task is only considered
when p∗i is 1, if p∗i is 0, the bounding box regression loss value is also 0, as shown in Eq.
(4), in which R is the Smooth L1 function as in Eq. (5).

Lreq (ti, t
∗
i ) = R (ti − t∗i ) (4)

R(x) =

{
0.5x2 if |x| < 1

|x| − 0.5 otherwise
(5)

2.2. Efficient residual channel attention mechanism network (ERCA)

This paper is inspired by the literature [24,25,26] to propose the efficient residual channel
attention mechanism network (ERCA) which structure is shown in Figure 3. The ERCA
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is implemented through the three structures of 1D convolution, soft threshold and residual
network.

Fig. 3. ERCA Structure

1D convolution Given the normalized feature map of the data, global average pooling
(GAP) is performed before 1D convolution [27]. Global average pooling adds up all the
pixel values of each channel in the feature map to obtain a value, which is used to repre-
sent the feature map of this channel. The feature map for n channels is pooled by global
averaging to obtain n values then X ∈ RH×W×C becomes C values. ERCA captures
cross-channel attention interaction by considering each channel and its k neighbors. It is
realised as a one-dimensional convolution with a k-size convolution kernel captures the
attention of neighbors to participate in a channel, in which k represents the coverage of lo-
cal cross-channel interaction. In order to avoid manual parameter adjustment, the method
of reference [24] in this article realizes the automatic learning of k.

k =

∣∣∣∣ log2(C)

γ
+

b

γ

∣∣∣∣
odd

(6)

In Eq. (6), C is the number of channels, γ, b the constants which are set γ = 1, b = 2, and
||oddthe nearest odd. After the global average pooling and 1D convolution, the activation
function σ(sigmoid) is used to activate the final output V = [v1, · · · , vi, · · · , vc] , in which
vi is a constant.

Soft threshold A soft threshold is inserted as a non-linear transformation layer in the
deep learning network to eliminate unimportant features:

ηi (xi, λi) = sgn (xi) (|xi| − λi)+ (7)

In Eq. (7), λi represents a non-negative threshold. (|xi| − λi)+ equals |xi| − λi if
(|xi| − λi) > 0 , while it equals 0 if (|xi| − λi) < 0. The soft threshold λi in the paper
adopts the similar method in reference[25], which presents λi = vi · averagei,j,c|xi,j,c|
.λi is the threshold of the feature map of c, where i, j, c are the width, height and current
channel, respectively.
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Residual Network The final output X̃ ∈ RH×W×C is obtained after the re-assigned
feature map is added to the original one through the residual network, as shown in Eq.
(8).

X̃ = η(X, λ) + X = [η1 + x1, . . . , ηi + xi, . . . , ηc + xc] (8)

ERCA Module for Deep CNN Networks Figure 3 shows the basic structure of the
efficient residual channel attention mechanism network (ERCA). Without dimensionality
reduction, the convolutional features are aggregated through the global average pooling
operation, and then the cross-channel attention is captured through 1D convolution. The
sigmoid function is used to activate the learning channel attention, a soft threshold is
inserted as a nonlinear transformation layer to eliminate unimportant features, and finally
the residual structure is used for summation. The research adopts the embedding method,
replacing the SENet structure with ERCA as embedding ERCA in the CNN network is
similar to SENet.

Parameter Analysis The process of the SENet model can be simply described as follows:
given a feature map X ∈ RH×W×C , the first step is global average pooling (GAP), the
weights in SENet are defined as W1 and W2 as in Eq. (9), and the model is adaptively
adjusted by a fully connected neural network, and the final output of the model is U ∈
RH×W×C . The process is as in Eqs. (10-12), where the GAP operation is defined as
FGAP () and σ is the activation function.

W1 =

w1,1 · · · w1,c

...
. . .

...
wc,1 · · · wc,c

 ,W2 =

w1,1 · · · w1,c

...
. . .

...
wc,1 · · · wc,c

 (9)

Avg = FGAP (X) (10)

T = ReLU (Avg∗W1) (11)

U = X∗σ (T ∗W2) (12)

Inspired by the SENet model, the ECA model works with a similar network structure.
However, unlike SENet, the ECA model uses 1D convolution to train and acquire the
channel-related features, which greatly reduces the parameters of the model. We define
the weights of the ECA model as W3 , and the final output is U ∈ RH×W×C after adaptive
adjustment by 1D convolution, as in Eq. (14).

W3 =


w1,1 · · · w1,k 0 0 · · · · · · 0
0 w2,2 · · · w2,k+1 · · · · · · 0 0
...

...
...

...
. . .

...
...

...
0 · · · 0 0 · · · wc,c−k+1 · · · wc,c

 (13)

U = X∗σ (Avg∗ W3) (14)

Define the weight of the ERCA model in this paper as W4 , and ERCA first performs
the GAP operation consistent with SENet and ECA models, and the output after 1D con-
volutional adaptive adjustment is used as part of the soft threshold, and the final output is
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U ∈ RH×W×C , as in Eqs. (16-17).

W4 =


w1,1 · · · w1,k 0 0 · · · · · · 0
0 w2,2 · · · w2,k+1 · · · · · · 0 0
...

...
...

...
. . .

...
...

...
0 · · · 0 0 · · · wc,c−k+1 · · · wc,c

 (15)

λ = σ (Avg ∗W4) ∗ FGAP (|X|) (16)

U = X + η(X,λ) (17)

It is not difficult to find that the model weights W4 of our algorithm and the weights
W3 of the ECA model are sparser than the weights W1 and W2 of the SENet model. We
define the number of channels as C , then the parameters of SENet model weights are C2

, in contrast, our ERCA model is consistent with ECA model with only k parameters.

ERCA Utilizes Both Maximum Pooling Outputs and Average Pooling In this section,
the single average pooling operation in ERCA in the previous section is replaced using the
maximum pooling output and average pooling output of the shared network. The ERCA
above is defined as the standard type and the ERCA using both maximum pooling output
and average pooling is defined as ERCAMA. Its specific structure is shown in Figure
4. It is worth noting that although ERCAMA uses maximum pooling output and average

Fig. 4. ERCA Structure

pooling parallel output, the pooling results are convolved using the same set of parameters,
so the parametric quantities of ERCAMA and ERCA are the same.

2.3. The Final Structure of the Model

Due to the vast and complex self-made landforms, regional differences, and diverse topog-
raphy and climate in China, the method of investigating potential landslide areas through
professionals is time-consuming, expensive, and inefficient. Meanwhile, with the land-
slides diverse and complex, it is very important to use artificial intelligence to quickly
and accurately extract landslide information from satellite image data. The final detection
network model of this research is shown in Figure 5, which mainly includes three parts:
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Fig. 5. final model

(1) Feature extraction: Feature Map is obtained by extracting image features through the
backbone network integrated into ERCA. Among them, the commonly used backbone
networks are ResNet, VGG, etc. ResNet34, ResNet50 and ResNet101 are adopted as the
backbone network in the experiments of this research. (2) RPN detection: The recom-
mended target candidate area is obtained through the RPN detection network processing.
(3) Object detection and classification: The target classification result is obtained by ex-
tracting and processing the Feature Map of the candidate area. Compared with the original
Faster R-CNN, the improved algorithm in this paper realizes the channel attention mech-
anism by adding few parameters, and improves the target detection effect in complex
environments.

3. Experimental Process and Analysis

3.1. Experimental Environment and Data Enhancement

This paper adopts python3.7 as the development language, pytorch as the deep learning
framework, and Pycharm as the development tool. Graphics card GeForce RTX 2080 Ti
is employed with 11G video memory. In order to verify the effectiveness of the algo-
rithm in this paper, we use landslide image in Bijie City[6]. In this experiment, more than
200 high-quality landslide images containing large, medium and small landslides were
selected from the landslide images and labeled using the Labelimg tool to form a training
dataset in PASCAL VOC format4 . Considering the phenomenon of model overfitting due
to deeper network layers and smaller data volume in deep learning and in order to im-
prove the accuracy of the landslide identification detection algorithm under the scenario
of complexity of land cover and uncertainty of light and dark intensity of remote sensing
images, we expand the dataset by code with data enhancement of the labeled images. The
original data volume was expanded by 10 times, i.e. more than 2000 landslide images,
by transforming the images left and right, flipping up and down, optical transformation,
Gaussian blur, affine transformation and bounding box transformation. The expanded data
set is divided into the training set and the test set in an 8:2 manner, and the training set and
the verification set are divided in a 9:1 manner in the training set. Adam is adopted in the
optimization algorithm. The first 20 epochs are normal training after freezing training,

4 http://host.robots.ox.ac.uk/pascal/VOC/
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with the freezing initial learning rate of 0.0002 and the normal training initial learning
rate of 0.00002. After starting training, the learning rate attenuation strategy is adopted,
with the attenuation coefficient of 0.94.

3.2. Comparison of Objective Indicators of Detection Effect

The objective comparison indicators selected in this paper is AP (Average Precision) val-
ues, which is defined as follows:

P = TP/(TP + FP ) (18)

R = TP/(TP + FN) (19)

AP =

∫ 1

0

P (R)dR (20)

Among them, TP is the number of positive images with correct predictions, FP is the
number of positive images with incorrect predictions, FN is the number of negative images
with incorrect predictions, P is the precision rate, and R is the recall rate. APs for different
IOU thresholds and APs of different sizes for detecting target objects are specifically
defined in the Figure 6.

Fig. 6. The above 6 metrics are used for charaterzing for the performance of obejct detecor

Ablation Experiment of Faster R-CNN In this chapter, the different components of
the model in this article based on the improvement of the original Faster R-CNN are
disassembled for ablation experiments. The Faster R-CNN with ResNet34, ResNet50,
and ResNet101 as the backbone network is used as the Baseline and compared with
the Faster R-CNN with the backbone network of ResNet34+ERCA, ResNet50+ERCA,
and ResNet101+ERCA. The objective comparison indexes of the experimental results are
shown in Table 1.

It can be drawn from Table 1 that the APM ,APL,AP75 and final AP values of the
Faster R-CNN using ResNet34+ERCA, ResNet50+ERCA and ResNet101++ERCA as
the backbone network have been improved to different degrees compared to the Faster
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Table 1. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL Params
ResNet34 0.656 0.976 0.827 0.614 0.641 0.678 82.47M

ResNet34+ERCA 0.684 0.988 0.847 0.619 0.667 0.709 82.48M
ResNet34+ERCAMA 0.697 0.988 0.868 0.630 0.693 0.715 82.48M

ResNet50 0.716 0.988 0.881 0.647 0.680 0.764 108.12M
ResNet50+ERCA 0.728 0.988 0.925 0.655 0.703 0.766 108.13M

ResNet50+ERCAMA 0.750 0.988 0.928 0.712 0.729 0.783 108.13M
ResNet101 0.725 0.988 0.903 0.645 0.708 0.758 180.83M

ResNet101+ERCA 0.740 0.988 0.933 0.733 0.724 0.767 180.84M
ResNet101+ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788 180.84M

R-CNN using the original ResNet34, ResNet50 and ResNet101 as the backbone network,
and there is only a small increase in the model parameters. The algorithm incorporated
into ERCA proved to be improved compared to Baseline, and the ERCA in this paper can
improve the original network.

Comparison of Different Channel Attention Models In order to verify the effective-
ness of the efficient residual channel attention mechanism network (ERCA) proposed in
this paper, three different channel attention mechanisms SENet, ECA, ERCA,ERCAMA
are used in the backbone network combined with ResNet34, ResNet50, ResNet101 as
the backbone network for comparison in this section. ECA uses the Github source code
https://github.com/BangguWu/ECANet disclosed by the original author, and SENet uses
https://github.com/moskomule/senet.pytorch, the warehouse with the highest number of
stars in the pytorch version on Github. The objective comparison indexes of the experi-
mental results are shown in Table 2.

Table 2. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL Params
ResNet34+ECA 0.663 0.987 0.817 0.542 0.645 0.697 82.48M

ResNet34+SENet 0.661 0.987 0.807 0.651 0.641 0.683 85.67M
ResNet34+ERCA 0.684 0.988 0.847 0.619 0.667 0.709 82.48M

ResNet34+ERCAMA 0.697 0.988 0.868 0.630 0.693 0.715 82.48M
ResNet50+ECA 0.719 0.987 0.879 0.613 0.684 0.765 108.13M

ResNet50+SENet 0.723 0.988 0.913 0.709 0.692 0.765 159.24M
ResNet50+ERCA 0.728 0.988 0.925 0.655 0.703 0.766 108.13M

ResNet50+ERCAMA 0.750 0.988 0.928 0.712 0.729 0.783 108.13M
ResNet101+ECA 0.731 0.988 0.900 0.660 0.717 0.755 180.84M

ResNet101+SENet 0.730 0.988 0.905 0.695 0.710 0.760 277.25M
ResNet101+ERCA 0.740 0.988 0.933 0.733 0.724 0.767 180.84M

ResNet101+ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788 180.84M

It can be seen from Table 2 that the algorithm ERCA in this paper is basically the
same as compared to the ECA model parameters, which are greatly reduced compared
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to SENet. The performance results of the three different attention mechanism networks
on Faster R-CNN with ResNet34 and ResNet50 as the backbone networks show that the
ERCA model outperforms the ECA model with the same parameters in all metrics, and
the APS of ERCA is slightly lower than SENet, but the rest of the metrics are higher or
the same than SENet, indicating that ERCA has stronger robustness compared to SENet
in detecting objects containing different sizes. The three attention mechanism networks
have equal AP50 on the Faster R-CNN with ResNet101 as the backbone network, and the
remaining metrics ERCA model outperforms the ECA model and SE model. The efficient
residual channel attention mechanism in this paper is experimentally proven to have good
results.

Comparison with other Target Detection Algorithms In order to quantitatively ana-
lyze the detection performance of the Faster-RCNN algorithm after adding ERCA, three
classical target detection networks, Faster-RCNN, YOLOv3[28] and YOLOv4[29], are
selected for experimental comparison with the algorithm in this paper. From Table 3, we
can see that the Faster R-CNN with ECRA is better than YOLOV3 and YOLOV4 except
for the AP50 index, which is slightly lower than YOLOV4.

Table 3. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL
Faster R-CNN 0.725 0.988 0.903 0.645 0.708 0.758

YOLOV3 0.653 0.978 0.811 0.659 0.645 0.666
YOLOV4 0.667 0.990 0.856 0.620 0.660 0.678

Faster R-CNN+ERCA 0.740 0.988 0.933 0.733 0.724 0.767
FasterR-CNN +ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788

3.3. Display of the Subjective Effect Detection

Table 4 shows the subjective detection results of ResNet50+SENet, ResNet50+ECA,
ResNet50+ERCA and ResNet50+ERCAMA as the backbone of Faster R-CNN. For the
image of a single landslide as Picture 1, the detection results of the three algorithms are
basically the same. For images of multiple landslides with complex backgrounds as in
Picture 2, all three algorithms show different degrees of misses and misjudgments, among
which ResNet50+SENet and ResNet50+ECA show both misses and misjudgments, while
ResNet50+ERCA and ResNet50+ERCAMA only shows misses. For images with multi-
ple landslides and a single background as in Picture 3, the detection results of the three
algorithms are basically the same with no misses or misjudgments.

3.4. Feature Map Visualization

Table 5 shows the results of the detection using the feature map visualization to verify
the validity of the detection results, where the warmer color indicates the higher attention
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Table 4. Three model results diagram.

Model Picture 1 Picture 2 Picture 3

ResNet50+SENet

ResNet50+ECA

ResNet50+ERCA

ResNet50+ERCAMA

Table 5. Feature map visualization

Original ResNet101 ResNet101 ResNet101 ResNet101 ResNet101
image +ECA +SENet +ERCA +ERCAMA
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of the deep learning network. From the results in Table 5, it can be seen that the high-
lighted areas can cover part of the landslide area when no attention is added. And the
highlighted areas increase significantly after adding the channel attention mechanisms
ECA and SENet respectively, but they also cover many areas that are not landslides,
which enhances the landslide features and also enhances part of the redundant features.
After adding ERCA and ERCAMA attention mechanisms on the backbone network, the
highlighted areas can cover the landslide areas more accurately and comprehensively.

3.5. Application Effect Display

The display site in Yingxiu Town, Wenchuan, in the Sichuan Province, Southwest of
China, is selected to present its application. The 18-layer satellite image slices of Yingxiu
town were downloaded by bigemap software, and then batch tested based on the program.
Some of the test results are as follows.

Fig. 7. Landslide

Fig. 8. Landslide

Figures 7 and 8 show better detection results, but there Figueres 9 are still some prob-
lems worthy of improvement in actual detection. For example, Figure 8 mistakenly identi-
fies snow mountains as landslides, Figure 10 mistakenly identifies open spaces of human
buildings as landslides.
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Fig. 9. Snow Mountain

Fig. 10. Open space

In the follow-up practice, more landslide data will be marked, and various terrains and
buildings that are easily judged as landslides will be distinguished.

4. Conclusion

This paper uses deep learning Faster R-CNN network for landslide detection research,
for the diversity and complexity of landslides this paper proposes an efficient residual
channel attention mechanism network (ERCA), ERCA has high portability and can be
incorporated into Resnet34, Resnet50, Resnet101 and other networks. It is incorporated
with Resnet34, Resnet50, Resnet101, etc. as the backbone network of Faster R-CNN,
and the objective index and subjective detection of the algorithm proposed in this paper
have achieved good results in landslide image detection experiments, and the experiments
prove that the algorithm proposed in this paper has some practicality. The landslide de-
tection model in this paper mainly focuses on different landslide detection in different
complex environments. In future work we will use the model in this paper as a sub-model
combined with other environmental data such as rainfall, geological conditions, earth-
quake levels, etc. to build a more comprehensive landslide detection model.
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Abstract. In the tourism industry, millions of card transactions generate a massive
volume of big data. The card transactions eventually reflect customers’ consumption
behaviors and patterns. Additionally, recommender systems that incorporate users’
personal preferences and consumption is an important subject of smart tourism.
However, challenges exist such as handling the absence of rating data and con-
sidering spatial factor that significantly affects recommendation performance. This
paper applies well-known Doc2Vec techniques to the tourism recommendation. We
use them on non-textual features, card transaction dataset, to recommend tourism
business services to target user groups who visit a specific location while addressing
the challenges above. For the experiments, a card transaction dataset among eight
years from Shinhan, which is one of the major card companies in the Republic of
Korea, is used. The results demonstrate that the use of vector space representations
trained by the Doc2Vec techniques considering spatial information is promising for
tourism recommendations.

Keywords: recommender system, word embedding, neural networks, smart tourism

1. Introduction

The information available on the Internet is tremendously and rapidly growing in the big
data era [15]. Although it is helpful to people in general, users need a lot of energy and
time to find useful information. Therefore, recommender systems have been extensively
studied and developed in various domains to provide personalized information such as
items, content, and services [3]. In the tourism domain, such systems automatically track
tourists’ preferences from their explicit or implicit feedback and match the features of
tourism items with their needs [6,12]. However, the massive amount of the data available
is mainly implicit, such as card payment, sensor, and mobile data, for tourism recom-
mendations [5,17]. Accordingly, it is essential to analyze and apply implicit feedback to
tourism recommendations [18]. There is also a data sparsity problem that affects nega-
tively recommendation performance, since it is impossible that tourists generally utilize
most tourism items. In addition to these, it is important to properly reflect a location factor
(spatial information) in tourism recommender systems [11,16].

⋆ Corresponding author
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As stated by [2], a credit or debit card is one of the easiest payment methods in the
tourism industry, as confirmed by the increasing number of operators that have adopted
card payments. Therefore, many studies [29,11,10] have recently used card transaction
data to recommend items for tourists. However, despite using various security techniques,
using raw card payment data in the previous study might not be realistic in terms of GDPR
(General Data Protection Regulation). That is, the card transaction logs contain a lot of
identifiable personal data and make identifying a specific user possible [28].

In this paper, we propose novel recommendation methods based on card transaction
data to recommend tourism services to user groups visiting specific tourist locations. The
data was statistically processed to protect personal information by a data provider. To
avoid the absence of rating scores in the dataset, we model the card transaction data to
transform users and items into vector representations using neural network-based word
embedding techniques (i.e., Doc2Vec). The vector representations are then used in the
content, collaborative filtering, or hybrid-based recommendation algorithm to provide ap-
propriate tourism business services to a user group when they visit a specific destination.
Experimental results with around twenty-million statistical card transaction data occurred
in Jeju island, one of the most famous tourist attractions in the Republic of Korea, for eight
years, demonstrate that the proposed recommendation methods superior to other baseline
methods. In particular, several experiments show the positive influences of spatial infor-
mation on recommendation performance by comparing it with other baseline methods,
which are difficult to consider the information in their data modeling. In this regard, our
contributions are three-fold as follows:

– We propose competent and serviceable recommendation methods for traveler groups
despite the limitation of card transaction data that are statistically processed to protect
personal information. Also, they outperform other baseline methods in experiments
with real-world huge card transaction data.

– We address the absence of rating scores by introducing Doc2Vec techniques with-
out a specific method. Compared with other baseline approaches based on the RFM
method of converting transaction data to rating scores, the proposed methods have
better performance even on the evaluation methodology that could be favorable to the
approaches.

– In our methods, it is competent to model the preferences of user groups and spatial
information simultaneously. Also, it positively influences on recommendation perfor-
mance, as demonstrated by comparing the methods with recommendation approaches
based on Word2Vec techniques.

It is worth mentioning that the proposed methods can be directly applied to raw card
transaction data for recommending items to individuals.

2. Related work

2.1. Tourism recommender systems

The tourism industry has grown on a large scale in the past decades, and numerous tourist
services have been provided physically and virtually. However, the more significant num-
ber of service providers, the more difficult it is to identify and select a suitable tourist
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item. To reduce the efforts, tourists need to find a tourist item appropriate to their in-
terests. Recommender systems provide items by analyzing tourists’ preferences to help
them [8,14,9]. In the literature, there are four base recommendation approaches in the
tourism industry: content-based, collaborative filtering, domain-specific, and hybrid ap-
proaches [22,8]. The content-based approach uses the features of items and users and cal-
culates their similarities to make recommendations. The collaborative filtering approach
uses users’ past preferences who share similar interests to decide which items to recom-
mend [22]. The domain-specific approach uses various additional information to enhance
recommendations such as context, time-sensitive, location, social information, etc [8].
The hybrid method combines these approaches to overcome drawbacks and achieve high
recommendation performance [22].

Al-Ghosseinet al. [1] proposed a cross-domain recommender system to address the
sparsity problem in hotel recommendations. Their basic idea is that users generally select
a destination to visit and then look for a hotel. Therefore, their system considers location-
based social networks to learn mobility patterns from hotel check-in data and uses the
patterns to recommend hotels. To do this, the authors map items and users from both do-
mains based on a number of observations and learn preferences for regions and hotels. The
results are then combined to perform the final recommendation using Bayesian person-
alized ranking. Hong and Jung [16] developed a multi-criteria recommendation method
to recommend restaurants. They consider tourists’ nationality as spatial information. A
tensor model, which keeps the correlation between its dimensional factors, is exploited
to simultaneously model user preferences for multi-criteria, spatial and temporal infor-
mation. Higher Order Singular Value Decomposition (HOSVD) predicts multiple ratings
depending on the spatial and temporal information. The authors analyzed the influences
of multiple ratings as well as spatial and temporal information on recommendation perfor-
mance and revealed the positive efficacy of the factors. A framework, namely, filter-first,
tour-second (FFTS), was proposed for addressing complex selection and producing rec-
ommendations on a multi-period personalized tour [19]. It considers mandatory Points of
Interest (POIs) as well as optional points that tourists optionally visit. The optional points
are filtered using an item-based collaborative filtering approach and users’ online data.
And then, the daily tours are built based on an iterated tabu search algorithm. Pessemier
et al. [27] developed the hybrid approach that combines a content-based method han-
dling sparse data, collaborative filtering introducing serendipity, and a knowledge-based
approach for pre-filtering, in order to recommend tourist destinations to user groups by
aggregating individual recommendations. The authors adopted users’ rating profiles, per-
sonal interests, and specific demands to provide next destinations. Casillo et al. [7] pro-
posed a knowledge-based approach to search for and recommend tourism services within
a knowledge base, which are generated by considering user, context, and service, to indi-
viduals. The platform consists of three different points of view, such as the representation
of the context, data management & organization, and inferential engines. An oriented and
labeled graph model for the representation of Web resources was used.

Unlike the related work mentioned above, except for the last work [7], our approach
recommends tourism business services to a user group who visits a specific location. To
the best of our knowledge, there were few studies to recommend tourist services in the
tourism domain. Similar to the tensor model above-mentioned, we reflect spatial informa-
tion into modeling user preferences at the same time by using the Doc2Vec technique and
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consider it in recommendation procedures (i.e., content-based, collaborative filtering, and
hybrid approaches).

2.2. Recommendation with word embedding

In the above-mentioned four approaches, there are various methods to make a recom-
mendation, such as a matrix factorization and neural networks. The matrix factorization-
based method has been generally applied to real-world recommendation applications due
to its high performance, while recently neural networks-based recommender systems have
gained considerable interest by overcoming obstacles of conventional models and achiev-
ing high recommendation quality [30]. Similar to matrix factorization methods, neural
networks-based word embedding techniques from the field of natural language process-
ing field learn low-dimensional vector space representation of input elements [25]. The
word embedding learns linguistic regularities and semantics from the sentences and rep-
resents the words by vectorized representations [24]. Recently, some of the recommenda-
tion methods [24,26,4] used techniques from Word2Vec to represent text-based features,
and some of the recommendation algorithms [25,13] applied the techniques to represent
items.

Musto et al. [24] empirically compared three word embedding techniques such as
Latent Semantic Indexing, Random Indexing, and Word2Vec, on a content-based recom-
mendation. Authors evaluate their methods on MovieLens and DBbook datasets. They
map items to textual contents using Wikipedia and use the texts to make recommenda-
tions. Also, they aggregate the document representation of items a user liked for generat-
ing the user’s profile. By exploiting classic similarity measures, available items are ranked
according to their descending similarity with respect to the user profile, and top-k items
are provided. Baek and Chung [4] developed a multimedia recommendation method us-
ing Word2Vec-based social relationship mining. They extract sentiment words from the
metadata of multimedia content in TMDb (The Movie Database) and the users’ social
stream comments about movies. The words are classified through SVM (Support Vector
Machine), and Word2Vec techniques are then applied to represent sentiment words into
quantifiable vectors. The vector representations of words are used to find a social rela-
tionship. They also establish a similarity and trust relationship between users in order
to the precise and reliable recommendation of content fitting a user’s tendency. Ozsoy
[25] also applied the well-known techniques of Word2Vec to recommendation systems.
Unlike the above-mentioned work that directly apply the Word2Vec techniques on the
textual contents to recommend items, the author uses the techniques to model non-textual
contents, the check-ins, for venue recommendation to individual users. In order to model
user preferences into a continuous vector representation, the item list in users’ visit history
is taken sentences into account. Three recommendation algorithms are proposed based on
similarities between users and items from the vector representations for users and are
evaluated with the Checkin2011 dataset. Esmeli et al. [13] proposed a session-based rec-
ommendation using Word2Vec to recommend products. They create product sequences
by different session positions and apply the skip-gram method of Word2Vec techniques
to calculate similarities between products. Also, they use class imbalance techniques (i.e.,
synthetic minority over-sampling and under-sampling) to obtain better recommendation
performance. They evaluate the proposed method on the RetailRocket dataset.
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Like the last two studies, we also consider the lists of items (i.e., tourism business
services in card payment transaction data) as sentences to calculate similarities between
user groups and the items. In this study, to recommend appropriate services to a user group
that visits a specific location, we use the Doc2Vec techniques to reflect spatial information
(i.e., tourist destinations) and consider the spatial information in the procedure of mak-
ing a recommendation list also. The next sections explain how to model card payment
transaction data using the techniques and use the trained model in the recommendation
process.

3. Modeling card transaction with Doc2Vec

Our objective is to provide top-k tourism services for which a target user group prefers
to expenditure, when the group visits a specific destination. In this paper, we use the
Doc2Vec techniques namely PV-DM (Distributed Memory version of Paragraph Vector)
and PV-DBOW (Distributed Bag of Words version of Paragraph Vector). We used them
since they are the primary and initial Doc2Vec techniques. This section briefly introduces
the techniques and explains how to model the card transaction data using the methods to
achieve the objective.

Doc2Vec techniques were proposed by Mikilov and Le in [20] to create a numeric
document representation, regardless of length. It extends the Word2Vec techniques intro-
duced by [23] to go beyond word level to achieve phrase-level or sentence-level repre-
sentations. It contains two techniques that produce distributed word representations (i.e.,
word embedding). The representation expresses a word in low dimensional space and
carries the semantic and syntactic information of terms and documents [21]. As shown

Fig. 1. Doc2Vec techniques

in Fig. 1, the PV-DM technique considers the concatenation of the paragraph vector with
the word vectors to predict the next word in a text window, and it is similar to the CBOW
(Continuous Bag Of Words) of Word2Vec. While, PV-DBOW predicts the words in a
small window, like the skip-gram technique of Word2Vec. The latter one is faster and
consumes less memory since there is no need to save the word vectors [20].

We use the Doc2Vec techniques to model card payment transaction data and propose
three recommendation methods based on the models trained by the techniques. There-
fore, our approach consists of the following two steps. First, the card transaction history
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is modeled using the Doc2Vec techniques to represent user groups, business services,
and locations as numeric vector representations. The outputs are then used to recommend
tourism business services to a user group when they visit a specific destination. This sec-
tion explains the first step. We use the Doc2Vec techniques implemented in the Gensim
toolbox 3. It creates an internal dictionary that holds words and their frequencies, and
trains a model using the input data and the dictionary. Its outputs are the vector represen-
tations of words and paragraphs. In this paper, the vector representations are considered
as the features of user groups, services, and locations.

To model the service usage history of user groups from card transaction data, we gen-
erate a list of tourism business services that a user group has used in a specific destination.
Destination information is added as a document tag to the list of sentences consisting of
words. Therefore, the input data for Doc2Vec techniques indicate the documents, tagged
by locations, containing the service usage history of user groups. In Fig. 2, the similarity
of input data in the Doc2Vec techniques and recommendation systems is presented con-
ceptually. Fig. 2a presents four sentences in two documents together with the vocabulary

(a) Document-Sentence-word data (b) Location-user-service data

Fig. 2. Data examples for Doc2Vec and recommendation

list (dictionary). Similarly, four user groups and the lists of business services, which the
groups paid at two specific destinations, are presented in Fig. 2b. Similar to the example
in the left figure, it is possible to create a list of services for a user group that visited
a specific location. Consequently, both examples are represented as vectors started with
sentence and user group identifications followed by word or service ones. The service
order is equal to the usage sequence of a user group. Each vector as an input one is added
a corresponding document or location tag. Inspiring from [25], the lists of items (i.e.,

3 https://radimrehurek.com/gensim/models/doc2vec.html

https://radimrehurek.com/gensim/models/doc2vec.html


Tourism Recommendation based on Word Embedding... 917

services), user groups, and locations are used together as the input data of Doc2Vec tech-
niques. As a result, their vectors are obtained separately and are able to be utilized to de-
cide on which element (i.e., a service, user, or destination) is contextually closer to which
elements. Accordingly, documents are abstractly separated into sentence and user group
levels. Consequently, input data for the Doc2Vec techniques are constructed by sentences
and user groups. Finally, elements’ representation vectors trained by Doc2Vec techniques
contain n real numbers as shown at the bottom of Fig. 2. Fig. 3 presents the output of
PV-DM technique on the data example given in the above figure. To plot, the output vec-
tor representations with n dimension (i.e., the feature parameter above-mentioned) were
converted into two dimensions using principal component analysis. In Fig. 3a, the output

(a) Document-Sentence-word vector (b) Location-user-service vector

Fig. 3. Vector representation of data examples for Doc2Vec and recommendation

for document-sentence-word data is shown. According to this figure, the relations among
documents, sentences, and words are captured. Note that we add the sentence IDs at the
first position of input data to obtain the relations of the sentences with other elements,
as shown in Fig. 2. For instance, while the “king” and “his” are closer to the document
“d0” and sentences “s0” and “s1”, the word “queen”, “her”, and “went” are closer (i.e.,
more related) to the document “d1” and sentences “s2” and “s3”. Remind that these words
are seen only in these each document and corresponding sentences. The “walked”, “to”,
and “garden” are closer (more related) to each other and located in the middle of both
documents since they appear in the documents. These results indicate that the PV-DM
technique is able to capture the relations between these documents, sentences, and words.
In Fig. 3b, the output for location-user-service data is presented. From the figure, relations
among the elements are able to be observed. For example, services “ser0” and “ser6” are
represented closer to user groups “u0” and “u1” respectively and located nearby location
“l0”. The user groups utilize the “ser0” and “ser6” at the location “l0”. Other examples
are the relations among services. The “ser2” and “ser3” are closer and are always used
together in the input data, even in different locations.
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4. Recommendation using vector representation

The Doc2Vec techniques provide elements in vector space where similar elements are
located closer to each other, as presented in the previous section. We apply the results to
three recommendation algorithms.

K-nearest business-based method (KNB) belongs to the content-based recommen-
dation approach. In the traditional approach, item features are used to recommend other
items similar to what a user likes. Therefore, we calculate the similarity between a target
user group, a specific destination, and services using the vector representations resulting
from Doc2Vec. Cosine similarity allowed by the Doc2Vec of the Gensim library is used.
As a result, the most similar k services to the target user group and the destination are
recommended to the group. Algorithm 1 presents these processes. For instance, given the

Algorithm 1: K-nearest business-based recommendation
Data: Vector representations for services S, a user group Ui, and a destination Lj

Result: List I of top-K services

1 Set K for # of recommendation
2 Initialize an empty lists I with the length K and Is with the length S
3 Calculate a simple mean Tij of the projection weight vectors of the Ui and Lj

4 for k = 1 to the length of S do
5 Calculate cosine similarity cosijk between Sk and Tij and append it into the Is
6 end
7 Sort the list Is in descending order with keeping indexes
8 Put the K services corresponding first K elements’ indexes from the Is into the I
9 Return I

vectors presented in Fig. 3b, assume that we want to offer two services that are not used
by the user group “u0”. The most similar services to the user group are “ser5” and “ser9”
except for the services already used by the group, so these services are recommended to
the target user group. Note that the services used by a user group in past are provided in
real, since a user group often uses a business service again.

N-nearest users method (NNU) applies the traditional user-based collaborative filter-
ing approach to the vector representations modeled in the previous step. In the traditional
approach, first, the most similar users (neighbors) to a target user are found, and the items
preferred by the neighbors are provided to the target user. Similar to the approach, we first
decide on N neighbors using the similarities among vector representations of a target user
group and a specific location (i.e., similar neighbors visited the location). The services
previously used/preferred by the neighbors are then collected. Finally, top-k services are
selected to recommend by summing up the neighbor votes, as shown in Algorithm 2. For
example, using the example presented in Fig. 2b, assume that we want to recommend two
services to the user group “u3” visited at the location “l0”, by using two neighbor groups.
According to vector representations in Fig. 3b, the most similar user groups, “u0” and
“u1”, are selected as the neighbors. The service “ser1” previously visited by both of the
groups and another service chosen randomly among the services utilized by “u0” or “u1”
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(i.e., “ser0”, “ser2”, “ser3”, “ser4”, “ser5”, “ser6”, and “ser9”) are recommended to the
target user group “u3” located at the “l0”.

Algorithm 2: N-nearest users-based recommendation
Data: Vector representations of user groups U and a destination Lj , use history H
Result: List I of top-n services

/* Define variables */

1 Set N for # of neighbor groups and K for # of recommendation
2 Initialize an empty lists NU with the length N and NUs with the length U
3 Initialize an empty list I with the length K
4 Calculate a simple mean vector Tij of the target user group Ui and Lj

/* Calculate cosine similarity for neighbor groups */

5 for k = 1 to the length of U do
6 if k ̸= i then
7 Calculate cosine similarity cosijk between Uk and Tij

8 Append the cosijk into the list NUs

9 end
10 end

/* Make top-N neighbor group list */

11 Sort the list NUs in descending order with keeping indexes
12 Put the first N elements’ indexes from the NUs into the NU

/* Collect services used by the neighbor groups */

13 for k = 1 to N do
14 Append services used by NUk from H into service pool list Itemp
15 end

/* Get top-K services by summing up the votes of the neighbor

groups */

16 Sort the list Itemp by service frequency in descending order and remove duplicates
17 Put the first K services from the Itemp into the I
18 Return I

N-nearest users and k-nearest business method (NKB) is a hybrid method of the
previous two methods. In NKB, N neighbor groups are first found by using the vector
representations of a target user group and a specific location. And then, we search for
the top-k services that are the most similar to the combination of the user groups, which
consist of the target group and the neighbor groups, and the location. The collected top-k
services are recommended to the target user group visited at the location, as shown in
Algorithm 3. For example, assume that we want to recommend three services to the user
group “u0” visited at the location “l0” using a single neighbor. The user group “u1” would
be selected as the neighbor based on the vector similarity. The three most similar services
to the user groups “u0” and “u1” as well as location “l0” are “ser0”, “ser1”, and “ser6”.
These three services are provided to the target user group “u0” visited the location “l0”
by the NKB method.

Our methods can handle the cold-start problem for new user groups that have never
used any services in our system since the Doc2Vec techniques also result in vector repre-
sentations of locations, as shown in Fig. 3b. For instance, when a new user group requests
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to recommend services in a specific location, our methods can find services with the most
similar vector representations to the location’s vector representation or search for neigh-
bor groups based on their vector representations.

Algorithm 3: N-nearest and k-nearest business-based recommendation
Data: Vector representations of user groups U and a destination Lj , use history H
Result: List I of top-n services

/* Define variables */

1 Set N for # of neighbor groups
2 Set K for # of recommendation
3 Initialize an empty lists NU and NUs with the length N
4 Initialize an empty lists I with the length K and Is
5 Calculate a simple mean vector Tij of the target user group Ui and Lj

/* Calculate cosine similarity for neighbor groups */

6 for k = 1 to the length of U do
7 if k ̸= i then
8 Calculate cosine similarity cosijk between Uk and Tij

9 Append the cosijk into the list NUs

10 end
11 end

/* Make top-N+1 neighbor group list including the target user group

*/

12 Sort the list NUs in descending order with keeping indexes
13 Put the vectors corresponding first N elements’ indexes from the NUs into the NU
14 Put the vectors of user group Ui into the neighbor list NU
15 Calculate a simple mean vector Tj of the user groups in NU and location Lj

/* Calculate cosine similarity for services */

16 for m = 1 to the length of S do
17 Calculate cosine similarity cosjm between Sm and Tj

18 Append the cosjm into the list Is
19 end

/* Get top-K services based on vector similarity */

20 Sort the list Is in descending order with keeping indexes
21 Put the K services corresponding first K elements’ indexes from the Is into the I
22 Return I

5. Experimental design

5.1. Dataset

To evaluate the proposed recommendation methods, we use a transaction dataset of credit
and debit cards from Shinhan card, one of the major card companies in the Republic of
Korea. The dataset consists of transaction logs that happened on Jeju island, one of the
most famous tourist attractions in the country. It contains 19,648,116 card transactions. As
mentioned above, all identifiable personal data were statistically processed to make them
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anonymous by considering GDPR. Accordingly, there are 1,260 user groups categorized
by gender, age groups, habitation cities, nationalities, and time periods of card usage, as
listed in Table 1. Tourism services categorized by KSIC (Korea Standard Industry Code4),
based on the International Standard Industrial Classification (ISIC) adopted by the UN,
are taken into account. Thereby, 413 services related to the tourism domain are selected,
such as retail, wholesale, accommodation, restaurant, and transport businesses. Also, we
have 79 destinations since all card transactions in the dataset happened in Jeju and Seog-
wipo tour cities. Finally, we use around fifteen million transaction data and split it by an
80-10-10 ratio for training, validation, and test sets, respectively. For the recommendation
methods based on the techniques of Word2Vec and Doc2Vec, we obtained 60,410 and
47,847 sentences as training and validation sets.

Table 1. Statistic information of preprocessed dataset
Feature Number Feature Number

# of transaction group 14,673,210 # of user groups 1,260
# of training set 11,738,568 # of tourism business services 413
# of validation set 1,467,321 # of destination 79
# of testing sets 1,467,321

5.2. Evaluation measure

This section introduces a segmentation technique used in the marketing field, namely
RFM, to convert card payment transactions into rating scores that make the comparison
of the proposed methods with other baseline approaches feasible. In other words, baseline
methods are based on the rating scores to recommend items, unlike the proposed methods.
Also, several measures to evaluate them on top-N recommendation are explained.

Inspiring by [29], the RFM method which, is an instrument for analysis in market-
ing, is used along with k-means clustering technique to determine the ratings. The RFM
indicates recency, frequency, and monetary defined as follows:

– Recency is calculated by R = M + (12× (Y − Yb)).
– Frequency presents the number of transactions per user group.
– Monetary means the total amount of transaction per user group.

For the recency factor, Yb and Y indicate the initial year of transactions contained in our
dataset and the year of the corresponding transaction of each user group, respectively. We
set Yb = 2012 since our dataset contains card payment data occurred from 2012 to 2019.
To combine these three features, we use different weights according to their significance
level. We set the weights of recency, frequency, and monetary as 1, 2, and 4, by following
[29]. As presented in Algorithm 4, we generate ratings as labels for each transaction that
is statistically processed to protect personal information. First, we remove the top 1%

4 KSIC: http://kssc.kostat.go.kr/ksscNew_web/ekssc/main/main.do

http://kssc.kostat.go.kr/ksscNew_web/ekssc/main/main.do
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Algorithm 4: Calculation ratings by RFM method
Data: Transaction data T , feature weights
Result: Labeled transaction data T̂

1 Copy data from T to T̂
/* Set the number of clusters */

2 Set k = 5
3 Remove top 1% records for frequency and monetary features
/* Get labels for each feature */

4 for Each feature (i.e., recency, frequency, and monetary) do
5 Run k-means clustering with k to get initial labels
6 Reorder the labels based on the clusters’ mean values by ascending order
7 Add the weighted label into T̂

8 end
/* Calculate ratings with features’ labels */

9 Run k-means clustering with k for three feature labels to get final labels
10 Reorder the final labels based on the clusters’ mean values by ascending order
11 Add ratings into T̂

12 Remove the labels for the three features from T̂

13 Return T̂

records as outliers or genuine bulk buyers. For each feature above, we then get labels
using the k-means clustering method, implemented in the Sklearn Python library5, with
the cluster number k. We set k as 5 to generate rating scores scaled from 1 to 5 by the
above RFM method. The labels resulted by the clustering are reordered by the periods of
clusters’ mean values with ascending order. To merge the feature labels, we multiply them
with corresponding weights. Finally, k-means clustering is conducted with the weighted
three features’ labels (i.e., multiple feature clustering), and the final labels are reordered
to obtain ratings of each transaction.

Since the rating scores are artificially made by the RFM method, we utilize the rank-
based evaluation measurements instead of the RMSE and MAE that are directly based
on the artificial scores. Among evaluation measures used in this paper, first of all, we
introduce MRR (Mean Reciprocal Rank) defined by

MRR(U) =
1

|U |
∑
u∈U

1

ku
, (1)

where U and ku indicate a set of users and a rank of the first relevant item for a user
u. This measure is simple to compute and easy to interpret. Also, it focuses on only a
single item from the list since it puts a high focus on the first relevant element of the list.
Although this might not be a good evaluation metric for users who want a list of related
items to browse, we consider it since a small number of services are in general used by
tourists in the tourism industry, as shown in Table 2. In the table, we can see more 30%
user groups used less than five services.

5 https://scikit-learn.org/stable/modules/generated/sklearn.cluster.
KMeans.html

https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
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Table 2. Percentages of travelers by the number of used services
# of used services < 5 < 10 < 20 < 30 < 40 < 50 50 >=

Percentage 33.31 19.25 18.78 10.34 6.71 4.20 7.41

To consider multiple relevant items, we use MAP@k, which is the mean of AP@k,
which calculates an average P@k for a user, for all the users. And, P@k measures the
relevance of items on k recommended items and is defined as follows:

P@k =
|R|
k

, (2)

where R refers to relevant items on top-k item list. It is a simple way to know the fraction
of relevant items that are good. However, MAP@k is unable to consider the recom-
mended list as an ordered list, since P@k treats all the errors in the recommended list
equally.

Therefore, we use mAP (Mean Average Precision). Unlike the above AP@k,
AveP@k has the ability to reflect the order of a recommendation list. The mAP is the
average of the AveP@k that is defined by

AveP@k =
1

|R|

k∑
i

P@i× rel@i, (3)

where R refers to relevant items on top-k item list, and P@i indicates precision at i.
The rel@i is a relevant function that returns 1 if the item at rank i is relevant and 0
otherwise. This measure is able to handle the ranks of lists recommended items naturally
and shines for binary (relevant/non-relevant) ratings. However, it is still not fit for fined-
grained numerical ratings.

In this regard, we also consider NDCG (Normalized Discounted Cumulative Gain),
which is able to use the fact that some items are more relevant than others. In other words,
highly relevant items should come before medium relevant items, which should come
before non-relevant items. This metric is calculated by DCGk and IDCGk defined as
follows:

DCGk =

k∑
i=1

2reli − 1

log2(i+ 1)

IDCGk =

|RELk|∑
i=1

2reli − 1

log2(i+ 1)

nDCGk = DCGk/IDCGk,

(4)

where reli is the graded relevance of the results at position i (i.e., gain), and RELk refers
to a list of relevant items ordered by their relevance up to top-k. Also, the logarithmic
reduction factor is added to penalize the relevance score proportionally to item positions.

5.3. Baseline and variant methods

This section introduces baseline approaches compared with our methods in this study.
The baselines consist of two approaches [25,29]. It is difficult to directly apply traditional
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rating-based methods to the card transaction data since the card payment dataset does not
include rating information. Therefore, [29] exploited the RFM method to create the rat-
ings of users’ transaction groups and applied the collaborative filtering methods. We com-
pare our methods with the approach using GSVD, SVD, and NMF. The author utilized
GSVD and SVD in [29]. We call them GSV DRFM , SV DRFM , and NMFRFM . Note
that we only use the RFM method described in Algorithm 4 to compare our methods with
the baselines, not to make recommendations. Another approach in [25] uses Word2Vec as
mentioned in Section 2.2. The author proposed three techniques as content-based, collabo-
rative filtering, and hybrid-based recommendations. These methods are named KNIW2V ,
NNW2V , and KIUW2V . We use these techniques to show the effectiveness of consider-
ing location information on a top-k recommendation. Note that we only considered the
skip-gram technique of Word2Vec due to its better performance on our dataset.

Furthermore, we evaluate the proposed methods’ variants to reveal the effectiveness
of location information in both the Doc2Vec-based data modeling and the top-k recom-
mendations. We proposed three algorithms in Section 4. Also, two Doc2Vec techniques
(i.e., PV-DM and PV-DBOW) are used to model data, and we add prefixes DM and DB

for the techniques, respectively. Additionally, location information is considered in only
data modeling based on Doc2Vec or in the processes of modeling data and making rec-
ommendations. These are distinguished by using prefix m and b. For example, DM-based
NNU with location information for both is annotated as NNUDMb

.
We implemented all the above methods using Python and evaluated them in the same

experimental environments with the same data sets. First, the validation and test sets were
used to determine optimal parameters for each method in a grid search fashion. Using the
optimal parameters, we trained the models of all the methods on the training set. Finally,
the experimental results on the test set represented in the next section were obtained.

6. Evaluation and discussion

6.1. Comparison of variants

This section evaluates the variants of proposed methods to comprehend the effectiveness
of considering location information in modeling and recommendation processes.

Several parameters affect data modeling and result in recommendation performance.
These parameters are based on the Gensim toolbox implementation. In this paper, only
four parameters are set to a different value from the default in the toolbox. The rest of the
parameters are set as the same as presented on the Gensim web page6. The details of the
parameters and how we tune them are as follows:

– min count ignores the items whose frequency is less than it. Data in recommender
systems is very sparse and contains many items observed only a few times in general.
To prevent the loss of these items, we set this parameter as one during our experi-
ments.

– vector size represents the dimension of representation vectors, and its default is 100.
We empirically set it to different values in the range of [5:50] with 5 increments.

6 https://radimrehurek.com/gensim/models/doc2vec.html

https://radimrehurek.com/gensim/models/doc2vec.html
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– window assigns the maximum distance between the current and predicted words. It
should be large enough to recognize the semantic relationships between words. We
test this parameter with different values in the narrow range of [2:20] with 2 incre-
ments.

– epochs parameter indicates the number of iterations on modeling input data, and its
default is 10. In our experiments, it sets to various values in the range of [5:50] with
5 increments.

We conducted a grid search for all their combinations on validation and test sets to find
an optimal set of these parameters for each variant. Table 3 lists the performance results
and optimal parameter settings of the variants based on the models trained by Doc2Vec
techniques. According to Table 3, it can be aware that considering the location information

Table 3. Performance results of variants with optimal parameters
Variants MAP@10 mAP@10 mNDCG10 MRR@10 Optimal setting

KNBDMm 0.0495 0.0159 0.0495 0.1330 V: 5, W: 10, E: 10
NNUDMm 0.1868 0.1034 0.2269 0.6071 V: 20, W: 10, E: 10
NKBDMm 0.0482 0.0160 0.0493 0.1355 V: 5, W: 10, E: 10

KNBDBm 0.0124 0.0023 0.0095 0.0179 V: 50, W: 2, E: 25
NNUDBm 0.1853 0.1086 0.2270 0.5902 V: 10, W: 8, E: 15
NKBDBm 0.0100 0.0016 0.0087 0.0152 V: 50, W: 6, E: 25

KNBDMb 0.1374 0.0588 0.1408 0.3072 V: 40, W: 8, E: 15
NNUDMb 0.2843 0.2009 0.3748 0.9287 V: 20, W: 4, E: 5
NKBDMb 0.1180 0.0504 0.1225 0.2794 V: 40, W: 8, E: 15

KNBDBb 0.0647 0.0199 0.0639 0.1709 V: 50, W: 10, E: 15
NNUDBb 0.2673 0.1816 0.3539 0.9231 V: 10, W: 8, E: 25
NKBDBb 0.0461 0.0132 0.0446 0.1213 V: 5, W: 10, E: 8

a V, W, and E indicate parameters vector size, window, and epoch.

in both modeling data and making recommendations has a lot of improvements from
applying only in data modeling.

In terms of Doc2Vec techniques, when we consider location information in only data
modeling, data modeling based on PV-DM has more positive influences than that of PV-
DBOW. These results are more clear when we compare it with those of the KNIW2V ,
NNW2V , and KIUW2V in Table 5. The variants considering the spatial information
in only modeling recommend services based on vector representations of user groups
like the baseline methods. We use Doc2Vec techniques to model users’ preferences and
spatial information simultaneously, but the models in [25] consider only users’ pref-
erences based on the techniques of Word2Vec. The KNBDMm

and NKBDMm
have

better performance than the KNIW2V and KIUW2V , while the performance results of
the KNBDBm

and NKBDBm
are worse than them (refer to Table 5). In fact, these

results are related to the Doc2Vec implementation of Gensim toolbox. The PV-DBOW
trains only document vectors with the default setting for dbow words, and it means that
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the KNBDBm
, NNUDBm

, and NKBDBm
may be unable to appropriately consider

the individual history of user groups on the recommendation process. As a result, they
show lower performance than the KNBDMm

, NNUDMm
, and NKBDMm

, respectively.
Even though we had actually evaluated the PV-DBOW with dbow words = 1, which set
the technique works in the skip-gram fashion, we couldn’t discover remarkable perfor-
mance differences. Therefore, we presented the performance results based on the pure
PV-DBOW technique in this paper. However, the KNBDBb

, NNUDBb
, and NKBDBb

considering the location information in both procedures are superior to the KNIW2V ,
NNW2V , and KIUW2V . It implies that considering location information in tourism ser-
vice recommendations is important. Regarding recommendation algorithms, all methods,
regardless of Doc2Vec techniques and the consideration of location information, show
similar trends of performance results. The NNU methods are superior to the others in all
evaluation metrics, and the KNB methods perform better than the NKBs. We carefully
guess that the reason is caused by the construction process of input data to model card
transaction data. Because a user group’s identification locates as the first term in the in-
put, the services placed at the beginning have similar vector representations with the user
group due to the principle of Doc2Vec techniques. Consequently, KNB, which directly
searches for similar services with a target user group, could have a severe bias between
services according to their locations in the input data. It also happens to the NKB. Ac-
cordingly, we select the NNUDMb

and NNUDBb
to compared with baseline methods in

the next section.
To comprehend the effects of three parameters for Doc2Vec techniques on top-10 rec-

ommendations, this section evaluates the proposed methods
(i.e., NNUDMb

and NNUDBb
) by changing the Doc2Vec parameters in the correspond-

ing ranges mentioned above. While repeating the different ranges of one parameter, the
others are fixed to constant values. Figures 4a and 4b show the performance of NNUDMb

and NNUDBb
by parameter value. NNU methods seem to be not affected by the three

S
=

5
S
=

1
0

S
=

1
5

S
=

2
0

S
=

2
5

S
=

3
0

S
=

3
5

S
=

4
0

S
=

4
5

S
=

5
0

W
=

2
W

=
4

W
=

6
W

=
8

W
=

1
0

W
=

1
2

W
=

1
4

W
=

1
6

W
=

1
8

W
=

2
0

E
=

5
E

=
1
0

E
=

1
5

E
=

2
0

E
=

2
5

E
=

3
0

E
=

3
5

E
=

4
0

E
=

4
5

E
=

5
0

0.0

0.1

0.2

0.3

0.4

MAP@10 mAP@10 nDCG10

0.9

1.0

MRR@10

(a) Performance result of NNUDMb
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Fig. 4. Performance results of NNU

parameters unlike the other variants in our preliminary results (omitted due to limited
space). To clearly reveal the effects of these parameters on these methods, we analyzed the
correlation between the parameters and performance, as listed in Table 4. The correlations
indicate that the increase of vector size and window parameters positively affects while
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Table 4. Correlation analysis between parameters and performance for NNUs
NNUDMb v size window epoch NNUDBb v size window epoch

MAP@10 0.535 0.612 -0.903 MAP@10 -0.695 -0.160 -0.229
mAP@10 0.267 0.709 -0.879 mAP@10 -0.700 -0.068 -0.023
MRR@10 0.552 -0.076 -0.752 MRR@10 -0.789 -0.086 -0.134
mNDCG10 0.393 0.611 -0.897 mNDCG10 -0.712 -0.104 -0.093

the epoch increment has a negative influence on the recommendation performance of the
NNUDMb

method. Whereas, in the case of NNUDBb
method, the increments of all the

parameters result in worse performance. Indeed, we observed that the proposed methods
based on the PV-DM technique are positively affected by the increment of the vector size
and window parameters, while the proposed methods based on PV-DBOW have mostly
negative influences by the increase of all three parameters. However, as shown in the ex-
perimental results of previous sections, we need to explore the parameter combinations
rigorously to set the optimal one. According to Figure 4 and the results discussed above,
the NNU methods have the best performance in general. Consequently, we select the
NNUDMb

and NNUDBb
to compared with baseline methods in the next section.

6.2. Comparison with baselines

In this section, we compare the performance results of the two NNU methods based on
the pre-trained card transaction data (i.e., the representation vectors of users and items, lo-
cations) and the baseline approaches mentioned in Section 5.3. Table 5 presents their per-
formance on various top-k recommendations. The bold and italic font styles indicate the
first and second-best performance. According to this table, the proposed methods are su-

Table 5. Performance results of the proposed and baselines methods

Methods
Top-10 Top-5 Top-2

MA mA mN MR MA mA mN MR MA mA mN MR

GSV DRFM 0.170 0.106 0.214 0.529 0.137 0.262 0.093 0.165 0.117 0.190 0.101 0.117
SV DRFM 0.131 0.082 0.176 0.492 0.125 0.239 0.087 0.150 0.097 0.164 0.083 0.106
NMFRFM 0.107 0.059 0.135 0.378 0.072 0.233 0.053 0.094 0.091 0.165 0.085 0.105
KNIW2V 0.029 0.007 0.023 0.042 0.008 0.014 0.003 0.007 0.003 0.004 0.002 0.003
NNW2V 0.124 0.072 0.148 0.355 0.084 0.211 0.061 0.101 0.079 0.121 0.074 0.086
KIUW2V 0.032 0.008 0.028 0.070 0.010 0.038 0.008 0.014 0.017 0.033 0.017 0.020
NNUDMb 0.284 0.201 0.375 0.929 0.366 0.265 0.426 0.862 0.294 0.277 0.341 0.535
NNUDBb 0.267 0.182 0.354 0.923 0.274 0.224 0.363 0.841 0.292 0.276 0.339 0.534

a MA, mA, mN , MR refer to the MAP , mAP , mNDCG, and MRR, respectively.

perior to the other baselines in most performance measures. Interestingly, the Word2Vec-
based approaches (i.e., KNIW2V , NNW2V , and KIUW2V ) show worse performance
than the other baseline methods. These results might be because of the adopted eval-
uation methodology. It is based on the RFM, which makes it possible to work matrix
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factorization-based collaborative filtering approaches on card payment transaction data,
and is used to obtain a ground truth set. In other words, the methodology could be favor-
able to the RFM-based methods (i.e., GSV DRFM , SV DRFM , and NMFRFM ). Despite
this, the proposed methods NNUDMb

and NNUDBb
outperform the other methods. It

indicates that our methods can adequately model the card transaction data by considering
the spatial information and to make appropriate recommendations to a user group that
visited a specific location.

In terms of evaluation measurements, the MRR results of the proposed methods on
top-10 recommendations are around 0.9, which has a large difference from the results in
other measures. Considering the MRR’s evaluation purpose focusing on only a single
item, we can see that the proposed methods have quite high performance to recommend
the next service that can be used by a target user group at a specific location. Additionally,
the second high performance of proposed methods is mNDCG for top-k recommenda-
tions. It means that the NNUDMb

and NNUDBb
using the vector similarity trained by

Doc2Vec techniques work well in a graded rating fashion.
Let’s discuss the results in terms of top-k recommendations (i.e., the number of recom-

mended items). With the more decrease of k, the performance of the baseline approaches
is worse, except for in mAP . The MRR shows a larger decrement than the other mea-
surement in the baselines, while our methods have relatively smaller decrements in the
measurement. The methods’ MRR performance is higher than 53% on the top-2 recom-
mendation. These results emphasize the potential capability of our methods for a next
service recommendation which can be used in many recommendation purposes such as
tour planning, dynamic recommendation, and so on. Interestingly, the proposed methods
show slightly higher performance in the mAP when it recommends the smaller numbers
of business services. Furthermore, except for MRR, the performance decrements of the
proposed methods are in general smaller than those of the other approaches. These results
imply that the proposed methods provide services with more proper ordering regardless
of the number of recommended services than the others.

7. Conclusion

Millions of card transactions, which eventually reflect tourist consumption behaviors and
patterns, generate a massive volume of big data in tourism. However, it is difficult to
directly apply the available data to recommender systems since the huge amount of data
contains generally implicit preferences of the tourists. Furthermore, the row data of card
payment transactions, which contain personal information, may not be available in terms
of GDPR. In addition to these, it is important to properly reflect a spatial factor in tourism
recommender systems.

To address these challenges, we propose tourism service recommendation methods
based on Doc2Vec techniques, a set of well-known methods from the natural language
processing domain, for a target user group visiting a specific location. In order to model
the card transaction data statistically processed to protect personal information, the tech-
niques train a model on the service usage history of user groups along with spatial in-
formation. The vector representations are then used in three recommendation methods to
make recommendations by considering the location information.
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Experiments on around fourteen million statistical card transaction data demonstrated
that the proposed recommendation methods outperform other baseline methods. In par-
ticular, comparing the proposed methods with other baselines emphasized the positive
influences of spatial information on recommendation performance. Furthermore, these
methods showed the capability to deal with various top-k recommendations without high
decrements in recommendation performance than the other compared approaches. In ad-
dition to these, the proposed methods are able to recommend business services to new user
groups whose data does not exist in the dataset and are directly applied to raw transaction
data to provide recommendations to individuals.
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Abstract. This paper addresses the problem of multimedia recommendation that
additionally utilizes multimedia data, such as visual and textual modalities of items
along with the user-item interaction information. Existing multimedia recommender
systems assume that all the non-interacted items of a user have the same degree of
negativity, thus regarding them as candidates for negative samples when training
the model. However, this paper claims that a user’s non-interacted items do not
have the same degree of negativity. We classify these non-interacted items of a user
into two kinds of items with different characteristics: unknown and uninteresting
items. Then, we propose a novel negative sampling technique that only considers
the uninteresting items (i.e., rather than the unknown items) as candidates for neg-
ative samples. In addition, we show that using the multiple Bayesian personalized
ranking (BPR) losses with both unknown and uninteresting items (i.e., all the non-
interacted items) in existing multimedia recommendation methods is very effective
in improving recommendation accuracy. By conducting extensive experiments with
three real-world datasets, we show the superiority of our ideas. Our ideas can be
easily and orthogonally applied to any multimedia recommender systems.

Keywords: recommender systems, multimedia recommendation, uninteresting items.

1. Introduction

Due to the abrupt increase in the number and variety of items around us, the problem
of information overload is becoming a big issue in many applicantions. Recommender
systems are a vital technique to solve this problem and thus are widely used in various
domains, such as movie recommendations and music recommendations. Collaborative
filtering (CF) is one of the most widely used approaches in recommender systems; in-
tuitively, for a target user, it finds the items commonly preferred by the users with the
tastes similar to hers (i.e., neighbors) based on her interaction information (e.g., purchase
history and click logs) [6, 9, 11–16, 19, 21, 22, 25, 28, 31–34, 39]. Despite the simplicity
and robustness of CF in recommendation, the sparse nature of the interaction information
brings CF the limitation of not being able to accurately capture the users’ preferences on
items [3].

* The first two authors have equally contributed to this work.
† Corresponding author.
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To alleviate this limitation of CF, various methods have been proposed [4, 8, 11, 18,
19, 21, 23, 36, 37, 43, 44]. They can be classified into two categories: i) additional utiliza-
tion of non-interacted items and ii) additional utilization of external data. The methods in
category i) first divide a user’s non-interacted items into her unknown items and uninter-
esting items [11, 18, 19, 21] where the unknown items are the items that the user did not
interact with because she did not know their existence and the uninteresting items are the
items that the user did not interact with even though she knew their existence but did not
want to interact with the item. Then, the methods mitigate the data sparsity problem by
selecting her uninteresting items amongst non-interacted items and imputing low values
for the uninteresting items selected [11, 18, 19, 21]. The methods in category ii) use ad-
ditional multimedia data (e.g., visual data such as the item’s image and textual data such
as the item’s specifications) along with the user-item interaction information. The recom-
mender systems of this category are referred to as multimedia recommender systems [4,
8, 23, 36, 37, 43, 44].

Most multimedia recommender systems use deep learning models such as convolu-
tional neural networks (CNNs) [1, 17, 26, 42] and recurrent neural networks (RNNs) [7,
10, 38] to extract multimodal features from the items’ multimedia data. They utilize these
multimodal features to represent the item embeddings; they conduct a dot product be-
tween an item embedding and a user embedding to predict the user’s preference on the
item. They use the Bayesian personalized ranking (BPR) loss [30], a representative pair-
wise loss to learn the ranking difference between a user’s positive and negative items, to
train their models. In model training, positive items are sampled from the user’s interacted
items and the negative items are randomly sampled from the user’s non-interacted items.
In other words, they simply use all the non-interacted items as the candidates for negative
items based on the assumption that all the non-interacted items for a user have the same
degree of negativity.

However, we claim that this assumption does not hold in the real-world data; i.e.,
non-interacted items could have different degrees of negativity. Then, we propose the
methods that utilize the two categories of a user’s non-interacted items for accurate mul-
timedia recommendation. Note that the proposed methods can be easily applied (i.e.,
orthogonally applicable) to existing multimedia recommender systems. To this end, we
first classify a user’s non-interacted items into two categories of unknown and uninter-
esting items for her based on the degrees of her negativity, obtained by using the user’s
interacted items. Then, we propose a novel negative sampling technique that uses only
the uninteresting items (rather than unknown items) as candidates for negative samples.
Furthermore, we propose to use multiple BPR losses which utilize both unknown and
uninteresting items (i.e., all non-interacted items), in multimedia recommender systems.
To demonstrate the effectiveness of our proposed methods, we employ three well-known
multimedia recommender systems (spec. VBPR [8], MMGCN [37], and LATTICE [43])
and three real-world Amazon datasets.1 To show the superiority of our negative sampling
method, we compare the following three methods: i) using those randomly sampled from
non-interacted items as negative samples (i.e., original negative sampling); ii) using un-
known items as negative samples; iii) using uninteresting items as negative samples (i.e.,
our negative sampling). Our experimental result shows that our proposed method (i.e.,
method iii)) provides the best recommendation accuracy. The result also confirms that

1 http://jmcauley.ucsd.edu/data/amazon/links.html
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using multiple BPR losses is more effective in multimedia recommender systems: specif-
ically, applying the multiple BPR losses leads to a gain of up to 20.13% and 4.12%, in
terms of Recall@20, compared to the state-of-the-art multimedia recommender systems,
MMGCN [37] and LATTICE [43], respectively.

The main contributions of our work are summarized as follows:

– We point out the problem of the assumption employed in existing multimedia recom-
mender systems.
• All the non-interacted items for a user have the same degree of negativity.

– We propose two methods that improve the recommendation accuracy by exploiting
the different degrees of negativity in non-interacted items.
• We propose a novel sampling technique that uses only the uninteresting items as

negative samples.
• We use multiple BPR losses to learn the rank differences between positive, un-

known, and uninteresting items.
– We validate our proposed methods by conducting extensive experiments using three

real-world datasets.

The rest of this paper is organized as follows. In Section 2, we briefly review the
related work to multimedia recommender systems. In Section 3, we describe our proposed
methods in detail. In Section 4, we conduct experiments to verify the effectiveness of our
methods. Finally, in Section 5, we summarize and conclude our paper.

2. Related Work

In this section, we briefly introduce the research on multimedia recommender systems.
Early multimedia recommender systems utilized only one modality amongst the items’
multimedia data (e.g., visual, textual, and acoustic modality) along with the user-item
interaction information [2, 5, 8, 12, 24, 35, 40, 41]. VBPR [8], the most popular model
among them, captures the features of the visual modality of items and builds an addi-
tional embedding that reflects each user’s preference for the visual modality of items.
Then, it uses the well-known BPR loss in training VBPR. However, the early multimedia
recommender systems have a limitation that they use only one of various modalities of
items to represent the items’ characteristics.

To alleviate this limitation, recent multimedia recommender systems have tried to
utilize various modalities of items [4, 14, 23, 36, 37, 43, 44]. Specifically, JRL [44] and
MAML [23] use deep learning models to capture the features of the various modalities
of the item (e.g., visual, textual, and numerical (i.e., rating) modalities for JRL and vi-
sual and textual modalities for MAML). Then, they aggregate the captured features to
enrich the embedding of an item and the user who interacted with the corresponding item.
MMGCN [37] constructs the user-item interaction graphs for visual, textual, and acous-
tic modalities of items, and uses graph convolutional networks (GCNs) to capture the
collaborative signals between the users and the items. Then, MMGCN aggregates the col-
laborative signals captured by each modality and enriches the embeddings of users and
items.

Since the advent of MMGCN, various GCN-based multimedia recommender systems
have emerged such as GRCN [36] and LATTICE [43]. They commonly use not only
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GCNs but also the attention mechanism to distinguish the degrees of influence of users
on different modalities of items. GRCN [36] is based on MMGCN and considers the
degrees of influence on different modalities at an individual user level. On the other hand,
LATTICE [43] captures the latent item-item structure for each modality using visual and
textual modalities of items and then applies GCN to obtain enriched item embeddings.
Then, it considers the degrees of influence on different modalities at all user levels (i.e.,
globally for all users).

The aforementioned methods utilize the BPR loss, which selects positive items among
the interacted items and negative items among the non-interacted items and widens the
rank discrepancy between positive and negative items, in order to learn their models [8,
36, 37, 43, 44]. However, since there are many items in recommendation domain data, it
is difficult for users to know the existence of all items. Therefore, a user’s non-interacted
items can be categorized into unknown and uninteresting items as follows:

– Unknown item: item that a user did not interact with because she did not know its
existence.

– Uninteresting item: item that a user did not interact with because she did not want
to interact with it, even though she knew its existence.

In other words, if the BPR loss is simply employed in a learning process as in existing
multimedia recommender systems, some non-interacted items that the user may prefer can
be considered as her negative items. Therefore, we argue that, in order to correctly train
the model by using the BPR loss, negative items should be sampled not from her non-
interacted items, but from her uninteresting items. In addition, we argue that we should
train the model so that they will be able to learn all the rank discrepancies among positive,
unknown, and uninteresting items.

3. Proposed Methods

In this section, we propose two methods that can be orthogonally applied to existing
multimedia recommender systems, exploiting the notions of unknown and uninteresting
items for accurate multimedia recommendation. Specifically, in Section 3.1, we describe
our novel negative sampling method that uses only uninteresting items as negative sam-
ples. Then, in Section 3.2, we describe how to use multiple BPR losses, for interesting,
unknown, and uninteresting items in model training.

3.1. Negative Sampling Method

The overall procedure of our negative sampling is shown in Figure 1. As mentioned, a
user’s non-interacted items are categorized into unknown items and uninteresting items.
Our negative sampling method samples only the uninteresting items of a user as negative
samples for BPR training.

For this, we first compute the pre-use preferences of each user on her non-interacted
items by analyzing users’ interaction information. A user’s pre-use preference is the pref-
erence that the user has when deciding whether to interact with an item or not [11, 18,
19, 21]. Thus, we can say that, for the user’s interacted items, she holds a high pre-use
preference. On the other hand, for those items that she has not interacted, her pre-use
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Fig. 1. Overview of our negative sampling method. The blue-colored items indicate the user’s inter-
acted items (i.e., positive items), and the red-colored items indicate the user’s uninteresting items
(i.e., negative items) among her non-interacted items

preferences would be lower than those of the interacted items. Among non-interacted
items, the user’s pre-use preferences on unknown items are unknown, however, those on
uninteresting items should be low since she was not interested in them.

In order to obtain pre-use preference scores for non-interacted items of a user, in
this paper, we employ WRMF [27], a widely adopted model in one-class setting, follow-
ing [11, 18, 21].2 Specifically, given the pre-use preference matrix P ∈ R# of users×# of items

(pu,i = 1, if user u has interacted with item i), WRMF predicts users’ pre-use pref-
erences for all non-interacted items. To this end, we first initialize users’ pre-use pref-
erences for non-interacted items as 0 in P and assign weights to quantify the relative
contribution of each user-item interaction [27]. Then, WRMF repeats the process of de-
composing the pre-use preference matrix P into two low-rank matrices U ∈ R# of users×d

and V ∈ R# of items×d where d indicates the dimensionality of each latent feature vector
and multiplying these two decomposed matrices to recover the original pre-use preference
matrix P. The loss function of WRMF is as follows:

L(U,V) =
∑
u,i

wu,i(pu,i −UuV
T
i )

2 + λ(
∑
u

∥Uu∥2F +
∑
i

∥Vi∥2F ), (1)

where pu,i denotes user u’s pre-use preference of item i; wu,i denotes the weight for pu,i
and Uu and Vi represent the latent feature vectors of user u and item i, respectively; ∥·∥F
denotes the Frobenius norm and λ denotes the regularization parameter.

Lastly, we obtain the predicted pre-use preference matrix P̂ using the learned vectors
U and V as follows:

P̂ = UVT . (2)

Then, we use (1 − p̂u,i) as the final weight for non-interacted item i to be sampled as a
negative sample. By doing this, we allow the negative samples to be selected only from
the uninteresting items, rather than from all non-interacted items. This is because the pre-
use preference p̂u,i of an uninteresting item will be low, thus making the weight (i.e.,
(1 − p̂u,i)) high. Finally, we use the negative samples selected from the uninteresting
items in the BPR loss of the existing multimedia recommender systems.

2 Note that, if there is a better model available other than WRMF, it could improve more the recommendation
accuracies with our proposed method.
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Fig. 2. Overview of the method using the multiple BPR losses. The blue-colored items indicate
the user’s interacted items, the gray-colored items indicate the user’s unknown items among her
non-interacted items, and the red-colored items indicate the user’s uninteresting items among her
non-interacted items. (1)-(3) indicates the rank discrepancies the method using the multiple BPR
losses considers

3.2. Multiple BPR losses

Note that the BPR loss employed in existing multimedia recommender systems is only
used to correctly learn the rank discrepancy between the predicted preferences of positive
and negative items. However, the entire items can be divided into positive, unknown, and
uninteresting items; so we can better learn the rank of non-interacted items if we fully
exploit the rank discrepancy among all pairs of the above three types. Toward this end,
we propose to use multiple BPR losses3 in existing multimedia recommender systems,
which enables to learn the rank discrepancies amongst the predicted preferences of the
above three types of items (i.e., not only uninteresting items but also unknown items can
be used).

Our method using the multiple BPR losses is shown in Figure 2. With the items cat-
egorized into three types (i.e., positive, unknown, and uninteresting items), we train the
model by using the following three rank discrepancies: (1) between positive and unknown
items, (2) between positive and uninteresting items, and (3) between unknown and unin-
teresting items. We use the three weights (i.e., α for (1), β for (2), and γ for (3)) to control
the importance of the three rank discrepancies. The multiple BPR losses are formulated
as follows:

L = −
∑
u

σ(α(r̂pos− r̂unk))+σ(β(r̂pos− r̂unint))+σ(γ(r̂unk− r̂unint))+R(θ), (3)

where r̂pos, r̂unk, and r̂unint denote the predicted preferences of positive, unknown, and
uninteresting items, respectively; σ(·) indicates the sigmoid function and R(θ) does the
regularization term for model parameters θ.

To utilize our multiple BPR losses in multimedia recommender systems, we need a
user’s predicted pre-use preference scores of non-interacted items, as stated in Section 3.1.
Then, with those scores, we regard the bottom µ% of non-interacted items as uninteresting
items, and the rest of them as unknown items. Lastly, we apply the multiple BPR losses
in Eq. (3) to multimedia recommender systems.

The proposed methods in Sections 3.1 and 3.2, are easily and orthogonally applicable
to existing multimedia recommender systems, helping to provide more accurate multime-
dia recommendations.

3 A similar idea proposed in non-multimedia recommendation [20].
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Table 1. Statistics of datasets. The sparsity calculated by # of users·# of items− # of interactions
# of users·# of items × 100 (%).

Dataset # of users # of items # of interactions Sparsity

Amazon Baby 19,445 7,050 160,792 99.88%

Amazon Men Clothing 4,955 5,028 32,363 99.87%

Amazon Office 4,874 2,406 52,957 99.55%

4. Evaluation

In this section, we evaluate our proposed methods via experiments; the experiments are
designed aiming to answer the following key evaluation questions:

– EQ1: Do the notions of unknown and uninteresting items help improve the recom-
mendation accuracy of multimedia recommender systems?

– EQ2: Is the idea of selecting the uninteresting items as negative samples most effec-
tive for improving the recommendation accuracy?

– EQ3: How sensitive is the recommendation accuracy of the multiple BPR losses to
different hyperparameter values?

4.1. Experimental Settings

Datasets and competitors For evaluation, we adopt three real-world Amazon datasets
widely used in multimedia recommender systems research [4, 8, 23, 43, 44]: Amazon Baby,
Amazon Men Clothing, and Amazon Office4. As done in [37], we kept only the users
and items with more than five interactions. Table 1 reports their detailed statistics. These
datasets contain visual and textual modality information of items as well as the user-item
interaction. Then, we extracted 4,096-dimensional visual feature embeddings using the
deep CNN [17] and 1,024-dimensional textual feature embeddings using sentence trans-
formers [29], following [43].

To evaluate the effectiveness of our proposed methods, we use the following three
baselines:

– VBPR [8]: A multimedia recommender system based on matrix factorization (MF)
trained with a BPR loss.

– MMGCN [37]: A multimedia recommender system based on graph convolutional
networks (GCNs) using non-linear propagation trained with a BPR loss.

– LATTICE [43]: A multimedia recommender system based on graph convolutional
networks (GCNs) using linear propagation trained with a BPR loss.

Evaluation protocol and metrics We repeated all our experiments five times. For each
experiment, we randomly split interactions per user into 8:1:1, each for train, validation,

4 All the datasets are publicly available at http://jmcauley.ucsd.edu/data/amazon/links.html.
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and test set in the same way as in [37, 43]. We assess the accuracy of top-N recommenda-
tion by using the following three widely used metrics: Precision (Prec, in short), Recall,
and normalized discounted cumulative gain (NDCG). Prec and Recall are traditional ac-
curacy metrics. They are used to validate whether the ground-truth items is in top-N
recommendation list and computed as follows:

Prec@N =
|Relu ∩Nu|

N
(4)

Recall@N =
|Relu ∩Nu|

Relu
(5)

where Relu indicates the relevant observed items of user u and Nu indicates the top-N
items of user u.

NDCG is a rank-sensitive metric which considers the position of the ground-truth item
in the top-N recommendation list and is computed as follows:

NDCG@N =
DCG@N

IDCG@N
. (6)

Additionally, DCG@N in Eq. (6) is computed as follows:

DCG@N =

N∑
k=1

2yk − 1

log2(k + 1)
, (7)

where yk indicates the binary variable for the k-th item ik in Nu and, if ik ∈ Relu, yk is
set as 1, otherwise, yk is set as 0. And, IDCG@N in Eq. (6) stands for ideal DCG at N
where, for every item ik in Nu, yk is set as 1. We set N to 10 and 20 for all aforementioned
metrics.

Hyperparameter Settings For a fair comparison, we fine-tuned the hyperparameters
of competitors and our proposed methods via grid search using the validation set. More
specifically, we set the learning rate in the range {0.0001, 0.0005, 0.001, 0.005, 0.01}
and the regularization weight in the range {0, 0.00001, 0.0001, 0.001, 0.01}. Also, for
MMGCN [37] and LATTICE [43], we set the number of GCN-layers in the range {1, 2,
3, 4}; for LATTICE [43], we set the dropout ratio in the range {0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8}.

4.2. Experimental Results

EQ1: Do the notions of unknown and uninteresting items help improve the recom-
mendation accuracy of multimedia recommender systems? To show the effectiveness
of our proposed methods, we compared the three (original) competitors (i.e., VBPR [8],
MMGCN [37], LATTICE [43]) and their six variations equipped with our methods, on
three datasets. Table 2 reports all the accuracy results in top-10/20 recommendation. Here,
’neg’ refers to our method employing our negative sampling idea and ’mbpr’ refers to our
method employing multiple BPR losses. The best and the second-best recommendation
accuracies on each dataset and the (original) competitor are shown in bold and underlined,
respectively.
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Table 2. Recommendation accuracies (%) of three state-of-the-art multimedia recommender systems and six
variants, where each of our proposed methods (i.e., a novel negative sampling method, neg, and multiple BPR
losses, mbpr) orthogonally applied at each original method, respectively. ’gain’ denotes the gains in accuracy of
variants over the corresponding original method

Amazon Baby

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 0.537 - 5.112 - 2.846 - 0.420 - 7.975 - 3.601 -
LATTICE-neg 0.543 1.12 5.170 1.13 2.897 1.79 0.426 1.43 8.098 1.54 3.669 1.89

LATTICE-mbpr 0.554 3.17 5.281 3.31 2.892 1.62 0.433 3.10 8.231 3.21 3.670 1.92

MMGCN 0.384 - 3.638 - 1.906 - 0.321 - 6.071 - 2.548 -
MMGCN-neg 0.384 0.00 3.653 0.41 1.931 1.31 0.316 -1.56 6.007 -1.05 2.551 0.12

MMGCN-mbpr 0.456 18.75 4.334 19.13 2.329 22.19 0.364 13.40 6.917 13.94 3.011 18.17

VBPR 0.222 - 2.102 - 1.083 - 0.177 - 3.336 - 1.469 -
VBPR-neg 0.226 1.80 2.139 1.76 1.165 7.57 0.180 1.69 3.393 1.71 1.501 2.18

VBPR-mbpr 0.318 43.24 2.993 42.39 1.649 52.26 0.251 41.81 4.723 41.58 2.112 43.77

Amazon Men Clothing

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 0.415 - 4.136 - 2.194 - 0.309 - 6.160 - 2.705 -
LATTICE-neg 0.417 0.37 4.157 0.52 2.224 1.38 0.317 2.59 6.332 2.79 2.765 2.22

LATTICE-mbpr 0.418 0.67 4.168 0.76 2.224 1.38 0.321 4.04 6.414 4.12 2.794 3.29

MMGCN 0.270 - 2.694 - 1.328 - 0.223 - 4.447 - 1.769 -
MMGCN-neg 0.272 0.74 2.712 0.67 1.337 0.68 0.234 4.93 4.659 4.77 1.826 3.22

MMGCN-mbpr 0.329 21.85 3.283 21.86 1.665 25.38 0.268 20.18 5.342 20.13 2.183 23.40

VBPR 0.304 - 3.028 - 1.590 - 0.245 - 4.894 - 2.061 -
VBPR-neg 0.307 0.99 3.050 0.73 1.569 -1.32 0.246 0.41 4.885 -0.18 2.024 -1.80

VBPR-mbpr 0.380 25.00 3.791 25.20 1.917 20.57 0.300 22.45 5.980 22.19 2.469 19.80

Amazon Office

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 1.109 - 9.213 - 5.776 - 0.839 - 13.719 - 7.137 -
LATTICE-neg 1.108 -0.13 9.215 0.02 5.783 0.12 0.842 0.36 13.739 0.15 7.158 0.29

LATTICE-mbpr 1.134 2.25 9.451 2.58 5.854 1.35 0.859 2.38 14.061 2.49 7.253 1.63

MMGCN 0.616 - 5.077 - 2.963 - 0.532 - 8.726 - 4.223 -
MMGCN-neg 0.637 3.41 5.143 1.30 3.007 1.48 0.545 2.44 8.814 1.01 4.106 -2.77

MMGCN-mbpr 0.833 35.23 6.765 33.25 4.075 37.53 0.674 26.69 10.923 25.18 5.333 26.28

VBPR 0.699 - 5.717 - 3.524 - 0.558 - 9.072 - 4.544 -
VBPR-neg 0.694 -0.72 5.655 -1.08 3.430 -2.67 0.558 0.00 9.088 0.18 4.465 -1.74

VBPR-mbpr 0.792 13.30 6.366 11.35 3.932 11.58 0.623 11.65 9.874 8.84 5.029 10.67

In Table 2, we can see that the variations with the multiple BPR losses show the supe-
riority over the original ones and those with our negative sampling, in all datasets and all
models. Specifically, in the case of LATTICE [43], as it is the most recent and best per-
forming method, its variation applied with our negative sampling outperforms the original
method by up to 2.79% (see Amazon Men Clothing) and the variation applied with the
multiple BPR losses outperforms the original method by up to 4.12% (see Amazon Men
Clothing), both in terms of Recall@20. In the case of MMGCN [37], the variation applied
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Fig. 3. Recommendation accuracies of a best state-of-the-art multimedia recommender system (i.e.,
LATTICE [43]) and two variants equipped with two different cases of negative sampling methods,
respectively. ’Random’ indicates the method of using randomly chosen non-interacted items as
negative samples (i.e., the original negative sampling method), ’Unknown’ indicates the method
of using unknown items as negative samples, and ’Uninteresting’ indicates the method of using
uninteresting items as negative samples (i.e., our proposed negative sampling method)

with our negative sampling outperforms the original method by up to 4.93% in terms of
Prec@20 (see Amazon Men Clothing) and the variation applied with our multiple BPR
losses outperforms the original method by up to 37.53% in terms of NDCG@10 (see
Amazon Office). Lastly, in the case of VBPR [8], the variation applied with our negative
sampling outperforms the original method by up to 7.53% in terms of NDCG@10 (see
Amazon Baby) and the variation applied with the multiple BPR losses outperforms the
original method by up to 52.26% in terms of NDCG@10 (see Amazon Baby).

Based on the results above, we have confirmed that i) employing the notions of un-
known and uninteresting items (instead of the non-interacted items) in training the model
is effective in terms of recommendation accuracy and ii) employing multiple BPR losses
over interesting, unknown, and uninteresting items is more effective than a single BPR
loss over interesting and non-interacted items in terms of recommendation accuracy in
training the model.

EQ2: Is the idea of selecting the uninteresting items as negative samples most ef-
fective for improving the recommendation accuracy? To verify the effectiveness of
our negative sampling method, we compare the recommendation accuracy of the follow-
ing three cases: sampling negative items randomly i) from the non-interacted items (i.e.,
original method), ii) from unknown items, and iii) from uninteresting items (i.e., our pro-
posed method). Figure 3 shows the recommendation accuracy of the three negative sam-
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Fig. 4. The effect of µ on recommendation accuracies

pling methods on the Amazon Office dataset with LATTICE [43].5 Here, ’Non-interacted’
refers to case i), ’Unknown’ refers to case ii), and ’Uninteresting’ refers to case iii).

In Figure 3, we see that our method (i.e., only using uninteresting items) outperforms
the original negative sampling method. The method of using unknown items as nega-
tive samples shows very poor recommendation accuracy. This indicates that, as unknown
items could be the items that the users’ preferences are high, they should not be used in the
training process as negative samples. When randomly sampling the users’ non-interacted
items as negative samples, unknown items might be included as negative samples, thus
likely to confuse the model in training. Therefore, this result validates that selecting neg-
ative samples from uninteresting items helps improve the accuracy in multimedia recom-
mendation.

EQ3: How sensitive is the recommendation accuracy of the multiple BPR losses
to different hyperparameter values? For our multiple BPR losses, we consider two
types of hyperparameters. First, µ is to determine the ratio of uninteresting items to non-
interacted items. Second, the weights α, β, and γ for different BPR losses to indicate
the importance in training. Regarding the hyperparameters, we conducted experiments to
answer the following two sub-questions:

– EQ3-1: How sensitive is the accuracy from employing the multiple BPR losses to the
ratios of uninteresting and unknown items out of non-interacted items?

– EQ3-2: How sensitive is the accuracy from employing the multiple BPR losses to the
weight for each BPR loss?

EQ3-1: Sensitiveness of hyperparameter µ. We analyze how the recommendation
accuracy changes with different values of µ ∈ {10, 20, 30, 40, 50, 60, 70, 80, 90} on the
Amazon Office dataset with LATTICE [43]. Figure 4 shows the recommendation accu-
racy with different values of µ. As shown in Figure 4, we observe that the recommendation
accuracy increases until µ increases to 40 and then decreases. The result shows that, if µ
is set as too small (resp. large), some uninteresting (resp. unknown) items might be mis-
classified as unknown (resp. uninteresting) items, which causes the model to be confused
in the training process. Therefore, the proper setting of µ allows the model to be better
learned and provides a more-effective recommendation result. Based on this observation,
we set µ as 40% for our proposed multiple BPR losses.

5 For EQ2 and EQ3, the tendencies of recommendation accuracy on other datasets with other competitors are
all similar; so, we only include the results on Amazon Office with LATTICE, the latest and most powerful
method.
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EQ3-2: Sensitiveness of hyperparameters α, β, and γ. We analyze the change of
recommendation accuracy with varying the values of α, β, and γ ∈ {0.1, 0.2, 0.3, 0.4, 0.5,
0.6, 0.7, 0.8, 0.9} on the Amazon Office dataset with LATTICE [43]. Figure 5 illustrates
the recommendation accuracy with different values of α, β, and γ. The recommendation
accuracy becomes highest when α = 0.4, β = 1.0,, and γ = 0.6 in terms of Prec@10.
The result shows that bigger the value of β, higher the recommendation accuracy regard-
less of the values of α and γ. Also, the result shows that the recommendation accuracy
overall shows robustness regardless of the values of α and γ. Therefore, based on this
result, we set α = 0.4, β = 1.0, and γ = 0.6, in the previous experiments.

The experimental results can be summarized as follows: i) applying concept(s) of
unknown and uninteresting items helps to improve the recommendation accuracy of mul-
timedia recommender systems; ii) selecting the uninteresting items as negative samples is
more effective in improving the recommendation accuracy than selecting random (orig-
inal negative sampling method) or unknown items; iii) utilizing both unknown and un-
interesting items (i.e., all non-interacted items) in multimedia recommender systems sig-
nificantly improves most of their original recommendation accuracies, also this method
(i.e., our method) is easily and orthogonally applicable to any multimedia recommender
systems.

5. Conclusions

In this paper, we have pointed out the limitation of existing multimedia recommender
systems that they do not fully exploit the characteristics of non-interacted items for users.
Then, we proposed two methods to alleviate the limitation, thereby enabling existing sys-
tems to exploit the non-interacted items of users appropriately by classifying the non-
interacted items into unknown and uninteresting items. Specifically, our first idea is to
allow only the items highly likely not to be preferred by a user as negative items during
training the recommender model. Further, our second idea is to use the multiple BPR
losses, which makes possible rank discrepancies among positive, unknown, and unin-
teresting items learned correctly in the training process. Extensive experiments on three
real-world Amazon datasets validate that our proposed methods outperform three state-of-
the-art multimedia recommender systems and that our ideas are all effective in improving
recommendation accuracy.
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through the Korea Creative Content Agency grant funded by the Ministry of Culture, Sports and
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Abstract. Due to the digital revolution, the amount of data to be processed is 

growing every day. One of the more common functions used to process these data 

is classification. However, the results obtained by most existing classifiers are not 

satisfactory, as they often depend on the number and type of attributes within the 

datasets. In this paper, a maximum entropy model based on class probability 

distribution is proposed for classifying data in sparse datasets with fewer 

attributes and instances. Moreover, a new idea of using Lagrange multipliers is 

suggested for estimating class probabilities in the process of class label prediction. 

Experimental analysis indicates that the proposed model has an average accuracy 

of 89.9% and 86.93% with 17 and 36 datasets. Besides, statistical analysis of the 

results indicates that the proposed model offers greater classification accuracy for 

over 50% of datasets with fewer attributes and instances than other competitors. 

Keywords: classification, fewer attributes and instances, Lagrange multipliers, 

class probability distribution, relative gain, maximum entropy. 

1. Introduction 

In this digital era, data mining has become an inevitable technique and a milestone in 

technological development. It is applied to a wide range of historical data to extract 

useful information that helps to make decisions effectively [1]. It covers other important 

areas like machine learning, statistics and the database management system. It is 

extremely influential and even changed the perspective of handling business. Although it 

was originally used to develop the business, later it seems to be an inseparable technique 

in almost every area [2]. It focuses on extracting various piece of knowledge from the 

vast amount of data. This can be achieved by several data mining functions such as 

classification, association rule mining, prediction, outlier and cluster analysis and pattern 

recognition. Nevertheless, classification and prediction have become the two major 

pillars of data mining [3].  
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Classification and prediction are the most common methods that researchers use in all 

areas to find solutions to various problems. A few of the domain applications where 

classification and prediction are used frequently include the educational field (students’ 

performance classification, result prediction) [4], bank and financial sectors (customers 

classification based on their credit risk, fraud detection) [5], health care industries 

(diagnosing the disease based on the past data containing symptoms) [6], agricultural 

field (analysing soil nutrients and crop prediction) [7], retail industries (customer churn 

and sales prediction) [8], classifying spam or junk emails [9], weather forecasting and 

rainfall prediction [10], predicting current behaviour by analyzing the human activities 

[11], classifying customer segment [12], classifying attack traffic from normal network 

traffic [13], software defect prediction [14] and even more. 

Generally, classification outcomes are often influenced by the quality of input data. 

Pre-processing of input data is carried out before applying the classification model to 

improve its prediction accuracy. The data can be preprocessed by removing missing data 

and normalizing the attribute values along with the feature selection process [15]. 

Feature selection aims at selecting the relevant study-related attributes for the target 

class. In general, classification models can be based on machine learning or statistical 

models [16]. The machine learning based models include decision trees (DT), random 

forest (RF), artificial neural networks (ANN), k nearest neighbour (KNN), cased based 

reasoning (CBR), support vector machines (SVM), AdaBoost, Stochastic gradient 

descent (SGD), other ensemble and boosting classifiers. The statistical model includes 

linear and logistical regression and naïve Bayesian classifiers. These models are 

currently available and many more new models were also suggested by the various 

researchers. However, most of these existing models are an extension of specific 

conventional models designed for specific applications.  

The type of data to be classified, such as categorical data, real or integer-valued data, 

typically affects the performance of the classification model. Some algorithms are only 

suitable for certain types of data like logistic regression cannot manage huge categorical 

data. In addition to data types, the size of attributes and instances plays a crucial role in 

the accuracy of classification. If models are not chosen based on the analysis of the 

adequacy and applicability of the specific characteristics of the datasets, there is a 

greater possibility of classification error. Moreover, some classifiers classify the data 

with appropriate results, but with greater computational complexity. Consequently, 

classification models should be constructed by considering various other characteristics 

of the underlying datasets.  

This paper provides a simple statistical classification model that is appropriate for 

datasets with fewer attributes and instances. It utilizes the novel idea of using Lagrange 

multipliers on the class probabilities that is suitable for the classification of samples in 

small datasets. The proposed class probability distribution based maximum entropy 

classifier works as follows. To begin with, the dataset is subjected to feature selection 

and data pre-processing to improve the dataset's data quality and classification accuracy. 

During the training phase, the datasets are categorized according to the labels assigned 

to the target classes. Then, for each chosen attribute, the average class relative distance 

is estimated for the training samples, from which the attribute relative gain is calculated 

for the given test sample. The Lagrange multipliers are applied and evaluated to assess 

the class probabilities of the attribute by maximizing the entropy. Finally, the class 

probabilities of each attribute are aggregated to predict the class label for the given test 
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instance. An extensive experimental analysis is also made to examine the performance 

and effectiveness of the proposed model. 

The organization of the paper is as follows. Section 2 presents the works from the 

literature that are related to the proposed study. Section 3 discusses the study 

background. Section 4 describes the proposed class probability distribution based 

maximum entropy model for classification. The overall framework, algorithm 

pseudocode and working procedure with an illustration are presented in sub-sections. 

Section 5 presents the various experimental analysis, results obtained for the proposed 

model and research findings from the statistical analysis. Finally, the paper is concluded 

by listing out the scope for future enhancements. 

2. Related Works 

Owing to the widespread use of data mining and other machine learning techniques, 

classification models are evolving day by day. Several classification models and their 

variations were proposed in the literature by the researchers. For easy understanding, the 

existing classifiers that are related to the study are clustered under two groups. The first 

category is the standard classifiers that are significant and widely used in classification 

problems and the second category is the new existing state-of-the-art classifiers that are 

developed recently yet to be researched further. These categories are presented in this 

section. 

2.1. Standard Classifiers 

To properly categorize unlabeled data, the majority of supervised learning algorithms 

use statistical analysis of the training set in one way or another. Among these classifiers, 

KNN, Naïve Bayes (NB), Logistic regression (LR) and Decision trees use statistical 

inference to classify the data. A univariate location estimator, termed proximity based 

KNN classifier was a simple classic classification model proposed for estimating 

regression curve. In this model, the classification results of the given test data point are 

the closest point among a given set of data points [17]. In general, KNN classifier is 

computationally inefficient and challenging to determine the right k value, even though 

it is most frequently employed in numerous applications with numerous variants [18].  

Naïve Bayes classifiers are probabilistic model that applies the Bayes theorem to 

predict the class probability of the given instance [19]. The main drawback of this model 

is that the model treats each attribute independently and so cannot identify the 

relationship between the attributes. Nonetheless, the model is still frequently utilized in 

various applications because of its efficient performance [20]. Logistic regression is 

another statistical model that applies a logistic function for modelling the dependent 

variable using independent variables [21]. The model is sensitive to overfitting and 

cannot be used for non-linear problems or when the number of instances is less than the 

number of attributes. Decision trees are another type of classification model that makes 

use of the gain of an attribute at each precedent node [22]. Numerous types of trees exist 
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such as ID3, CART and C4.5 among which C4.5 [23] offers better results. However, the 

decision trees anticipate poor results with small datasets and cause overfitting. 

For the datasets with high dimensions or when the number of attributes is greater than 

the number of instances, SVM offers improved results and so it is widely popular among 

various fields [24], [25]. However, the SVM is not suitable for non-linear problems. 

Alternatively, Sparse Representation based Classification (SRC) [26] is another 

classifier model that offers better performance. However, SRC is more suitable for 

multimedia datasets involving image, audio and video data.  

Ensemble classifiers are another milestone in the classification model. It utilizes two 

or more classifiers to classify the data and the results are combined using schemes such 

as majority voting or weighting technique [27]. The ensemble learners can use various 

techniques such as boosting, bagging or stacking to convert weak learners to strong 

learners. Algorithms such as AdaBoost (AB) and Gradient Boosting use boosting to 

reduce the bias between various models used [28]. Random forest algorithm employs 

bootstrap aggregation (bagging) to reduce the variance [29] or stacking [30] to increase 

the prediction. As gradient boosting interprets the boosting as an optimization, 

Stochastic Gradient Boosting Decision Trees (GBDT) apply regression to the gradient 

boosting algorithm [31]. Though ensemble learners offer better accuracy it is less widely 

used due to their increased time complexity.  

Not only machine learning techniques but artificial intelligence models were also 

incorporated for the classification of test instances. Artificial neural network (ANN) is 

widely adapted in classification inspired by the neural networks in the animal brain. 

These models are specifically designed to recognize patterns [32]. Similarly, Deep 

Learning (DL), a model that mimics the working of the human brain in recognizing 

patterns was proposed specifically for making decisions [33], [34]. Extreme Learning 

Machine (ELM), a feedforward neural network utilizes single-layer feed-forward neural 

networks [35]. These models offer better classification accuracy in minimum time than 

other traditional neural networks such as backpropagation. Still, the models are the least 

widely used since SVM outperforms them in various cases.  

Several analyses were made in the literature to examine the performance of the 

conventional classifiers. An analysis was made using several machine learning 

classifiers such as NB, Bayesian networks, J48, RF, multilayer perceptron (MLP), and 

LR to identify the better classifiers [36]. This study with the credit risk dataset indicates 

that the RF produce improved performance than others. Similar analysis was carried out 

for SVM, KNN, Gradient boosting, decision tree, RF and LR on diabetes datasets [37]. 

The results indicate that RF outperforms the other 6 classification algorithms with many 

of the evaluation metrics. An analysis of the performance of the classification algorithms 

such as ELM, SRC, DL, GBDT, SVM, RF, C4.5, KNN, LR, AB, and NB on various 

datasets was evaluated. The result outcomes are surprising that GBDT offers better 

results across various datasets than SVM and RF [38]. Most of the classification 

algorithms or the comparative studies found in the literature are specific to a particular 

application. Though the models were proved to be effective, the results may not be same 

for all the applications. Thus, lead to performance degradation for other applications or 

different datasets having different attribute types for the same applications [39]. 
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2.2. State-of-the-Art Classifiers 

Several researchers had contributed more on classification problems with various new 

probabilistic models for different data types. The use of various probabilistic models 

such as multinomial Bernoulli assuming naive Bayes [40], the combination of 

Expectation-Maximization (EM) and NB classifier [41], and generative/discriminative 

model [42] were found in the literature. The detailed study of these probabilistic models 

shows the performance improvement over text datasets than other data types. The use of 

conditional random fields based on a probabilistic model was proposed to segment and 

label the data. However, it was only evaluated sequence data and evidenced to have 

improved classification accuracy [43].  

Many instance based classifiers attained a notable position in the literature. Data 

Gravitation based Classification (DGC) makes the comparison between the data 

gravitation and distinct classes for classifying the given input record [44]. This work was 

extended by adding weights to the data gravitation (DGC+) [45]. Despite the improved 

accuracy, the models undergo high computational complexity. Another classification 

model that computes the average weighted pattern score (AWPS) to classify the given 

data using attribute rank based feature selection was proposed [46]. The comprehensive 

analysis of the study indicates that the model is suitable for imbalanced datasets and yet 

the results are not accurate for low dimensional space.  

An instant based classifier termed attribute value frequency based instance weighted 

naive Bayes (AVFWNB) was proposed [47]. In this model, the weights are assigned for 

the training sets that offer good results than traditional NB. Similarly, a simple model 

that is a variation of NB called correlation based attribute weighted naive Bayes 

(CAWNB) was proposed. The model aims at assigning weights for the attributes based 

on the dependency between the attribute and the class [48]. Moreover, the weights are 

verified using sigmoid transformation. The results of CAWNB proved to be effective 

with improved classification accuracy than NB. Inspired by AVFWNB and CAWNB 

models, a unique model that assigns weight for instances and attributes was proposed 

recently. This model utilizes two approaches eager learners (AIWNB
E
) aa lazy learners 

(AIWNB
L
) for implementing instance weights [49]. The performance of these classifiers 

highly depends on the how accurately the weights are assigned to the instances and 

attributes.  

Discriminatively weighted naive Bayes (DWNB) and eager learning approach was 

opposed that iteratively re-assigns the weights by computing the conditional probability 

loss. Though the model seems have effective performance in terms of accuracy, the 

model needs more iterations to improve efficiency in assigning weights [50]. A model 

that computes the weights for the instances and attributes collaboratively was proposed. 

The model utilizes posterior probability loss to compute the weights and is termed as 

collaboratively weighted naive Bayes (CWNB) [51]. An instance weighted hidden naive 

Bayes (IWHNB) was proposed that integrates the instance weight with a hidden naive 

Bayes model for computing probabilities [52]. For all these weight assignment based 

classifiers, the optimization in assigning weights to the instances and attributes is to be 

incorporated for ensuring effective performance. Moreover, in all these methods, the 

authors show improved performance than existing models, yet the accuracy still needs 

improvement. The summary of the significant existing classifiers is presented in Table 1. 
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Table 1. Summary of Existing State-of-the-Art Classifiers 

Model Authors Approach Merits Drawback 

Data gravitation 

classification (DGC) 

Peng et al., 

(2009) [44] 

Classifies the instances by 

comparing the data 

gravitation between the 

different data classes 

Simple and 

effective to 

implement  

Reduction in 

accuracy when the 

points are away 

from centroid and 

class borders 

Extended data 

gravitation 

classification 

(DCG+) 

Cano et al., 

(2013) [45] 

Assigns matrix of weights 

for attributes based on its 

significance in each class 

Improved 

accuracy 

High computational 

complexity 

Discriminatively 

weighted naive Bayes 

(DWNB) 

Jiang et al., 

(2012) [50] 

Iteratively the weights are 

re-assigned based on 

conditional probability loss 

Eager learning 

approach 

Needs more 

iterations 

Average weighted 

pattern score based 

classification 

(AWPS) 

Sathya Bama 

and 

Saravanan., 

(2019) [46] 

Feature selection with and 

classification using average 

weighted pattern score 

Simple and 

outperforms 

many existing 

classifiers 

Not accurate for 

low dimensional 

datasets 

Correlation-based 

attribute weighted 

naive Bayes 

(CAWNB) 

Jiang et al., 

(2018) [48] 

Attributes weight are 

assigned by computing the 

difference between 

attribute-class correlation 

and attribute-attribute 

redundancy 

Better than NB 

and simple to 

implement 

Need more time to 

compute similarity 

between the 

attributes in high 

dimensional space 

Attribute value 

frequency-based 

instance weighted 

naive Bayes 

(AVFWNB) 

Xu et al., 

(2019) [47] 

Instance weights are 

assigned based on attribute 

value frequency and 

attribute value number  

Better than NB 

and simple to 

implement 

Low performance 

on datasets with 

high dimensions  

Attribute and 

instance weighted 

naive Bayes 

(AIWNB) 

Zhang et al., 

(2021) [49] 

Weights for instance is 

assigned based on the 

distribution of the instance 

Applies both 

lazy and eager 

approach for 

assigning 

weights 

Accuracy depends 

on weight 

assignment 

Collaboratively 

weighted naive Bayes 

(CWNB) 

Zhang et al., 

(2021) [51] 

Optimal weights for the 

instance are computed by 

maximizing   conditional 

log-likelihood with prior 

and conditional 

probabilities  

More accurate 

than Naïve 

Bayes and other 

similar models 

High computational 

complexity in 

assigning weights 

for the instances 

Instance weighted 

hidden naive Bayes 

(IWHNB) 

Yu et al., 

(2021) [52] 

Integrates the instance 

weighting with improved 

Hidden naïve Bayes model 

for computing probability 

estimates 

Better than NB 

and Low time 

complexity 

No optimization in 

assigning weight 

for the instances   
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3. Study Background 

3.1. Attribute Rank based Feature Selection 

The attribute rank based feature selection algorithm is a simple probabilistic method that 

makes use of probability based attribute scores for their contribution toward better 

classification. The relevant features that are significant for the classification are selected 

by computing the attribute rank based on the distinct attribute values present in the 

training set.  

Initially, the model computes the overall database score based on the class labels as in 

Eq. (1) where pi is the probability that an arbitrary instance in D belongs to class Ci. 

 

 
The attribute score for each attribute having n distinct values can be computed by 

grouping the tuples based on n distinct values as {G1, G2, …, Gj}. The count of tuples in 

each group is represented as {n1, n2, n3, …, nj}. The calculation of the attribute score 

Ascore is given in Eq. (3).   

 
where  is the probability that an arbitrary instance in Gj belongs to class Ci. 

Finally, the score is calculated and the rank is allocated for each attribute. The ranks are 

then converted to rank scores using the rank sum method. The attributes having a rank 

score higher than the specified threshold value are then selected for the further 

classification process. A detailed illustration of attribute selection is discussed in [46]. 

3.2. Lagrange Multipliers  

Shannon entropy computes the entropy of a random variable and it specifies the amount 

of information or the uncertainty in the variable [53]. Consider the random variable A 

with n possible outcomes as {A1, A2, .., An} that occur with the probability {P(A1), P(A2), 

.., P(An)}. Then the entropy of the variable A can be identified as in Eq. (4). 

 
However, in a more uncertain situation, the entropy value will be higher and it leads 

to chaos. Thus, to solve this problem effectively, Lagrange multipliers with maximum 

entropy can be applied. In simple words, maximum entropy allows choosing the best 

value from the number of the probability distribution that specifies the knowledge at the 
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current state [54]. Maximum entropy is a powerful probabilistic model that has wide 

usage in the classification of data in different datasets such as text [55], image [56], 

audio [57] and video [58]. To solve using Lagrange multipliers, several constraints are 

to be taken into account. 

For a random variable A, each possible outcome Ai has some probability of 

occurrence p(Ai) where i represents the index representing possible outcomes. Generally, 

the probability distribution of a variable p(A) has specific constraints such as (a) the 

probability of occurrence of each outcome p(Ai) always lies between 0 and 1 and (b) the 

sum of the probability of occurrence of all outcomes is 1 and is represented in Eq. (5). 

 
For framing the next constraint, the expected value of the variable is computed by 

averaging the values corresponding to each outcome and its probabilities. Therefore, for 

the quantity G with the value g(Ai) for each outcome, the probability distributions having 

the expected value G will be considered. However, the value of G always lies between 

the smallest g(Ai) and the largest g(Ai) and the constraint is given in Eq. (6). 

 

4. Proposed Class Probability Distribution based Maximum 

Entropy (CPDME) 

The proposed class probability distribution based maximum entropy model anticipates 

to classify the instances of sparse datasets having a minimum number of attributes and 

instances. The overall framework of the proposed class probability distribution based 

maximum entropy classification model (CPDME) is depicted in Fig. 1. The model is 

subdivided into four phases: 1) data pre-processing and feature selection, 2) relative 

distance computation, 3) attribute probability computation and 4) class probability based 

classification. Data pre-processing is an inevitable step in data mining that transforms 

incomplete raw data into a complete format that is suitable for mining [59]. In the 

proposed model, the missing and incomplete records are processed using predictive 

mean imputation [60]. Further, the data is transformed using data discretization [61] and 

min-max normalization [62]. To achieve feature selection, the model employs an 

attribute rank based feature selection (ARFS) which has been discussed in section 3.1.  
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Fig. 1. Overall Framework of the Proposed Class Probability Distribution based Maximum 

Entropy Model 

4.1. Relative Distance Computation 

To compute the relative distance, the class relative distance and the relative gain are 

evaluated. Primarily, the set of training records is grouped based on the class label i 

where i vary from 1 to n. The average class relative distance g(Ai) is computed for each 

attribute A concerning each class i as in Eq. (7). 

 
Thus, the value of g(Ai) is computed by finding the relative distance between the 

value of an attribute A of the test sample represented as At with the centroid of the 

attribute value of all the training records belonging to each class i represented as C(Ai). 

Here the centroid of the attribute value of all training records belonging to the class label 

i is the mean value of attribute A of i
th

 class. The centroid is computed as in Eq. (8) in 

which m represents the number of records in each class. 

 
Upon computing the value for g(Ai) for each class i, the value of average relative gain 

G is computed by averaging the distance between each class g(Ai) with all the other 
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classes. The formula to compute the relative gain G of each attribute is presented in Eq. 

(9). 

 

4.2. Attribute Probability Computation 

To compute the attribute probability, the maximum entropy principle has been extended 

to the larger system using Lagrange multipliers. Lagrange multipliers are named after the 

French mathematician, Joseph-Louis Lagrange [63]. Instead of processing the constraint 

equation to reduce the variables, Lagrange augments two more unknown variables α and 

β termed Lagrange multipliers. The Lagrange method assumes Maximum Entropy. Thus, 

the Lagrange function L can be defined by using the constraints given in Eq. (5) and Eq. 

(6) as in Eq. (10). 

 
Here, L can be maximized for each p(Ai) and is made by differentiating L concerning 

one of p(Ai) with α, β, and other p(Ai) as constant. The resulting functions are given in 

Eq. (11) and Eq. (12). 

11) 

12) 
The values of α and β can be computed from the above equation specified for p(Ai) 

and the results are shown in Eq. (13) and Eq. (14). 

 

 
The value of , since it maximizes the L. On determining the value of α and 

β, the value of Entropy S can be computed by using the shortcut formula as shown in Eq. 

(15). 

 
Thus, by solving Eq. (14), the value of the variable β can be obtained. And then by 

substituting the value β in Eq. (13), the value of α can be obtained. Once the value of α 

and β are known, they can be substituted in the expanded constraint given in Eq. (12) for 

various cluster groups i. Accordingly, the probability of an attribute for each class label 

p(Ai) is identified. The process is repeated for all the significant attributes selected 

through the feature selection phase.  
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4.3. Class Probability based Classification 

Consecutively, to find the class probability, the probabilities p(Ai) of all attributes for 

each class label i for the given test sample is averaged. Finally, the test sample t can be 

labelled with the class having maximum average class probability as in Eq. (16). 

 
Here i represents the class label that varies from 1 to n and j represents the attribute 

index that varies from 1 to m.  

The algorithm steps for the proposed class probability distribution based maximum 

entropy model for the classification of instances having fewer attributes are presented 

below in Algorithm 1.  

 

Algorithm1: CPDME_Model 

Input: A training set with m attributes, n instance, k classes, and test instances 

Output:  Class label prediction for test instances 

Procedure CPDME(training_set, test_data) 

Begin 

     //Preprocessing of Data 

1. Preprocess the given input training set by performing data cleaning by processing missing records, and 

data transformation using discretization and normalization. 

//Phase 1: Feature selection using ARFS 

2. Calculate the probability of the instances in each class c and the database score having k distinct 

classes. 

3. Compute the relevance score of the features having q discrete values 

4. Sort the attributes based on the computed score and rank them accordingly. 

5. Normalize the scores by evaluating rank weights using the rank sum method. 

6. Select the attributes having scores greater than the given threshold. 

7. For each attribute in the test instances 

//Phase 2: Relative Distance Computation 

a. Group the training instances based on the class variable 

b. Compute average class relative distance as in Eq. (7) 

c. Evaluate the value of relative gain G as in Eq. (9) 

//Phase 3: Class Probability Computation using the Lagrange model 

a. Evaluate the Lagrange multipliers α and β as in Eq. (13) and (14). 

b. Evaluate the Entropy constraints and compute class probabilities as in Eq. (12) for all 

classes. 

//Classification of the test instance 

8. For each class 

a. Aggregate the class probabilities of all the attributes obtained in the previous phase and 

average the class probability as in Eq. (16) 

b. Classify the instance with the class label having maximum probability 

End Procedure 

 

Here for each attribute, the sum of the probabilities of all the classes will always be 1. 

Similarly, the sum of class probabilities for each test instance will be 1. The overall 

workflow of the proposed CPDME model is presented in Fig. 2. This proposed 

classification model provides better results for the datasets having fewer attributes and 

instances. 
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Fig. 2. Detailed Workflow of the Proposed Class Probability Distribution based Maximum 

Entropy Model  

4.4. Case Study 

The case study for the proposed probability distribution based maximum entropy model 

is discussed in this section. To explain the proposed model, the Iris dataset, donated by 

R. A. Fisher is employed. The dataset contains three classes of Iris in which each class 

contains 50 instances with 4 attributes. Theoretical experimentation has been performed 

by selecting 3 instances in each class with a total of 9 instances at random. As the 

dataset does not contain any missing values and as the number of attributes in the dataset 

is minimum, the selected instances do not undergo pre-processing step. The selected 

random samples from the Iris dataset that serves as training instances are presented in 

Table 2. Two random samples are picked from the Iris dataset, to serve as test instances 

and are shown in Table 3. 

Initially, the training samples are grouped based on the class value. Then the 

probability of an attribute value of a test sample to be in each class is estimated. It is 

then combined with all the attribute values of the test sample to predict the 

classification. To proceed with an illustration of classifying the test sample T1, the sepal 

length attribute denoted as A1 is evaluated. The centroid of an attribute in class 1 

denoted as C(A1) is 5.27 by computing the mean of values of A1 in class 1. Similarly, the 

centroid of an attribute for other classes such as class 2 and class 3 are 5.77 and 6.77 

respectively.  
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Table 2. Random Training Samples from Iris Dataset 

Test Sample 

ID 

Sepal Length 

in cm 

Sepal Width 

in cm 

Petal Length 

in cm 

Petal Width 

in cm 
Class 

S1 4.7 3.2 1.3 0.2 Iris-Setosa 

S2 5.4 3.9 1.7 0.4 Iris-Setosa 

S3 5.7 3.8 1.7 0.3 Iris-Setosa 

S4 6.9 3.1 4.9 1.5 Iris-Versicolor 

S5 4.9 2.4 3.3 1 Iris-Versicolor 

S6 5.5 2.4 3.8 1.1 Iris-Versicolor 

S7 5.8 2.7 5.1 1.9 Iris-Virginica 

S8 7.7 2.8 6.7 2 Iris-Virginica 

S9 6.8 3.2 5.9 2.3 Iris-Virginica 

Table 3. Test Samples to be Classified 

Test Sample 

ID 

Sepal Length 

in cm 

Sepal Width 

in cm 

Petal Length 

in cm 

Petal Width 

in cm 

T1 4.7 3.2 1.3 0.2 

T2 7.7 3.0 6.1 2.3 

 

Then the value of g(A1), g(A2) and g(A3) are computed as in Eq. (7) which is the 

difference between the centroid of the attribute value of a class and a test sample T1 and 

it result in g(A1) =0.23, g(A2) =0.27, g(A3) =1.27. Based on the obtained values g(A1), 

g(A2) and g(A3), the expected value G is evaluated as in Eq. (9) and results in G 

=0.6889. 

Eventually, to find the value of β, Eq. (14) can be expressed as below. 

-0.46 x 2
0.46β 

- 0.42 x 2
0.42β 

+ 0.58 x 2
-0.58β 

= 0 

By applying Logarithm, the value of β is computed as 1.08962. 

On substituting the value of β in Eq. (13) results in  

α = log2 (2
-0.23β 

+ 2
-0.27β 

+ 2
-1.27β

) 

After evaluating the above equation, the value of α is evaluated as 1.0281 

The obtained value of α and β can be substituted in the expanded version of Eq. (12).  

p(A1) = 2
-1.0281 

x
 
2

(-1.08962 x 0.23) 
 

p(A2) = 2
-1.0281 

x
 
2

(-1.08962 x 0.27)
 

p(A3) = 2
-1.0281 

x
 
2

(-1.08962 x 1.27)
 

Upon solving the equations, we obtain p(A1)=0.412177, p(A2)=0.399911, 

p(A3)=0.187912. 

Table 4. Class Probability of the Test Sample T1 

Class/ Attributes 
Sepal 

Length 

Sepal 

Width 

Petal 

Length 

Petal 

Width 

Average Class 

Probability 

Iris-Setosa 0.4122 0.0955 0.3316 0.3232 0.2906 

Iris-Versicolor 0.3999 0.5581 0.3365 0.3625 0.4143 

Iris-Virginica 0.1879 0.3465 0.3319 0.3143 0.2951 

Attribute Probability 1.0000 1.0000 1.0000 1.0000 1.000 
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Table 5. Predicted Class for the Test Samples 

Test 

Sample 

Sepal Length 

in cm 

Sepal Width 

in cm 

Petal Length 

in cm 

Petal Width 

in cm 
Predicted Class 

T1 4.7 3.2 1.3 0.2 2(Iris-Versicolor) 

T2 7.7 3.0 6.1 2.3 3(Iris-Virginica) 

The above steps can be continued for all the attributes in the given training dataset. 

The probability of all the attributes in each class is evaluated and the obtained results are 

presented in Table 4. It also specifies the overall probability of the test sample in each 

class. Here, the average class probability of the test sample of class 2 (Iris-Versicolor) is 

higher than the other classes. Hence, the test sample can be classified as Iris-Versicolor. 

It is also noted that the sum of attribute probability for all the classes will always 1. The 

predicted class labels for both test instances are presented in Table 5. 

 

5. Experimental Analysis 

The experimental and result analysis carried out for the proposed study is presented in 

this section. The experiments are performed on a system with intel core, i3-4005U CPU 

at 1.70Hz, 8 GB RAM, running 64bit OS of Windows 8.1 Pro windows edition. The 

experimental analysis is made for the proposed model with various datasets and the 

results are analysed in two sections 1) performance and statistical analysis with standard 

classifiers and 2) performance analysis with existing classification models.  

5.1. Performance Analysis with Standard Classifiers 

To evaluate the performance of the proposed model with standard classifiers, 17 datasets 

are employed. These datasets are available publically and are extracted from the UCI 

repository [64,] and KEEL [65] for classification. The number of attributes in the 

datasets varies widely from a minimum of 4 to a maximum of 60. Among the datasets 

used in the study, the datasets Balance, Hayes Roth and Iris have a minimum of 4 

attributes and the dataset Sonar has a maximum number of attributes of 60. The number 

of classes in each dataset varies from 2 to 11. The datasets German_credit, Ionosphere, 

Mushroom, Phoneme, Pima and Sonar have the minimum number of class attribute 

values as 2 whereas Vowel_context has the maximum number of class attribute values as 

11. Also, the number of instances in the datasets varies from 150 to 8124 with Iris as the 

smallest dataset with fewer instances and Mushroom as the largest dataset with a 

maximum number of instances. The number of attributes (bars graph) and classes (line 

graph) in each dataset used for the study is presented in Fig. 3 and the number of 

instances in each dataset is presented in Fig. 4. 
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Fig. 3. Number of attributes and classes in different datasets 

 

Fig. 4. Number of instances in different datasets 

Diverse classifiers such as DL, NB, AB, LR, KNN, SRC, C4.5, SVM, ELM, RF, 

GBDT, DGC+ and AWPS are used for comparing the results of the proposed CPDME 

model. In general, 10-fold cross-validation is used for the evaluation of the proposed 

and existing models. For the classifiers that require parameter tuning, 80% of the 

instances in the datasets are used for training with 10% of the instances in the datasets 

being used as testing instances and the remaining 10% of the instances for tuning the 

parameters. While in the case of classifiers that do not require parameter tuning, 80% of 

the instances in the datasets are used for training and the remaining 20% of the instances 

in the datasets are used as a testing set [38]. Also, before applying classification, the 

significant attributes are selected utilizing the attribute rank based feature selection. 

Accuracy Comparison: Table 6 shows the accuracy obtained with different 

classifiers for various datasets used for the analysis. The underlined values indicate the 

highest accuracy obtained for each dataset. From the results obtained, it is evident that 

the proposed model offers a better accuracy rate for 7 datasets such as Car, Ecoli 
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Reduction, Glass_Detection, Hayes Roth, Iris, Phoneme and Vowel_Context out of 17 

datasets used for the evaluation. The average accuracy of CPDME with all 17 datasets is 

89.9%. Out of 13 classifiers compared, the classifiers such as AWPS, RF and GBDT 

have the next higher accuracies at 88.2%, 87.9% and 87.3% respectively. Though the 

proposed model seems to be effective only with 7 datasets, it acquires the top position in 

average classification accuracy with an average rank of 3.47 and the classifiers GBDT, 

AWPS and RF, acquire the next three positions with ranks of 4.18, 4.71 and 4.88 

respectively.  

The statistical analysis for the obtained accuracy for the classification process is made 

using ANOVA with the null hypothesis that there is no significant difference in the 

accuracy of the classification algorithms. The statistical model is generated using F-

distribution for which the obtained F value is 8.46 and the critical value is 1.76. The 

computed critical difference is 6.69 and the results are significant at a 5% significance 

level. Since the F value is greater than F critical value, the null hypothesis can be 

rejected and thus the alternate hypothesis is accepted indicating that there is a difference 

in the accuracy of the classification algorithms used for comparison. 

Table 6. Accuracy results for different datasets 

Dataset 

C
P

D
M

E
 

A
W

P
S

 

D
G

C
+

 

G
B

D
T

 

R
F

 

E
L

M
 

S
V

M
 

C
4

.5
 

S
R

C
 

K
N

N
 

L
R

 

A
B

 

N
B

 

D
L

 

Balance 0.987 0.904 0.899 0.968 0.952 0.952 0.921 0.857 1.000 0.952 0.937 0.809 0.968 0.460 

Car 1.000 0.995 0.952 1.000 0.971 0.948 0.919 0.954 0.861 0.856 0.676 0.671 0.786 0.671 

Cardiotocography 0.892 0.995 0.999 0.911 0.897 0.747 0.855 0.864 0.737 0.718 0.869 0.390 0.714 0.019 

Dermatology 0.963 0.979 0.975 0.973 0.946 0.946 1.000 0.946 0.973 0.919 0.973 0.541 0.946 0.324 

Ecoli Reduction 0.892 0.829 0.823 0.879 0.818 0.879 0.849 0.849 0.758 0.818 0.788 0.667 0.727 0.364 

German_Credit 0.735 0.752 0.732 0.760 0.740 0.710 0.720 0.740 0.690 0.720 0.720 0.710 0.760 0.740 

Glass_Detection 0.857 0.758 0.704 0.762 0.810 0.905 0.810 0.429 0.667 0.762 0.714 0.429 0.381 0.429 

Hayes Roth 0.872 0.854 0.840 0.786 0.786 0.786 0.786 0.786 0.643 0.500 0.643 0.214 0.786 0.571 

Ionosphere 0.912 0.945 0.931 0.917 0.917 0.889 0.806 0.944 0.944 0.889 0.889 0.917 0.806 0.722 

Iris 0.975 0.972 0.953 0.947 0.953 0.922 0.960 0.867 0.967 0.967 0.953 0.947 0.867 0.867 

Mushroom 0.987 0.999 0.995 1.000 0.995 0.978 1.000 1.000 1.000 0.998 0.987 0.967 0.957 0.967 

Phoneme 0.904 0.878 0.871 0.867 0.895 0.880 0.775 0.847 0.899 0.893 0.745 0.771 0.734 0.285 

Pima 0.827 0.737 0.745 0.701 0.805 0.662 0.650 0.766 0.597 0.610 0.805 0.831 0.753 0.597 

Sonar 0.852 0.835 0.848 0.905 0.952 0.619 0.905 0.762 0.857 0.714 0.667 0.857 0.762 0.667 

Vowel_Context 0.999 0.985 0.982 0.849 0.939 0.990 0.970 0.788 0.980 0.950 0.697 0.162 0.636 0.111 

Wine 0.982 0.972 0.973 1.000 0.944 0.722 0.944 1.000 0.944 0.833 0.889 0.889 0.944 0.278 

Yeast 0.645 0.598 0.593 0.622 0.622 0.649 0.628 0.514 0.574 0.547 0.622 0.412 0.595 0.331 

Avg. Accuracy 0.899 0.882 0.871 0.873 0.879 0.834 0.853 0.818 0.829 0.803 0.798 0.658 0.772 0.494 

Avg. Rank 3.47 4.71 6.06 4.18 4.88 7.29 6.00 6.82 6.76 8.71 8.41 10.59 9.24 12.65 
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AUC Comparison: Table 7 shows the AUC values obtained for the 13 classifiers with 

17 datasets in which the underlined values represent the maximum AUC obtained for 

each dataset. From the reported result, it is evident that the proposed model offers a 

better AUC value for 7 datasets such as Car, Ecoli Reduction, Glass_Detection, Hayes 

Roth, Iris, Phoneme and Yeast with an average AUC value of 0.946. Among 13 standard 

classifiers, the next highest average AUC values are acquired by DGC+, AWPS, and RF 

as 0.932, 0.930 and 0.883 respectively. Despite acquiring minimum AUC values with 10 

datasets, the proposed model holds the first position with an average rank of 2.82 which 

is better than other classifiers such as DGC+ and AWPS, with average ranks of 3.47 and 

3.59.  

The statistical analysis for the obtained AUC is carried out using the ANOVA test 

with the null hypothesis stating that there is a difference in AUC values of the 

classification algorithms. The statistical model is constructed using F-distribution in 

which the obtained F value and critical value are 10.326 and 1.76 (10.326 > 1.76). The 

computed critical difference is 8.56 and the results are significant at a 5% significance 

level. Thus, the null hypothesis is rejected and the alternate hypothesis is accepted which 

indicates that there is a difference in AUC values of the classification algorithms under 

comparison. 

Table 7. AUC Comparison among different classifiers 

Dataset 

C
P

D
M

E
 

A
W

P
S

 

D
G

C
+

 

G
B

D
T

 

R
F

 

E
L

M
 

S
V

M
 

C
4

.5
 

S
R

C
 

K
N

N
 

L
R

 

A
B

 

N
B

 

D
L

 

Balance 0.992 0.862 0.875 0.833 0.833 0.833 0.867 0.781 1.000 0.984 0.956 0.724 0.833 0.500 

Car 1.000 0.994 0.998 1.000 0.951 0.930 0.897 0.929 0.878 0.836 0.575 0.500 0.867 0.509 

Cardiotocography 0.895 0.999 0.996 0.882 0.874 0.823 0.862 0.844 0.834 0.824 0.922 0.736 0.822 0.500 

Dermatology 0.983 0.989 0.991 0.980 0.980 0.960 1.000 0.921 0.980 0.980 0.980 0.752 0.960 0.684 

Ecoli  0.982 0.978 0.957 0.875 0.903 0.906 0.895 0.908 0.892 0.892 0.906 0.763 0.888 0.500 

German_Credit 0.832 0.751 0.743 0.699 0.939 0.654 0.645 0.685 0.623 0.694 0.654 0.613 0.741 0.500 

Glass_Detection 0.992 0.865 0.854 0.719 0.748 0.986 0.790 0.817 0.875 0.963 0.727 0.806 0.815 0.500 

Hayes Roth 0.965 0.936 0.948 0.955 0.927 0.952 0.949 0.902 0.936 0.834 0.895 0.914 0.952 0.904 

Ionosphere 0.902 0.950 0.931 0.889 0.644 0.844 0.835 0.909 0.909 0.864 0.869 0.889 0.809 0.622 

Iris 0.999 0.999 0.994 0.874 0.986 0.987 0.989 0.887 0.878 0.897 0.957 0.960 0.979 0.878 

Mushroom 0.992 0.999 0.995 1.000 0.994 0.992 0.992 0.935 0.994 0.927 0.994 0.972 0.991 0.921 

Phoneme 0.898 0.875 0.866 0.844 0.859 0.848 0.651 0.799 0.863 0.856 0.639 0.672 0.707 0.500 

Pima 0.857 0.788 0.866 0.677 0.747 0.628 0.617 0.731 0.563 0.579 0.774 0.806 0.725 0.500 

Sonar 0.799 0.886 0.891 0.896 0.885 0.882 0.799 0.721 0.879 0.882 0.789 0.633 0.856 0.692 

Vowel 0.998 0.985 0.982 0.914 0.935 0.999 0.998 0.914 0.997 1.000 0.853 0.713 0.791 0.576 

Wine 0.998 0.965 0.973 1.000 0.967 0.719 0.900 1.000 0.967 0.790 0.873 0.917 0.967 0.500 

Yeast 0.999 0.996 0.991 0.847 0.837 0.829 0.825 0.825 0.799 0.823 0.836 0.675 0.838 0.500 

Avg. AUC 0.946 0.930 0.932 0.876 0.883 0.869 0.854 0.853 0.875 0.860 0.835 0.767 0.855 0.605 

Avg. Rank 2.82 3.59 3.47 6.18 6.41 7.12 7.76 8.41 7.12 8.29 8.35 10.94 8.47 13.59 
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Execution Time Comparison: The running time to train and test the proposed CPDME 

model are analysed and compared with 13 different classifiers with 17 different datasets. 

The results of the execution time for the proposed and the existing models are presented 

in Table 8. The underlined values in the table represent the minimum execution time for 

the dataset. From the results obtained, it is clear that the proposed model has a minimum 

running time for the datasets such as Balance, Hayes Roth, Iris, Phoneme and Yeast 

which are less than 2 ms. In general, the average running time of the proposed model is 

4.64 ms and acquires 7
th

 rank whereas the execution times of the top 6 classifiers are 28 

ms (NB), 0.30 ms (KNN), 0.34 ms (C4.50), 0.34 ms (AB), 1.03 ms (LR), 3.77 ms 

(SVM), 4.14 ms (AWPS). Optimistically, still, the proposed model has a minimum 

execution time than the other 8 classifiers used in the comparison.  

Table 8. Execution Time (in ms) Comparison among different classifiers 

Dataset 

C
P

D
M

E
 

A
W

P
S

 

D
G

C
+

 

G
B
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T
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N
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L
R

 

A
B

 

N
B

 

D
L

 

Balance 0.121 4.45 5.71 15.47 7.481 4.11 0.723 0.022 4.88 0.022 0.04 0.02 0.016 3.09 

Car 0.236 5.06 11.89 34.71 12.73 38.93 0.589 0.044 83.32 0.028 0.15 0.06 0.034 2.964 

Cardiotocography 10.1 6.13 14.64 190.8 109.61 64.77 0.285 0.871 307.3 0.631 11.5 0.419 0.621 1.14 

Dermatology 9.98 2.12 9.89 20.7 48.25 1.54 0.125 0.879 1.25 0.325 0.879 0.623 0.741 2.85 

Ecoli 0.396 2.09 5.72 16.49 10.92 1.21 0.425 0.014 1.09 0.022 0.04 0.01 0.012 1.31 

German_Credit 2.36 4.11 13.18 13.29 89.69 11.92 0.171 0.952 20.66 0.369 0.234 0.412 0.357 4.265 

Glass_Detection 0.936 2.02 5.98 15.61 15.39 0.52 0.323 0.014 0.35 0.034 0.04 0.01 0.013 1.875 

Hayes Roth 0.109 1.96 5.07 11.58 10.36 9.55 7.51 0.187 2.35 0.245 0.09 0.09 0.131 5.87 

Ionosphere 2.91 3.94 10.56 7.22 60.14 1.21 0.721 0.532 0.99 0.567 0.236 0.413 0.561 3.89 

Iris 1.22 1.86 5.11 8.32 10.48 5.32 7.99 0.057 1.89 0.057 0.08 0.234 0.015 2.457 

Mushroom 3.978 13.84 26.01 16.32 31.26 19.49 28.78 0.723 45.5 0.811 1.18 0.987 0.725 30.49 

Phoneme 0.203 9.43 23.01 26.64 34.5 388.45 0.331 0.187 3530.1 0.074 0.19 0.22 0.091 2.753 

Pima 0.121 2.44 10.24 7.19 16.57 7.58 0.133 0.028 11.88 0.022 0.03 0.241 0.038 2.45 

Sonar 12.31 2.35 12.79 15.36 18.18 11.23 15.54 0.977 17.28 0.932 1.23 0.912 0.812 12.36 

Vowel 0.102 1.93 13.08 112.3 43.69 11.13 0.245 0.083 20.31 0.024 0.6 0.321 0.125 2.68 

Wine 0.222 1.85 6.37 8.57 19.79 0.57 0.345 0.012 0.59 0.023 0.03 0.369 0.235 1.235 

Yeast 1.832 4.87 14.24 93.85 25.96 29.36 0.184 0.259 112.8 0.949 0.89 0.412 0.196 1.857 

Avg. Exec. Time. 2.77 4.14 11.38 36.14 33.24 35.70 3.79 0.34 244.86 0.30 1.03 0.34 0.28 4.91 

Avg. Rank 6.47 8.71 10.88 12.41 13.06 9.94 6.29 3.18 10.94 3.06 4.35 3.65 2.71 9.12 

 

From the result analysis, it is clear that the proposed CPDME model outperforms 

other existing models for the various datasets such as Car, Ecoli Reduction, 

Glass_Detection, Hayes Roth, Iris, Phoneme and Vowel_Context in which most of the 

datasets have fewer attributes. This shows that the proposed model is effective with the 

datasets having the minimum number of attributes and offers better performance. The 

obtained ranks for accuracy, AuC and execution time of the proposed CPDME and the 

other standard models under comparison are presented as a graph and shown in Fig. 5. 
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Fig. 5. Ranks obtained for various metrics 

5.2. Performance Comparison with Existing Models 

An analysis has been carried out for the proposed model by evaluating the 

classification accuracy of various models using 36 datasets. The datasets used for the 

study are publically available and are downloaded from the UCI repository [64] and 

KEEL [65]. The results of the proposed model are compared with the various existing 

model such as AIWNB
E
, AIWNB

L
, CAWNB, AVFWNB and NB. The values in Table 

9 are the result of performing the average on the accuracies obtained from 10 individual 

runs under stratified ten-fold cross-validation as in [49]. The various algorithms are 

applied to the same training and test set.  The values represented in the boldface at each 

row indicate the highest accuracy value corresponding to the dataset. Moreover, the 

underlined values indicate that the proposed model outperforms other models under 

comparison with paired two-tailed t-tests at the p=0.05 significance level. The symbol * 

denotes the significant performance degradation over its competitors. The last two rows 

indicate the average accuracy and Win/Tie/Lose (W/T/L) of each classifier. Each W/T/L 

specifies that the proposed model wins W datasets, ties on T datasets and loses on L 

datasets to the respective competitor model [49]. 

From the analysis, it is clear that the proposed CPDME classifier has the highest 

accuracy for 15 datasets which is better than the competitors. The models IWHNB, 

AIWNB
E
, AIWNB

L
, CAWNB, AVFWNB and NB have the highest classification 

accuracy for 8, 3, 7, 3, 2 and 2 datasets respectively. In terms of the average 

classification accuracy, the proposed CPDME classifier is 86.93%. On the other hand, 

the models such as IWHNB, AIWNB
E
, AIWNB

L
, CAWNB, AVFWNB and NB have 

the average accuracy of 86.37%, 84.94%, 85.52%, 84.41%, 84.21% and 83.86% 

respectively. The performance of the proposed model is as similar as the IWHNB 

classifier. Also, the CPDME model has 6 wins, 26 ties and 4 losses which is better than 

the other models IWHNB (6 wins, 26 ties, 4 losses) AIWNB
E
 (8 wins, 25 ties, 3 losses), 

AIWNB
L
 (6 wins, 27 ties, 3 losses), CAWNB (13 wins, 21 ties, 2 loss), AVFWNB (14 

wins, 20 ties, 2 loss) and NB (17 wins, 17 ties, 2 loss). 
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Table 9. Comparison of Classification Accuracy 

Dataset  CPDME IWHNB AIWNB
E
 AIWNB

L
 CAWNB AVFWNB NB 

Anneal  98.94±1.12 98.31±1.29 98.94±1.05 98.90±1.10 98.5±1.29 98.62±1.15 96.36±1.97 

Anneal.ORIG  95.12±2.30 94.65±2.24 95.06±2.23 95.06±2.23 94.6±2.48 93.32±2.65 92.71±2.7 

Audiology  85.32±6.91 78.17±7.15 83.93±7.00 84.81±6.83 74.22±6.36 78.58±8.44 75.74±6.58 

Autos  88.93±9.01 85.56±7.93 78.04±9.02 79.80±8.63 77.95±8.95 77.27±9.43 77.02±9.69 

Balance-scale  74.21±4.51 69.05±3.74 73.75±4.22 73.52±4.39 73.76±4.15 71.1±4.3 71.08±4.29 

Breast-cancer  70.01±7.21 70.47±6.29 71.9±7.55 71.52±7.23 72.46±7.25* 71.41±7.98 72.32±7.91 

Breast-w  97.11±1.63 96.30±1.94 97.17±1.68 97.15±1.77 97.14±1.81 97.48±1.68* 97.25±1.79 

Colic  82.36±5.43 81.20±6.00 83.45±5.45* 83.4±5.44 83.34±5.62 81.47±5.86 81.2±5.8 

colic.ORIG  73.36±6.3 74.23±6.52 73.87±6.4 74.38±6.7* 73.7±6.46 72.91±6.34 73.43±6.27 

credit-a  86.12±3.84 85.23±3.82 87.03±3.83* 86.93±3.85 86.99±3.81 86.23±3.85 86.17±3.94 

credit-g  75.83±3.7 75.85±3.69 75.81±3.6 75.86±3.67 75.7±3.53 75.38±3.9 75.4±4.01 

Diabetes  79.36±4.7 76.75±4.20 77.87±4.86 78.32±4.67 78.01±4.89 77.89±4.66 77.88±4.65 

Glass  78.21±8.3 77.70±8.98 74.02±8.41 74.9±8.25 73.37±8.38 76.25±8.07 74.2±8.11 

heart-c  83.26±6.41 81.52±7.12 82.71±6.61 82.81±6.61 82.94±6.57 83.04±6.68 83.73±6.46* 

heart-h  84.87±5.91 84.56±6.05 84.29±5.85 84.26±5.89 83.82±6.16 84.9±5.68* 84.43±5.88 

heart-statlog  83.31±6.28 82.33±6.59 83.22±6.61 83.19±6.71 83.44±6.69 83.78±6.29 83.74±6.25 

Hepatitis  85.91±9.24 87.38±8.43* 85.75±8.97 86±9.07 85.95±9.25 85.38±9 85.05±9.45 

Hypothyroid  98.23±0.59 99.32±0.40* 99.07±0.48 99.05±0.5 98.56±0.56 98.98±0.48 98.74±0.57 

Ionosphere  92.25±3.92 93.96±3.65 92.4±4.13 92.68±3.76 91.82±4.34 91.94±4.09 91.37±4.55 

Iris  96.23±5.8 93.27±5.72 94.4±5.5 94.4±5.5 94.4±5.5 94.4±5.5 94.33±5.56 

kr-vs-kp  93.85±1.41 92.70±1.37 93.73±1.28 94.06±1.27* 93.58±1.32 88.18±1.86 87.81±1.9 

Labor  96.33±10.13 95.90±9.21 94.33±9.3 93.8±10.17 92.1±10.94 94.33±10.13 93.83±10.41 

Letter  85.6±0.85 90.17±0.62* 75.56±0.89 79.6±0.85 75.22±0.83 75.07±0.84 74.67±0.86 

Lymphography  86.12±7.83 85.89±8.02 84.68±7.99 85.08±7.72 84.81±8.13 85.49±7.83 85.7±7.95 

Mushroom  99.9±0.31 99.96±0.06 99.53±0.23 99.71±0.2 99.19±0.32 99.12±0.31 98.03±0.49 

primary-tumor  48.21±5.37 46.14±6.17 47.76±5.25 47.76±5.21 47.2±5.27 45.85±6.53 47.11±5.65 

Segment  95.18±1.41 96.87±1.07 94.16±1.38 95.32±1.32 93.47±1.46 93.69±1.41 92.91±1.56 

Sick  96.23±0.89 97.52±0.76 97.33±0.85* 97.36±0.83* 97.36±0.84* 97.02±0.86 97.07±0.84 

Sonar  83.89±8.57 84.63±7.72 82.23±8.65 82.28±8.57 82.56±8.25 84.49±7.79 84.96±7.57* 

Soybean  94.62±2.23 94.61±2.18 94.74±2.19 94.82±2.24 93.66±2.73 94.52±2.36 93.53±2.79 

Splice  96.32±1.11 96.24±1.00 96.21±0.99 96.55±1.01 96.19±0.99 95.61±1.11 95.58±1.12 

Vehicle  72.58±3.58 73.70±3.41* 63.59±3.92 67.57±3.27 62.91±3.88 63.36±3.87 62.64±3.84 

Vote  94.74±3.21 94.39±3.21 92.18±3.76 93.68±3.52 92.11±3.74 90.25±3.95 90.3±3.89 

Vowel  89.95±4.12 90.32±2.71 69.98±4.11 74.48±3.93 68.84±4.3 67.46±4.62 66±4.58 

waveform-

5000  
88.61±1.52 86.24±1.45 82.98±1.37 83.51±1.38 83.11±1.38 80.65±1.46 

80.76±1.49 

Zoo  98.71±5.2 98.33±3.72 96.05±5.6 96.05±5.6 95.96±5.61 96.05±5.6 95.75±5.68 

Average 86.93 86.37 84.94 85.52 84.41 84.21 83.86 

W/T/L - 6/26/4 8/25/3 6/27/3 13/21/2 14/20/2 17/17/2 
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6. Result Analysis of the Proposed Model 

6.1. Complexity Analysis 

The computational complexity of the proposed CPDME model using Big-O notation is 

O(nmk) where m is the attribute count in the dataset, k is the count of target class values 

and n is the count of the instances at each class in the dataset. The computation 

complexity of the other existing algorithms AWPS and DGC+ having higher ranks in 

average classification accuracy or AUC values are O(nm) and O(mn
2
), where n is the 

count of instances and m is the count of attributes in the dataset. Similarly, the 

computational complexity of RF is O(tmn(log n)) in which the complexity depends on 

the number of trees (t) to be constructed. Though the computational complexity of the 

proposed classifier is slightly higher than the other models, the accuracy of CPDME is 

better than many of the existing algorithms.  

6.2. Statistical Analysis of Results 

A statistical analysis has been carried out to assess the performance of the proposed 

model for which the results presented in Table 6 are used. The highest accuracy 

obtained by the proposed model among the 17 datasets is statistically distributed based 

on various characteristics such as attribute count, instance count and the number of 

classes. The statistical distribution is provided in Table 10. The column count indicates 

the number of datasets won by the proposed model with the highest accuracy and the 

percentage indicates the values in percentage. Thus, out of 12 datasets having an 

attribute count of less than 20, the proposed model acquires the highest accuracy for 7 

datasets indicating a success rate of 58.33%.  

Table 10. Statistical Analysis of Data Characteristics for Proposed CPDME 

Characteristics No. of datasets CPDME Other Models 

Count Percentage 

Attributes ≤ 20 12 7 58.33 41.67 

Attributes > 20 5 0 0 100 

Instances ≤ 500 8 4 50 50 

Instances >500  9 3 33.33 66.67 

Classes ≤ 5  11 4 36.36 63.64 

Classes > 5 6 2 33.33 66.67 

 

Similarly, out of 5 datasets having an attribute count greater than 20, the proposed 

model has 0 success signifying that the standard models under comparison achieve the 

highest accuracy (100%). While considering the instances less than or equal to 500, the 

proposed CPDME model has a success rate of about 50% with the highest accuracy for 

4 out of 8 datasets. On the other hand, for the datasets having an instance count greater 

than 500, the proposed model has less success rate of about 33.33% by achieving the 
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highest accuracy for 3 out of 9 datasets. With a distribution based on the distinct class 

count, the results are even for the proposed and existing models. Thus, the model offers 

better results than many other competitors with the datasets having fewer attributes or 

instances.  

Furthermore, the highest accuracy obtained by the proposed model and existing 

models among the 36 datasets presented in Table 9 is statistically distributed based on 

various characteristics such as attribute count, instance count. Table 11 provides the 

statistical distribution of highest accuracies on number of datasets for the models 

CPDME, IWHNB, AIWNB
E
, AIWNB

L
, CAWNB, AVFWNB and NB. 

Table 11. Comparison of the percentage of datasets having higher accuracy 

Characteristics CPDME IWHNB AIWNBE AIWNBL CAWNB AVFWNB NB 

Attributes ≤ 25 50.00 20.83 8.33 8.33 8.33 8.33 4.17 

Attributes > 25 25.00 25.00 8.33 41.67 8.33 0.00 8.33 

Instances ≤ 500 50.00 11.11 5.56 5.56 11.11 5.56 11.11 

Instances >500  

and ≤ 1000 
36.36 27.27 18.18 18.18 0.00 9.09 0.00 

Instances > 1000 28.57 42.87 0.00 57.14 14.29 0.00 0.00 

 

From the analysis, the proposed CPDME has a higher success rate of about 50% with 

the highest accuracy for the datasets having attributes less than or equal to 25, whereas 

the combined success rate of other 6 models is 50%. For the datasets having a number of 

attributes greater than 25, the proposed CPDME model has the lowest success rate of 

about 25% than other models (75%). Correspondingly, the proposed CPDME model has 

a higher lowest success rate of 50% and 36% with the highest accuracy for the datasets 

having a number of instances less than or equal to 500 and between 500 and 1000 

respectively. With the datasets having instance count greater than 1000, the proposed 

model has a less lowest success rate of about 28.57% of the highest accuracy. The 

increase in the number of instances or attributes gradually decreases the performance of 

the proposed model. Thus, from the results of the statistical analysis, it clear that the 

proposed model offers better results with the minimum number of attributes and 

instances.  

7. Conclusion 

This paper suggests the class probability distribution based on maximum entropy 

classification to classify the instances of the datasets having fewer attributes and 

instances. In the first phase, the important features are identified using attribute rank 

based feature selection. For each selected attribute, the average class relative distance is 

evaluated for the training samples. Then the relative gain of the attributes is computed 

from the test sample and the relative distance of each class. The Lagrange multipliers are 

applied and evaluated and the class probabilities concerning the attributes are computed 

by maximizing the entropy. Finally, the class label is predicted by aggregating the class 

probabilities of all the attributes. Experimental analysis has been performed with two 

sets of experiments using 17 and 36 datasets. The proposed model offers better average 
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accuracy of about 89.9% and 86.93% for the two experiments respectively which is 

better than many of the other existing and standard models. The statistical result analysis 

shows that the proposed model offers better results with improved accuracy for more 

than 50% of the datasets having fewer attributes and instances than other competitors. 

The future work focuses on the imbalanced class distribution along with the sparse 

distribution of attributes and instances. Though the proposed model has better accuracy, 

it suffers from time overhead which is below the top 5 positions in comparison with 

other models. Thus, future work concentrates on increasing the classification speed of 

the proposed model. 
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Abstract. Identifying and assessing potential risks of implementing new 

technologies is critical for organizations to respond to them efficiently during the 

technology life cycle. Blockchain has been introduced as one of the emerging and 

disruptive technology in the field of information technology in recent years, which 

system developers have noted. In this study, a comprehensive set of risks have 

been identified and categorized based on the literature findings to identify the 

risks of blockchain implementation. Critical risks are defined by performing a 

two-stage fuzzy Delphi method based on the experts' opinions. Then, possible 

causal relationships between considered risks are identified and analyzed using 

the fuzzy cognitive mapping method. Finally, the most important risks are ranked 

based on the degree of prominence and the relationships between them. Industry 

enterprise resource planning system based on blockchain technology has been 

studied as a case study. The obtained results indicate that the technology's 

immaturity has the most impact, the high investment cost is the most impressive 

risk, and privacy has a critical role in risks relationships. In addition, the high 

investment cost has the highest priority among other risks and the privacy and 

issues with contract law are ranked second and third, respectively. 

Keywords: Risk Assessment, Blockchain, Fuzzy Cognitive Mapping, Fuzzy 

Delphi, Enterprise Resource planning. 

1. Introduction 

Implementing new technology is one of the organization's tactical decisions; it will have 

significant and long-term effects on the organization's processes and overall 

                                                           
* Corresponding author 



978           Samayeh Samsami et al. 

performance. Hence, the successful implementation of new technology is important [1]. 

In recent years, after the Internet emersion, blockchain technology has been introduced 

as one of the most important information technologies [2]. Bitcoin and Ethereum are the 

most popular cryptocurrencies developed based on blockchain technology. The early 

adopters of this technology were traders and merchants [3]. Blockchain usage has 

increased continuously because of its extensive advantages such as decentralization, 

immutability, transparency, security, and anonymity [4]. Nevertheless, these significant 

features will not be effective without recognizing and analyzing the risks of blockchain 

implementation [5]. According to the conducted studies in the literature, various risks of 

blockchain implementation have been identified in an enterprise. One of the identified 

risks is a lack of technology maturity, which has significant effects on how issues such 

as governance and authority are conceptualized and performed [6]. Scalability is another 

risk of blockchain implementation that arises when better and qualified technological 

infrastructures are needed to more efficiently launch blockchain technology [7]. The 

other risk is facing new concepts without sufficient awareness during blockchain 

implementation, which makes using this technology difficult for users. Some of these 

complicated concepts are public key, private key, and cryptography. In addition, the 

lack of skilled human resources is another risk of blockchain implementation [8]. In 

addition, emerging technology implementation needs high investment without 

necessarily a short return period [9]. All potential risks should be identified and 

evaluated for successful blockchain implementation (see Figure 1).  

In recent years, enterprise resource planning system (ERP) has attracted more 

attention as an efficient solution for integrating all business processes in the 

organization. Data exchange security is a key point of security issues in ERP systems. 

Blockchain technology offers an opportunity to build highly integrated, smarter, secure, 

and flexible ERP systems [10]. Therefore, it is expected to see more development of 

blockchain-based ERP systems in future years.  

By increasing in number as well as types of risks and then potential causal 

relationships between them with high uncertainty, an integrated and systematic risk 

analysis model is required to consider experts' opinions. Despite the importance of this 

issue, only a few studies have been conducted on the risk identification and analysis of 

blockchain implementation. Therefore, in this study, the comprehensive set of risks of 

blockchain implementation has been identified based on the literature and experts' 

opinions. Then the potential causal relationships between these risks have been 

analyzed. Industry ERP systems based on blockchain technology have been studied as a 

case study in Iran. Experts' opinions are extracted via the two-phase fuzzy Delphi 

method. Next, the final identified risks are weighted and prioritized using the fuzzy 

cognitive mapping (FCM) technique. 
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Figure 1. Steps of successful blockchain implementation in the enterprise 

2. Literature Review: Blockchain Implementation Risks  

This section provides a comprehensive review of blockchain implementation risks 

which are categorized into eight general groups as follows: Technical (T), Security (S), 

Organizational (O), Legal (L), Financial (F), Environmental (E), Cultural (C), and 

Social risks (I).  

Staples and Chen [11] studied the risks and opportunities of using blockchain 

systems and smart contracts. They found that providing a neutral ground between 

organizations would reduce the technical risks compared to centralized databases and 

blockchain computing platforms. Kim and Kang [12] investigated the potential risks 

and challenges of blockchain technology as a means of eliminating illicit activities in 

various domain areas such as supply chain and logistics, government and public sectors, 

and international trade. They realized that blockchain technology may not always bring 

socio-economic benefits without a strategic planned policy. In another study, Zamani et 

al. [13] analyzed blockchain security risks at the operational level. For this purpose, 

required standards and rules related to blockchain implementation are investigated and 

analyzed in numerous blockchain incidents to determine the root cause of the most 

vulnerable aspects of this technology. Harris [14] also discussed the risks of blockchain 

relying, such as manipulation of the majority consensus, limiting the access of minors, 

privacy, anonymity, and pseudo-anonymity, speed and accuracy of transaction, 

scalability and storage issues, taxation, regulation, and issues with contract law in 

underdeveloped countries for transparent transaction among parties, reducing corruption 

and facilitating trust. Lu and Huang [4] examined blockchain implementation risk in 

four aspects of the trade, management and decision making, monitoring, and cyber 

security in the oil and gas industry. The results of this study showed that there is not 
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enough understanding of blockchain in the oil and gas industry. The current blockchain 

implementation status in the oil and gas industry is still experimental and investment is 

not enough compared with available capacities. Blockchain can provide many 

opportunities for this industry, such as reducing transaction costs and improving 

transparency and efficiency. In another study, Bürer et al. [15] focused on applied use 

cases for implemented blockchain architectures in the aspect of energy usage, risks and 

opportunities while guaranteeing a reliable distribution network and supply security are 

achieved. Norta and Matulevičius [16] examined the protection of an official formal 

blockchain authentication protocol by using security risk patterns. Based on the results, 

they have identified some major risks that threaten the protocol. Sayeed and Marco-

Gisbert [17] evaluated the agreement of blockchain and security mechanisms against 

51% of attacks in aspect of several main security risks. Their analysis presented that all 

of the applied security techniques are failed to protect against mentioned attack, lack 

power of the implemented security policies, and need to stronger policy to overcome 

this failure. In another study, Prewett et al. [18] mentioned that blockchain adoption as a 

transformative technology is unavoidable for future business enterprises. Therefore, 

appropriate attention to risks and challenges before, during, and after blockchain 

implementation will guarantee long-term success. Furthermore, Feng et al. [19] 

examined the cyber risk management of blockchain networks with a theoretical game 

approach. They have proposed a new approach to cyber risk management for 

blockchain services. In particular, they used cyber insurance as an economic tool to 

counteract the cyber risks posed by attacks on blockchain networks. They considered a 

blockchain services market which is consisted of infrastructure, a blockchain provider, 

an internet insurer, and users. Furthermore, White et al. [5] surveyed fundamental 

technologies of private blockchain and how the auditor can evaluate and respond to the 

risks of blockchain applications. Biswas and Gupta [20] analyzed the risks of 

blockchain implementation in industries and services. This study presented a framework 

for investigating blockchain risks to acceptance and its successful implementation in 

various industries using the DEMATEL technique. They identified and categorized a 

group of risks by using the existing literature and experts' opinions. Afterwards, they 

evaluated the causal relationships among these risks and ranked them based on their 

degree of prominence and relationships. This study's results showed that scalability and 

market-based risks are the most significant risks.  

At the same time, high sustainability costs and inappropriate economic behavior have 

the greatest impact on the successful blockchain implementation. In another study, 

Öztürk and Yildizbaşi [9] examined the risks of blockchain implementation in supply 

chain management using the multi-criteria decision-making method. This study 

determined the existing risks in supply chain processes with blockchain technology and 

evaluated these risks emerging during technological transformation. This study 

discussed security, financial, organizational, and environmental risks. They used Fuzzy 

hierarchical analysis and fuzzy TOPSIS methods. The obtained results are as follows: 

(a) high investment costs, data, and facilities security are important, (b) less complex 

supply chain integrations can coordinate faster than blockchain technology 

development, and (c) integration is harder for health and logistic sectors. Moreover, 

Özkan et al. [21] evaluated the risks of blockchain technology using the multi-criteria 

decision-making method based on Fuzzy Pythagorean sets. Their goal was to find the 

most vital risks for real-life case studies. This process considered organizational, 

environmental/cultural, security, technical and financial risks prioritization. As a result, 
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security related risks are identified as the most important. In another study, Drljevic et 

al. [22] examined perspectives on risks and standards affecting blockchain technology 

requirements' engineering. This study's results indicate a gap in the normative 

frameworks that affect the sustainable adoption and use of blockchain technology. 

Despite the importance of analyzing implementation risks of blockchain as a 

disruptive technology, only a few studies have focused on this issue. Therefore, the 

comprehensiveness risks assessment model is developed in this study to cover an 

extensive set of potential risks and ultimately analyze their causal relationships. Tables 

1 and 2 summarize the conducted studies on identification and evaluation of blockchain 

implementation risks and comparison of current study with other studies. 

Table 1. Classification of potential risks of blockchain (BC) implementation 

Results Case study Analysis method 
Type of risks 

Study 
I C E F L O S T 

Importance of risk assessment for 

increasing efficiency and effectiveness of 

BC implementation 

Bank industry 
Systematic 

Literature Review    * * * * * KPMG [23] 

Importance of considering legal related 

risks for successful BC implementation   

Legal Risks of 
Blockchain 

Descriptive 

research method     *    
Zetzsche et al 

[24] 

Importance of no limitation for BC type 

selection in accordance to organization 

requirements 

Smart contracts 
Description and 

analysis        * 
Staples et al 

[11] 

Indicating on importance of risks of 

organizational issues, competitive 

environment, and technology design 

issues 

Research 

agenda 
Review of 

previous literature     *   * 
Lindman et al 

[25] 

Increased in BC risks because of  

immaturity of regulatory framework for 

BC technology 

Identifying risk 

on the road to 

distributed 

ledgers 

Descriptive 

research method     * * * * Caron [26] 

a holistic and coordinated effort is 

required because of a black box nature of 

a BC 

Anti-corruption 
Descriptive 

research method     * *  * 
Kim and 

Kang [12] 

Via BC and linked smart contracts, there 

is considerable potential for frictional 

delays and the risks of human error to be 

controlled. 

Insurance 

industry 
Review of 

previous literature     *  * * Tarr [27] 

BC technologies deal significant hurdles 

for implementation in underdeveloped 

countries 

Blockchain 

technology in 

underdeveloped 

countries 

Fundamental 

research method    * *  * * Harris [14] 

To respond to BC risks, organizations 

should consider establishing a robust risk 

management strategy, governance, and 

controls framework. 

Risk 

performance in 

China's strategy 

Fundamental 

research method  *  * * * * * 
Santhana and 

Biswas [28] 

Indicating on risks include technological 

risks, data security risks, interoperability 

risks, and third-party vendor risks. 

Blockchain 

security risk 

assessment and 

the auditor 

Descriptive 

research method     * * * * 
White et al 

[5] 

Security and its related risks have more 

critical during BC implementation. 

British 

telecommunicat

ion company 
MCDM (PF-AHP(  * *  * * * * 

Özkan et 

al[21] 
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Table 2. Classification of potential risks of blockchain implementation 
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3. Research Method: Integrated Fuzzy Delphi and FCM 

In this study, an integrated analysis technique incorporates the fuzzy Delphi technique, 

and the fuzzy cognitive map is applied. Uncertainty of risks assessment process is 

handled by fuzzy approach. 

3.1. Fuzzy Delphi Technique: Risk Identification and Assessment 

In this study, the Fuzzy two-phase Delphi method is used to identify and evaluate the 

potential risks based on the experts’ opinions. For this purpose, verbal expressions are 

used to measure the extracted viewpoints. In the first phase, a semi-open questionnaire 

has been developed for potential risks identification and assessment based on the results 

of the conducted studies in the literature. The proposed risk name, definition, and 

classification are validated based on the experts’ opinions. New risks and their related 

information could be proposed by experts. The fuzzy technique is applied to handle the 

uncertainty of risk assessment by representing verbal expressions with the triangular 

fuzzy number (TFN) (see Table 3) [30]. Based on the final results of the first phase, the 

second phase questionnaire is developed. In the second phase, the relative importance of 

concluded risks is evaluated by experts. Achievement of consensus (i.e., results from 

convergence status) is calculated at the end of the second phase. The Delphi evaluation 

process will be finalized if this consensus measure (i.e., the difference between the 

averages of two successive obtained defuzzy results of Delphi phases) is less than 0.1. 

The applied Delphi method is stopped at the second phase. 

Table 3. Triangular fuzzy numbers for a five-point scale [31] 

Verbal expressions 
TFN 

FCM Fuzzy Delphi 

Strong positive Strongly agree (0.6,0.8,1) 

Positive Agree (0.4,0.6,0.8) 

Ineffective Neutral (0.2,0.4,0.6) 

Negative Disagree (0,0.2,0.4) 

Strong negative  
Strongly 

disagree 
(0,0,0.2) 

3.2. Fuzzy Cognitive Map: Cause-and-Effect Analysis 

In this study, the FCM method has been used as an analysis tool which uses a graph-

based system to present the causal relationships of influencing risk factors in decision-

making. The analysis graph of the FCM consists of two key elements: node and edge.  

Nodes represent the main factors of the concepts that define a system of blockchain 

implementation risks analysis. Edges represent the potential causal relationships 

between the considered nodes. Fuzzy binary numerical descriptions are used to 

introduce causal effects into the cognitive map instead of positive or negative symbols. 

The edge of each fuzzy cognitive map between concepts (i.e., risks) of Ci and Cj is 
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related to a relative weight variable from -1 to 1. This variable indicates the strength of 

the related relationship. There are three different types of possible causes between each 

pair of risks, Ci and Cj [32]: 

 Wij > 0 which determines a positive cause. If the value of Ci increases, this will 

lead to an increase in Cj value. 

 Wij < 0 which determines negative causation. If the value of Ci increases, this 

will decrease Cj value. 

 Wij = 0 which indicates no causal relationship between considered concepts.  

The FCM of considered concepts is represented mathematically by an adjacency 

weight matrix with n×n size. The three types of variables in the cognitive map are as 

follows: transmitter variables, receiver variables, and ordinary variables. These 

variables are calculated via their out-degree (OUT) and in-degree (IN). OUT and IN are 

the row and column sums of absolute values of a variable in the adjacency matrix that 

present the cumulative strengths of exiting relations variables, respectively (see 

equations 1-2). Transmitter, receiver, and ordinary variables have a positive OUT and 

zero IN, a positive IN and zero OUT, and both a non-zero IN and OUT, respectively. 

The centrality of a variable (IMP) is the summation of the related IN and OUT indexes 

(see equation 3). 

       

 

   

 
(1) 

        

 

   

 
(2) 

           (3) 

It should be mentioned that a three-point Likert scale has been used to present the 

experts’ opinions about the effect of each risk on others (see Table 2). Fuzzy triangular 

evaluation (FTE) is presented by equations (4). Rank of each risk is determined based 

on the related calculated FTE. The mean of fuzzy number (MFN) is calculated by 

equation (5) for conducted assessment. All final fuzzy evaluations are defuzzified by 

equation (6). 
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4. Research Findings 

In this section, based on the applied two-phase fuzzy Delphi and fuzzy cognitive 

mapping, the main results of identifying and evaluating blockchain implementation 

risks are presented for the blockchain-based ERP software as a case study. 
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Table4. Identified risks based on the literature review as an input of the applied Delphi method 

include risk type (TR) and name (R) 

 Risk TR  Risk TR 

S1 Data security risks 

S
ec

u
ri

ty
 (

S
) 

T1 Architecture and design risk 

T
ec

h
n
ic

al
  

(T
( 

 

S2 
Cryptography, key management, and 

tokenization T2 Oracle risk 
S3 Cyberattacks 

S4 Vulnerability 
T3 Speed and accuracy of transactions 

S5 Transaction leakage 

S6 Privacy 
T4 Consensus mechanism and network management 

S7 Criminal activity 

S8 Double spending T5 Lack of technological maturity 

S9 
The complexity of the blockchain 

system compared to existing systems 
T6 Lack of customer awareness 

S10 
Compatibility of different blockchain 

platforms 

T7 Level of Access to technology 

T8 Sustainable infrastructure lackness 

I1 Information sharing obstacles 
S

o
ci

al
 

(I
) 

F1 Limiting the Access of Miners 

F
in

an
ci

al
  

(F
) 

E1 Wasted resources  

E
n
v
ir

o
n
m

en
ta

l 
(E

) 

F2 High investment cost 
F3 Usage cost 
F4 Taxation 
F5 Scalability and performance 
F6 Technology Implementation and Acquisition 
F7 Training cost 
F8 Storage Limitations 
F9 Lack of research and development Units 

E2 High energy Consumption 
O1 Resistance from the incumbents 

O
rg

an
iz

at
io

n
al

  
(O

) 

O2 Vendor risk 

C1 Smart contract risk 

C
u
lt

u
ra

l 
(C

( 

O3 Distinctive opportunities 

C2 Blockchain myths 
O4 Applicability to use blockchain  as a solution 

C3 Lack of implement transparent structure 

C4 Participatory persuasion O5 Chain defense 

C5 Tracking transactions O6 Business continuity and disaster recovery 

L1 Compatibility risk 

L
eg

al
 (

L
) 

O7 Lack of skilled human resources 
L2 Issues with Contract Law 

L3 Regulation O8 Lack of management support 

L4 
Working within   limitations of 

blockchain O9 Lack of equipment and tool 
L5 Jurisdiction 

L6 Data management and segregation 
O10 Resistance to change technology 

L7 Compliance risk 

L8 Data control 
O11 Strong hierarchical structure and bureaucracy 

L9 User identity 

L10 Decentralization 
O12 Strict administrative control 

L11 Regulatory Hurdles 

L12 
Lack of control over malicious 

operations and information 

O13 Mind set of people needs to be changed 

O14 Stable network connection 
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4.1. Case study profile: Blockchain-based ERP Systems 

In this section, based on the applied two-phase fuzzy Delphi and fuzzy cognitive 

mapping, the main results of identifying and evaluating blockchain implementation 

risks are presented for the blockchain-based ERP software as a case study. 

The market size of global ERP software was achieved at USD 50.57 billion in 2021 

and is expected to keep growing in future years. The ERP system would provide a 

centralized and integrated system for enterprises. The capabilities of ERP systems could 

be boosted by integrating with blockchain technology. Once blockchain is integrated 

into the ERP system, it optimizes system operations, internal data control, and business 

processes such as intercompany transactions. A client-server technology is at the core of 

an enterprise's integrated management systems, which are now information-centric 

systems that use common standards for communication infrastructure, applications, 

databases, data exchange, and security [10]. The integration of ERP and blockchain 

systems improves the transparency and reliability of financial transactions in financial 

and accounting systems. In addition, potential contradictions in terms of invoices, 

shipments, returns and purchases are also reduced.  

Integrating ERP with blockchain has twofold benefits: creating more transparency 

and reducing costs. Blockchain uses its capabilities to monitor business processes and 

facilitate their entry into the blockchain network. Finally, this study investigates the 

risks of implementing ERP systems based on blockchain in one of the biggest 

information technology and services companies in Iran. The company name could not 

be mentioned because of a confidential issue. Research experts are selected in the field 

of blockchain technology for developing ERP systems. 

4.2. Results of Identifying and Evaluating Risks   

The final summary of the identified risks of blockchain implementation based on the 

literature review is presented in Table 4. These findings are considered input data for 

the applied two-phase fuzzy Delphi method. The final results of the second phase of 

fuzzy Delphi are presented in Table 5. 

According to the evaluation of identified risks of blockchain implementation, the 

value of 0.7 has been determined as the priority threshold based on the experts' 

viewpoints to prepare the FCM questionnaire for risk assessment. For this purpose, a set 

of 24 risks has been selected with priority values greater than the considered threshold. 

These risks have been analyzed and evaluated using the FCM approach to investigate 

the potential causal relationships. Then, influential risks are identified by analyzing each 

risk's impact on other risks. By preparing a questionnaire, experts were asked to 

examine the risks carefully and use verbal expressions via the Likert scale to determine 

the type and intensity of the impact of each risk on others.  

Finally, week casual relations between risks are removed from the constructed 

cognitive map because of the realized low importance weight. For instance, two 

relations, including O8-L4 and L1-T5, are removed from the map. For developing a 

group-based FCM, a simple average of obtained fuzzy evaluation for each casual 

relation is calculated and defuzzified. The final calculated weights of risks are presented 

in Table 6. 
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Table 5. Ranking of the final identified risks by the Delphi method 

In Table 7, weights of unrelated risks are zero and weights of related risks are non-

zero, which are presented in blue-colored cells. Then, the graph-based structure of the 

proposed fuzzy cognitive map is analyzed using FCMAPPER software. The output of 

this mathematical analysis obtained based on the Graph theory is investigated. The final 

ranking of each risk is done based on the centrality index (see Table 7). 

The in-degree and out-degree indicate whether the considered risk mainly influences 

other risks or if other risks influence it or both, respectively. The contribution of each 

risk in the FCM can be regarded by determining its centrality, which indicates how 

connected the risk is to other risks and what the cumulative strength of these 

connections is. The obtained results of the proposed FCM show that blockchain 

immaturity has the highest impact. The high investment cost risk has been influenced 

greatly by other risks. Privacy has the highest centrality index. Then, the graph of the 

proposed FCM for presenting casual relationships between considered risks is analyzed 

by PAJEKT software depicted by Gephi software (see Figure 2). 

 

Rank 
Score value 

Risk Rank 
Score value 

Risk 
MFN FTE MFN FTE 

12 0.500 3.000 
O5 

29 0.444 2.666 
T1 

31 0.433 2.600 O6 19 0.478 2.867 T2 
43 0.400 2.400 O7 1 0.667 4.000 T3 

7 0.533 3.200 O8 6 0.611 3.667 T4 

35 0.433 2.600 O9 22 0.467 2.800 T5 
31 0.433 2.600 O10 7 0.533 3.200 T6 

47 0.378 2.267 O11 52 0.344 2.067 T7 

52 0.344 2.067 O12 12 0.500 3.000 T8 
50 0.344 2.067 O13 36 0.411 2.467 S1 

20 0.478 2.867 O14 27 0.456 2.733 S2 

36 0.411 2.467 E1 47 0.378 2.267 S3 
12 0.500 3.000 E2 12 0.500 3.000 S4 

3 0.633 3.800 L1 61 0.278 1.667 S5 

4 0.633 3.800 L2 12 0.500 3.000 S6 
1 0.667 4.000 L3 36 0.411 2.467 S7 

22 0.467 2.800 L4 54 0.533 3.200 S8 

7 0.533 3.200 L5 21 0.433 2.600 S9 
43 0.400 2.400 L6 43 0.433 2.600 S10 

58 0.311 1.867 L7 56 0.322 1.933 F1 

56 0.322 1.933 L8 7 0.533 3.200 F2 
27 0.456 2.733 L9 40 0.400 2.400 F3 

60 0.300 1.800 L10 46 0.378 2.267 F4 

30 0.433 2.600 L11 12 0.500 3.000 F5 
49 0.367 2.200 L12 7 0.533 3.200 F6 

36 0.411 2.467 I1 31 0.433 2.600 F7 

58 0.311 1.867 C1 54 0.333 2.000 F8 
22 0.467 2.800 C2 31 0.433 2.600 F9 

4 0.633 3.800 C3 50 0.344 2.067 O1 

12 0.500 3.000 C4 22 0.467 2.800 O2 
40 0.400 2.400 C5 40 0.400 2.400 O3 

    
22 0.467 2.800 

O4 
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Table 6. Final FCM results (per hundred) 

 
T2 T3 T4 T5 T6 T8 S2 S6 S9 F2 F5 F6 O4 O5 O8 E2 L1 L2 L3 L4 L9 C2 C3 C4 

T2 0 0 0 0 0 0 47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 40 

T3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 57 0 0 0 0 0 0 

T4 0 0 0 0 0 0 0 0 0 0 0 0 0 57 0 0 0 0 0 0 0 0 0 0 

T5 0 0 0 0 53 0 0 0 0 59 0 0 0 0 60 0 0 0 0 0 0 0 67 0 

T6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 60 0 0 0 60 0 0 

T8 0 0 0 0 0 0 0 0 0 70 0 0 0 0 0 60 0 0 0 0 0 0 0 0 

S2 0 40 60 0 0 0 0 0 0 0 0 0 0 63 0 0 0 0 0 0 0 0 0 0 

S6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 47 60 0 0 0 

S9 0 0 0 53 0 0 0 0 0 0 33 0 0 0 0 0 0 0 53 0 0 0 63 0 

F2 0 0 0 0 0 0 0 0 0 0 0 70 0 0 0 0 0 0 0 0 0 0 0 0 

F5 0 0 0 0 0 0 0 15 0 0 0 0 0 0 0 0 0 0 0 57 0 0 0 0 

F6 0 0 0 0 0 0 0 0 0 0 0 0 1 0 27 0 60 0 0 0 0 0 0 0 

O4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 63 0 0 0 0 0 0 0 

O5 0 0 0 0 0 0 0 37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

O8 0 0 71 0 0 0 67 0 0 0 0 0 0 0 0 0 0 63 0 0 0 0 0 22 

E2 0 0 0 0 0 0 0 0 0 73 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

L1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 70 37 0 0 0 0 

L2 0 0 0 0 0 0 0 67 0 0 0 0 0 50 0 0 0 0 0 0 0 0 0 0 

L3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

L4 57 37 0 0 0 0 0 0 0 0 0 0 0 0 0 50 0 0 0 0 0 0 0 0 

L5 0 0 0 0 0 0 0 63 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

C2 0 0 0 0 0 0 0 53 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

C3 0 0 0 0 0 0 0 0 0 67 0 0 0 0 0 0 0 0 0 0 70 0 0 0 

C4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 43 0 0 0 0 0 0 
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Table 7. FCM Measures Summary 

Centrality 
In-

degree  
Out-degree Risk  

3.42 0.35 1.07 Privacy S6 

3.40 2.23 1.17 Issues with Contract Law L2 

3.39 2.69 0.70 High investment cost F2 

3.02 0.87 2.23 Lack of management support O8 

2.92 0.53 2.39 Lack of technological maturity T5 

2.90 1.83 1.07 Compatibility risk L1 

2.83 1.40 1.43 Working within limitations of blockchain L4 

2.76 1.13 1.63 
Cryptography, key management, and 
tokenization 

S2 

2.67 1.70 1.37 Lack of implement transparent structure C3 

2.07 0 0.37 Chain defense O5 

2.03 1.30 2.03 
The complexity of the blockchain system 

compared to existing systems 
S9 

1.93 1.31 0.63 User identity L9 

1.88 1.10 0.57 
Consensus mechanism and network 

management 
T4 

1.83 1.23 0.73 High energy Consumption E2 
1.83 0.53 0.60 Regulation L3 

1.73 0.70 1.20 Lack of customer awareness T6 

1.58 0.57 0.88 Technology Implementation and Acquisition F6 
1.44 0.77 0.87 Oracle Risk T2 

1.37 0 0.57 Speed and accuracy of Transactions T3 

1.30 0.60 1.30 Lack of sustainable energy infrastructure T8 

1.13 0.62 0.53 Blockchain myths C2 

1.05 0.62 0.43 Participatory persuasion C4 

1.05 0.33 0.72 Scalability and maintenance F5 
0.64 0.01 0.63 Applicability to use blockchain  as a solution O4 
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Figure 2. Proposed FCM for risks assessment of blockchain implementation 

In figure 2, each weight of two risks (i.e., nodes) relation value is presented above the 

related arrow. The set of risks with high impacts are selected as the most important risks 

of blockchain implementation (see Table 8). 

 

Figure 3. Cluster of lack of technological maturity risk (T5) 

Analysis of the out-degree index shows that technological immaturity has the most 

impact on other risks. Therefore, figure 3, the network cluster includes the risks related 

to the technology immaturity risk that should be analyzed. The results indicate that to 

reduce the risk of lack of technological maturity is necessary to enhance the lack of 

management support (O8). Also, other factors that increase high investment cost (F2), 
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such as high energy consumption of electricity and other similar things, should be 

minimized. The lack of implementation of a transparent structure (C3) due to the 

newness and anonymity of blockchain technology for users is another risk that is 

affected by the immaturity of blockchain technology. Improving the users' knowledge 

of blockchain technology at the various organizational levels could be an efficient 

strategy for dealing with the mentioned risk. 

Table 8. Final ranking of blockchain implementation risks 

 

Figure 4. Cluster of high investment cost (F2) 

Rank Risk  Rank Risk  

13 

Technology 

Implementation and 

Acquisition 

F6 1 High investment cost F2 

14 
Speed and  accuracy  of 

Transactions 
T3 2 Privacy S6 

15 Oracle Risk T2 3 Issues with Contract Law L2 
16 Participatory persuasion C4 4 Chain defense O5 

17 Blockchain myths C2 5 Compatibility risk L1 

18 
Lack of customer 
awareness 

T6 6 
Working within limitations of 
blockchain 

L4 

19 
Lack of technological 

maturity 
T5 7 User identity L9 

20 
Scalability and 

maintenance 
F5 8 

Consensus mechanism and network 

management 
T4 

21 
Applicability to use 
blockchain  as a solution 

O4 9 Regulation L3 

22 
Lack of management 

support 
O8 10 

Lack of implement transparent 

structure 
C3 

23 
Lack of sustainable 

energy infrastructure 
T8 11 

Cryptography, key management and 

tokenization 
S2 

24 

The complexity of the 
blockchain system 

compared to existing 

systems 

S9 12 High energy Consumption E2 



992           Samayeh Samsami et al. 

Figure 4 shows high investment costs as the most influential risk of blockchain 

implementation, from other risks. The related cluster includes critical risks such as high 

energy consumption, lack of sustainable energy infrastructure, and lack of implement 

transparent structure. Providing more efficient and reliable energy resources could 

decrease the operational cost of using blockchain technology and diminish an 

organization's vulnerability to this technology implementation. 

 

Figure 5. Cluster of privacy risk (S6) 

Figure 5 presents the critical role of risks related to law issues such as contract law 

issues, working within blockchain limitations, and user identity. In addition, chain 

defence methods of mining pool attacks for blockchain security issues, network 

communication and smart contracts for blockchain security issues, and privacy thefts for 

blockchain privacy issues are so important in analyzing the privacy risk. Blockchain 

would be defined in three general types: public, private, and consortium. The private 

blockchain has a lot of supervision, which is only under certain individuals' control. 

Accordingly, a private blockchain would be used as much as possible to deal with the 

risk of privacy. 
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Figure 6. Cluster of risk of contract law (L2) 

Figure 6 presents the cluster of contract law as a second important risk in term of the 

centrality index. Obtained results indicate that technological issues such as transaction 

speed and accuracy as well as customer awareness have the most impact on this critical 

risk. In addition, organizational and security aspects of an enterprise, such as chain 

defense and privacy, are affected by the risk of contract law. 

5. Conclusion 

Blockchain has a great potential for changing attitudes toward traditional businesses to 

be more cost-effective and reliable. Blockchain is an innovative technology which has 

been accepted widely by various industries. This emerging technology has several 

advantages, such as eliminating intermediaries, transparency, and traceability. 

Nowadays, businesses are exploring how to use this emerging technology to efficiently 

influence their enterprise and avoid the implementation of potential risks. Therefore, 

identifying and assessing the extensive implementation risks are very important and 

have a critical impact on organization performance. Risk management could be a more 

challenging task by increasing the number of risks and potential causal relationships 

between them. For this purpose, the fuzzy cognitive mapping technique has been used 

in this study to analyze the complex system of blockchain risk implementation as a 

disruptive technology. In this study, the evaluation and analysis of blockchain 

implementation risk are handled via the fuzzy cognitive mapping technique. For this 

purpose, after a comprehensive literature review, the potential risks of blockchain 

implementation have been identified and examined in eight general categories: 

technical, security, organizational, legal, financial, environmental, cultural, and social. 
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Finally, various risks have been identified and investigated based on the experts’ 

opinions using the two-phase fuzzy Delphi method for determining the most important 

risks. Then, constructed map of risks are analyzed via FCM in terms of influencing 

other risks, affected by other risks, and impotence in the risks network. 

Obtained results indicate that financial risk, including high investment cost is the 

most important implementation risk of blockchain as a revolutionary technology. This 

critical cost-based risk has been mentioned in other studies because of high energy 

dependence, the difficult process of integration, and the implementations high costs 

[34], [36]. By developing new generation of blockchain technology, these technologies 

based challenges would be more improved in term of operational cost of using 

blockchain. Law related risks have a significant role among the top ten assessed risks. 

This importance could be seen by analyzing the central index for critical risks such as 

privacy. In addition, issues with contract law have various critical impacts on the 

organizational and privacy risks and are impacted by technology risks. Regarding the 

environmental context, specific laws and regulatory support were considered as the 

most important factors [33], [35]. These key soft aspects should also be more developed 

in proper harmony with the common technological aspects of the blockchain 

technology, which have been of most noted until now. Although the immaturity of 

blockchain has a critical impact on other considered risks in term of the out-degree 

index, it is expected this influencing role decreases over time as a consequence of the 

further evolution of blockchain technology. The risk of the high investment cost of 

blockchain usage is affected by the novel as well as sustainable energy-providing 

approach. Required supportive infrastructures, including both technical and non-

technical elements simultaneously, may stimulate the development, diffusion, 

commercialization, and penetration coefficient of new blockchain-based applications 

which could be integrated with others disruptive information technologies such as IoT, 

cloud-computing, and other cyber-physical systems [33]. 

Therefore, this threat with a high impact on other risks in term of out-degree index 

could be transformed into an opportunity by using more cost-efficient energy resources 

and outweighing obtained benefits by blockchain. Therefore, the assessed network of 

risks that have high dynamics should be analyzed by considering the effects of time on 

related issues and potential feedbacks over time. For this purpose, the systems dynamics 

analysis approach can be used for future researches. 
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Abstract. Intrusion detection is an important means to protect system security by
detecting intrusions or intrusion attempts on the system through operational be-
haviors, security logs, and data audit. However, existing intrusion detection sys-
tems suffer from incomplete data feature extraction and low classification accuracy,
which affects the intrusion detection effect. To this end, this paper proposes an in-
trusion detection model that fuses residual network (RESNET) and parallel cross-
convolutional neural network, called RESNETCCN. RESNETCNN can efficiently
learn various data stream features through the fusion of deep learning and convolu-
tional neural network (CNN), which improves the detection accuracy of abnormal
data streams in unbalanced data streams, moreover, the oversampling method into
the data preprocessing, to extract multiple types of unbalanced data stream features
at the same time, effectively solving the problems of incomplete data feature ex-
traction and low classification accuracy of unbalanced data streams. Finally, three
improved versions of RESNETCNN networks are designed to meet the require-
ments of different traffic data processing, and the highest detection accuracy reaches
99.98% on the CICIDS 2017 dataset and 99.90% on the ISCXIDS 2012 dataset.

Keywords: Intrusion detection, RESNETCNN, Deep learning.

1. Introduction

With the digitalization of the Internet [13], cyberspace security issues have become in-
creasingly complex and diverse. On June 22, 2022, Northwestern Polytechnical Univer-
sity released a statement about a cyber attack in which multiple Trojan samples were
found in the university’s information network. In recent years, tens of thousands of ma-
licious cyber attacks on domestic Chinese network targets, resulting in network devices
have been controlled and high-value data have been stolen. Therefore, cybersecurity pro-
tection is extremely imminent.Intrusion detection is the detection of intrusions or intru-
sion attempts on a system through operational behavior, security logs, audit data, or other
available network information, etc. When running on the inspected system, the Intrusion
Detection System (IDS) [31] is responsible for scanning the current network activity of

⋆ Corresponding author
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the system, monitoring and recording the network traffic of the system. Then IDS detects,
records and judges the legitimacy of various processes running on the system, filtering
abnormal network traffic from the host according to defined rules, and finally provides
real-time alerts,which can effectively guarantee the network security.

Existing intrusion detection systems may suffer from overfitting, low classification
accuracy, and high false alarm rate (FPR) when facing [32] with huge and diverse network
data.Jun ho Bang et al.[1] used HsMM to model WSAN and developed an LTE signal-
ing attack detection scheme. Compared with other detection schemes, the attack detection
effect was better, but the accuracy was lower. M. Nazari et al.[26] proposed an ARIMA
time series model and a new DoS and DDoS attack detection algorithm, which improved
the classification performance of abnormal traffic, but had a high false positive rate.

Machine learning [42] has been widely used to identify various types of cyber at-
tacks. Yang et al.[38] proposed an abnormal network traffic detection algorithm that in-
tegrates mixed information entropy and SVM to detect abnormal network traffic in cloud
computing environment. K. Li [15] combined principal component analysis (PCA) and
random forest (RF) algorithm to extract and combine features from different network lay-
ers, reducing redundancy and noise caused by multi-layer combination.However, most
traditional machine learning methods are shallow learning, that usually emphasizes fea-
ture engineering and feature selection, which cannot solve classification problems for
large-scale data in real network environments. And the classification accuracy of multiple
classification tasks decreases with the dynamic growth of the dataset. Thus shallow learn-
ing is not suitable for intelligent analysis and high-dimensional massive data learning.

In the face of network traffic data with large scale and high dimensions, deep learn-
ing has greater advantages. Zhang [40] proposed an intrusion detection model based on
deep hierarchical network, which combined CNN and LSTM (CNN lSTM for short) and
achieved good performance on CICIDS2017 data set. Zhong [41] proposed HELAD, a
network abnormal traffic detection algorithm integrating multiple deep learning technolo-
gies. Although HELAD has better adaptability and detection accuracy, its bit error rate is
slightly higher. At present, the intrusion detection system based on deep learning has the
following two problems: 1. With the further increase of network traffic, the current intru-
sion detection system with high-speed detection capability is not very ideal in terms of
packet capture capability and detection performance. 2. Data imbalance in real environ-
ment seriously affects the detection accuracy of most current intrusion detection systems.

To alleviate the above problems, an intrusion detection model, referred to as
RESNETCNN is proposed that fuses RESNET and a parallel cross-convolutional neu-
ral network. The main contributions of this paper are as follows.

(1) By introducing the oversampling method to process the ISCXIDS 2012 dataset,
we can extract multiple types of unbalanced data stream features simultaneously, which
effectively solves the problems of incomplete data feature extraction and low classifica-
tion accuracy in unbalanced dataset.

(2) The top layer of the proposed model adopts RESNET network structure and the
bottom layer of the network adopts traditional convolutional neural network (CNN) struc-
ture. The combination of the top and bottom layers can effectively perform feature fusion
and improve the detection accuracy of abnormal data streams in unbalanced datasets.

(3) Three improved versions of RESNETCNN are proposed. Simulation experiments
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are conducted on the CICIDS 2017 and ISCXIDS 2012 datasets, and the corresponding
detection accuracy can reach 99.98% and 99.90%, respectively.

The rest of the paper is organized as follows. The second part describes the evolu-
tion of the imbalanced dataset processing method, RESNET network model, and parallel
cross-convolutional neural network. The third part describes the data processing method
and the network structure of RESNETCNN, afterwards, ablation experiments are con-
ducted on the CICIDS 2017 and ISCXIDS 2012 datasets to evaluate the effectiveness of
the proposed model in the fourth part. Finally, the fifth part concludes the paper.

2. Related Work

This section discusses the related work from three aspects, namely, unbalanced dataset
processing methods, RESNET network models, and the evolution of parallel
cross-convolutional neural networks.

2.1. Evolution of Methods for Processing Unbalanced Data Sets

The number of samples of each category in real intrusion detection datasets is often unbal-
anced, and the methods to deal with this problem mainly include feature selection-based,
and resampling-based methods. The feature selection-based approach [35] first identifies
highly relevant features from the source and target domains, then removes irrelevant or re-
dundant features, and finally applies the highly relevant features to the target problem.This
method has two problems: first, it does not consider the correlation between features and
data; second, the selected feature data usually tend to be in the majority class with large
amount of data. The resampling-based methods change the data distribution through spe-
cific data sampling to equalize the data distribution of different classes in the dataset. The
common methods are divided into two categories: random downsampling and random
oversampling. Random oversampling is performed by randomly sampling a small num-
ber of samples in the dataset, and then adding the sampled samples to the original dataset.
Random oversampling can restore the data of the real scene and improve the detection
rate of the small number of data in the unbalanced abnormal traffic.

2.2. Evolution of the RESNET Model

ImageNet classification with deep convolutional neural network(Alexnet) [14] unveiled
the dominance of neural networks in computer vision by incorporating a variant of the
neural network model in the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) 2012. Visual geometry group(VGG) [27] investigated the effect of convolu-
tional network’s depth on the accuracy of large-scale image recognition, where
(3 × 3) Convolutional filter architecture was used to evaluate the depth of the network.
And the results showed that pushing the network’s depth to 16-19 weight layers achieves a
significant improvement over existing technology configurations.Going deeper with con-
volutions (InceptionV1) [29] is a 22-layer deep network, which won the first place in the
2014 ILSVRC challenge. It increases the depth and width of the network while keep-
ing the computational budget the same. Its disadvantage is that the network is difficult
to change, and the cost will increase four times if the number of filter sets is doubled.
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Batch normalization: accelerating deep network training by reducing internal covariate
shift(InceptionV2) [12] improves InceptionV1 with a Batch Normalization(BN) layer,
achieving a top-5:4.9% result in the ILSVRC competition, but also increases the weight
consumption by 25% and the computational consumption by 30%.Rethinking the incep-
tion architecture for computer vision (InceptionV3) [30] improves InceptionV2 by reduc-
ing the initial module and parallelizing the network structure. RESNET [10] improves
InceptionV3 by introducing a residual structure that smoothly propagates the gradient
from backward to forward, which extends the RESNET structure to thousands of layers
and further alleviates the gradient disappearance problem in deep neural networks.

2.3. Evolution of Parallel Cross Convolutional Neural Networks

There is an imbalance of different categories of data in intrusion detection dataset. In or-
der to improve the detection accuracy of few categories of data, many researchers have
proposed parallel cross-convolutional neural network. It draws temporal, spatial, and se-
mantic features of anomalous traffic dataset through feature fusion of two or three layers
of different convolutional neural networks, greatly improving the classification accuracy
of anomalous traffic dataset.

[39] proposed parallel cross-convolutional neural network based on deep hierarchi-
cal network [40],called PCCN. This network model fused fully convolutional networks for
semantic segmentation(FCN) [25] and convolutional neural network (CNN). Although its
overall accuracy reached 0.9991 at CICIDS 2017, there are problems of excessive amount
of parameters, long training time ,and low classification accuracy. An anomaly network
traffic detection model integrating temporal and spatial features(ITSN) [22] and an effi-
cient hybrid parallel deep learning model(HPM) [4] are both parallel deep learning mod-
els that fuse long short-term memory(LSTM) [11] and CNN,which have the advantage
of introducing LSTM to extract spatial features.Compared with PCCN, the classification
accuracy of minority classes is improved, but the classification accuracy of GlodenEye,
Hulk, slowhttp and slowloris in CICIDS 2017 dataset is lower.A network abnormal detec-
tion method(PCCS) [34] combines single-stage headless face detector algorithms(SSH)
and parallel crossover neural network, and consists of two parallel convolutional network
layers. It has the advantage that the overall accuracy is improved compared to ITSN,
reaching 0.9996, but the classification accuracy is lower on GlodenEye, Hulk, slowhttp,
and slowloris in the CICIDS 2017 dataset.

RESNETCNN adopts a parallel crossover network structure with RESNET at the
top and CNN at the bottom. RESNET absorbs semantic features and CNN absorbs high-
resolution features.After three stages of feature fusion, the overall accuracy reaches 99.96%
at CICIDS 2017, and the classification accuracy of GlodenEye, Hulk, slowhttp, and
slowloris in the dataset is greatly improved.Compared with the traditional work,
RESNETCNN has fewer parameters, high classification accuracy and fast speed, which
is suitable for the classification of large anomalous traffic datasets.

3. Data Pre-processing

This section mainly discusses the algorithm of data preprocessing and verifies the validity
of random oversampling method.
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The ISCXIDS 2012 dataset suffers from data imbalance in different categories, and
the classification accuracy of different abnormal traffic categories varies greatly. Thus, a
random oversampling method is used with the following algorithm.

First, the data classified by the confusion Matrix is marked as
Xij (i=1 . . . m, j=1 · · · n).

Step1 calculates the ratio of the number of incorrect classifications to the number of
correct classifications for each category in the confusion Matrix (misclassification ratio).

ratio =

∑n
j=1 Xij(j ̸= i)

Xii
(1)

Observe whether the proportion of misclassified data in most minority classes is less
than the proportion of misclassified data in most classes, and if so, proceed to step2.

Step2 random oversampling, that is, the minority class data in the dataset is amplified
according to the maximum data volume of the majority class.

(1) Integrates all categories of data in anomalous traffic datasets.
(2) Classifies large data sets into m classes based on labeled features and store them

in a collection of lists.
(3) lists stores the m-class data set, expands the data amount of minority class to the

maximum data amount Max of majority class, and then stores it in the excell table.
The pseudo code for the oversampling algorithm is shown in Algorithm1. Descrip-

tion of the argument in Algorithm 1 is shown in table 1.

Algorithm 1 Resampling of a Small Number of Data Sets
Input: all data[];
Output: Expanded data;

1: temp list=[]; # Store the final processed data
2: label list=[]; # Store raw data label set
3: MAX;
4: length;# The length of raw data
5: for i in range(0,m) do
5: #Generate m empty list sets to temporarily store the generated m feature sets

temp list.append([]);
6: end for
7: for i in range(0, length) do
7: #Get the index number of the tag

data index = label list.index(all data[i]);
temp lists[data index].append(all data[i]);

8: end for
9: #Expand the small number of data sets to at least Max, and then store them.

10: for i in range(0, temp lists.length) do
11: while len(temp lists[i]) < MAX do
11: temp list[i].expend(temp list[i])
12: end while
13: end for
14: #Save the descended data to the specified csv file
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Table 1. Description of the argument in Algorithm 1

Argument Description

all Data[] Enter the csv file data in the ISCXIDS 2012 data set
temp list[] Generate m empty list sets to temporarily store the generated m feature sets
Label list Raw data label set

Max Maximum data size for most classes
Length The number of rows of all Data[]

We found that in the intrusion detection dataset ISCXIDS 2012, the misclassification
ratio of most minority data is lower than that of most majority data, namely, the dataset
is unbalanced. So we conducted random oversampling on ISCXIDS 2012. After random
oversampling, we trained on the RESNETCNN3 model, and the accuracy increased by
0.0001. The results are shown in Fig. 1.

Fig. 1. (1) Data Set before Random Oversampling (2)Data Set after Random Oversam-
pling

4. System Model

This section details the network structures of RESNETCNN and three improved versions
of RESNETCNN.

4.1. Network Structure of RESNETCNN

As shown in Fig. 2,the basic idea of RESNETCNN is mainly inspired by the residual
structure RESNET, and the model is divided into two layers, top branch and bottom
branch. Top branch adopts the first three layers of RESNET version 18, while bottom
branch adopts the traditional CNN structure, which consists of three convolutional pool-
ing layers. In order to improve the detection accuracy of a few classes, top branch and
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bottom branch are fused into three stages: the first two stages are add feature fusion and
the third stage is concatenateenate feature fusion.

Fig. 2. Network Structure of RESNETCNN

1) TOP BRANCH
RESNET structure is applied to RESNETCNN upper layer. To solve the problem of

network degradation, Kai-Ming He proposed the residual learning. Generally speaking,
the deeper the network layer, the stronger the network fitting ability, and the smaller the
network training error should be. But in fact, the deeper the network layer, the easier it
is to overfit, and the network optimization is more difficult.RESNET takes a cue from
LSTM, introduces a gating unit, and adds a computational path, shortcut mapping, to the
traditional forward propagation.Shortcut mapping is beneficial to gradient propagation.

∂H

∂X
=

∂F

∂X
+

∂X

∂X
=

∂F

∂X
+ 1 (2)

The constant mapping of Eq. (2) allows the gradient to propagate unimpeded from
back to front, which enables the RESNET structure to expand to thousands of layers (1202
layers).

As shown in Fig. 3,the residual structure is stacked in two ways, Basic block and
Bottleneck block. Basic block uses two 3 × 3 convolutional stacking mode. First input
parameter x, then perform 3× 3 convolution, relu function, and 3× 3 convolution to get
F(x), finally calculate H(x)=F(x)+x. Fitting F(x) makes the convolutional block easier to
learn constant mapping. When F(x)=0, H(x)=x,in which case the precision of the deep
network is higher than that of the shallow network and the network achieves constant
mapping.

F (x) = W2 ×Relu(W1 × x) (3)

H(x) = F (x) + x = W2 ×Relu(W1 × x) + x (4)

Unlike the former,the number of channels in multiple network layers is like a bottle-
neck. The input channels change from large to small, and then from small to large.Bottleneck
block uses 1× 1 convolution kernel. The first 1× 1 decreases the number of channels by
1/4 and the second 1 × 1 increases the number of channels by 4 times, which is more
conducive to extracting advanced features by first descending and then ascending, and at
the same time reduces computation and saves training time.
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Fig. 3. Basic Block and Bottleneck Block

The upper layer is structured with RESNET18, which consists of 6 Basic blocks
with 3× 3 convolutional kernels, to learn the semantic features of unbalanced anomalous
traffic.

2) BOTTOM BRANCH
The lower layer of RESNETCNN adopts CNN structure.CNN is a mathematical

model that imitates the structure and function of biological neural network. CNN can
be divided into three categories: convolutional layer, pooling layer, and fully-connected
layer. The main role of convolutional layer and pooling layer are feature extraction and
downsampling respectively. The pooling layer retains the most significant features and
discards other useless information to reduce the operation. The introduction of pooling
layer also ensures the translation invariance, i.e., the same image after flipping and de-
forming can get similar results. The fully-connected layer is mainly responsible for clas-
sifying the features derived from the previous convolution and pooling layers. After each
neuron feedback a different weight, it will adjust the weight and network to get the clas-
sification results.

The lower layer of RESNETCNN consists of three sets of convolutional pooling lay-
ers stacked, which are used to extract high-level traffic features of unbalanced a.nomalous
traffic.

3) FEATURE CROSS FUSION
Feature fusion is an important tool to improve classification performance. Low-level

features have higher resolution, and contain more location and detail information. But
they are less semantic and more noisy because they go through fewer convolutional layers.
High layer features have stronger semantic information, but have very low resolution and
poor perception of details. How to fuse the two is the key to improve the classification
model. According to the order of fusion and prediction, they are divided into early fusion
and late fusion. The former first fuses the features of multiple layers first, and then trains
the predictor on the fused features. Two classical fusion methods are 1) concatenate: series
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feature fusion, where two features are directly connected. If the dimension of two input
features x and y are p and q, and the dimension of output feature z is p+q; 2) add:parallel
strategy fusion, combining these two feature vectors into a complex vector. After features
x and y are input,z = x + i × y will be output,where i is an imaginary unit. Late fusion
improves detection performance by combining detection results from different layers in
two ways: 1) multi-scale features are first predicted separately, and then the results are
fused. 2) multi-scale features are first pyramid fused, and then the results are predicted.
RESNETCNN uses concatenate and add of the early fusion.

In the first stage, the upper layer passes through two Basic blocks with 64 channels
and 3 × 3 convolutional kernels in RESNET18, and the lower layer passes through two
convolutional pooling layers with 64 channels, 3 × 3 convolutional kernels, padding=1
and stride=1 in CNN. Add fusion is used for feature fusion in the first and second stages.
Compared with the first stage, in the second stage, the stride of the second block of the
upper layer is changed to 2, the stride of the second pooling layer of the lower layer is
changed to 2, and the size of the convolutional kernel is reduced by 1/2. The purpose
of this approach is to extract richer semantic information through downsampling. The
third stage of feature fusion uses concatenate fusion, where the number of channels is
expanded twice. It realizes the complementary advantages between different features, and
is more conducive to fully learning the intrinsic features of traffic data, thus weakening
the impact of data imbalance on traffic data feature learning. In the fourth stage, after full
convolution, average pooling and fc layer, the information extracted from the feature layer
is classified, and the final accuracy reaches 99.96% on the CICIDS 2017 dataset.

4.2. Three Improved Versions of RESNETCNN

Version 1 is RESNETCNN1 (MINIRESET50 Cross Convolutional Neural Network), as
shown in Fig. 4, which contains top branch and bottom branch. Top branch is the
RESNET50 structure, consisting of six Bottleneck blocks, and bottom branch is the CNN
structure, consisting of six convolutional and pooling blocks. The output of the two
branches is fused with concatenate channels, and finally the classification features are
output through the fully connected layer. Version 2 is RESNETCNN2 (RESNET50 Cross
Convolutional Neural Network),as shown in Fig. 5. The top branch adopts RESNET50
structure and the bottom branch is CNN structure. Different from version 1, Version 2
performs feature fusion in three stages. The top two Bottleneck block and the lower two
CNN convolutional pooling layers in the first and second stages perform ADD fusion and
extract semantic features of the data. In the third stage, two Bottleneck blocks in the upper
layer and two CNN convolutional pooling layers in the lower layer perform concatenate
channel fusion to improve the detection performance of few classes of data in imbalanced
datasets. Version 3 is RESNETCNN3 (RESNET Cross Convolutional Neural Network),as
shown in Fig. 6,which differs from versions 1 and 2 in that (1) the top branch adopts the
structure of RESNEXT [37]. RESNEXT introduces a grouped convolution with a group-
ing number of 32, where each block is divided into 32 groups and the convolutional kernel
size is 4; (2) feature fusion is performed in two stages, each stage the upper three Bottle-
neck blocks and the lower two CNN convolutional pooling blocks are fused. The upper
and lower layers of the first stage are add fused to extract low-level traffic features. In the
second stage, the upper and lower layers perform concatenate fusion to extract high-level
traffic features, and finally the final result is obtained through the classification layer.
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Fig. 4. Network Structure of RESNETCNN1

Fig. 5. Network Structure of RESNETCNN2

Fig. 6. Network Structure of RESNETCNN3
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5. Experimental Results and Analysis

This section first describes the environment required for the experiments, including the
hardware environment, the software environment, and the datasets. In addition, the eval-
uation metrics used in the experiments and the configuration of parameters during model
training are presented. In the last part of this section, the content of the experiment is
introduced in detail and the experimental results are analyzed.

5.1. Experimental Environment

The experimental environment is shown in Table 2.

Table 2. Experiment Environment

Equipment Example

CPU 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz
GPU Quadro P4000

Memory 64GB
Hard Disk 2T

OS Ubuntu 16.04
Compile software PyCharm 2021.2.3

Python 3.8
Database ISCXIDS 2012,CICIDS2017

5.2. Hyperparameter Setting

In RESNETCNN, we fix the size of the convolutional kernel to 3 × 3. The model uses
a batch size of 256 during training, where the momentum is fixed at 0.9 and the weight
decay is set to 1 × 10-4 to prevent overfitting and the model falling into local optima. Also,
we use a cross-entropy loss function to continuously optimize the model parameters and
an Adam optimizer to accelerate the convergence of the network. Setting the learning rate
too large or too small can affect the convergence of the model and cause the model to
miss the optimal point. Therefore, a total of 10 iterations are designed in this paper. The
learning rate settings for each iteration are shown in Table 3.

Table 3. Learning Rate Setting

Epoch 0 1 2 3 4 5 6 7 8 9

Learning Rate 0.0001 0.0001 0.0001 0.0001 0.0001 0.00002 0.00002 0.00002 0.000004 0.000004
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5.3. Evaluation Indicators

The horizontal axis in the confusion matrix [33] is a count of the number of categories
predicted by the model, and the vertical axis is a count of the number of true labels of
the data.The diagonal line, represents the number of model predictions that agree with
the data labels, so the sum of the diagonals divided by the total number of test sets is the
accuracy rate. The larger the number on the diagonal, the better, and the darker the color
in the visualization results, indicating the more accurate the model’s prediction in that
category.

True Positive (True, TP): predicts the positive class as the number of positive classes,
True Negative (True Negative, TN): predicts the negative class as the number of negative
classes, False Positive (False Positive, FP): predicts the negative class as the number of
positive classes, and False Negative (False Negative, FN): predicts the positive class as
the number of negative classes.

1. Precision

Precision =
TP

TP + FP
(5)

The fraction of predicted positive cases that are determined to be positive, as a per-
centage of all predicted positive cases.

2. Recall

Recallrate =
TP

TP + FN
(6)

The fraction of cases predicted to be positive and that are indeed positive, as a per-
centage of all classes that are indeed positive.

3. Accuracy

Accuracy =
TP + TN

TP + TN + FP + FN
(7)

All positive and negative cases with correct predictions, as a percentage of all sam-
ples.

4. F1 Score

F1 score = 2×
(
Precision×Recall

precision+Recall

)
(8)

F1 Score, also known as the balanced F score, is the summed average of Precision
and Recall, which combines the results of Precision and Recall. F1 Score ranges from 0
to 1, with 1 and 0 representing the best and the worst output of the model respectively.
The two metrics, Precision and Recall, are commonly used to evaluate the analytical ef-
fectiveness of two classification models. However, when these two metrics are in conflict,
it is difficult to compare between models. For example, we have two models A and B.
Model A has a higher recall than model B, but model B has a higher precision than model
A. This is where F1 Score is used to judge the overall performance of the two models.

5.4. Experimental Analysis

To further explore the detection performance of RESNETCNN for unbalanced data streams
in complex environments, we conducted ablation experiments on the CICIDS 2017 dataset.
Fig. 7 and Table4-8 show the experimental results, where the data of PCSS are cited from
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Tables 3, 4, 5, 6, and 7 in PCSS . From Fig. 7, it can be seen that the RESNETCNN series
network model proposed in this paper outperforms the PCCN, PCSS, and ITSN mod-
els in the four evaluation indexes of average recall, average F1 score, average precision,
and average accuracy. It shows that the PCSS and RESNETCNN are the same in average
accuracy, but the average precision of RESNETCNN is lower than that of PCSS.In com-
parison, the three improved versions of RESNETCNN in the experiments are better than
PCSS.Compared with RESNETCNN2 and RESNETCNN3 , RESNETCNN1 shows an
increasing trend in average accuracy, average precision, and average F1 score, but the av-
erage recall of RESNETCNN1 is better than that of PCSS. RESNETCNN1 outperforms
the other two models in average recall, indicating that multiple feature fusion will reduce
the callback rate while improving the accuracy.

Fig. 7. Experimental Comparison of Various Abnormal Traffic Detection Algorithms

In Table 4, RESNETCNN3 has the highest overall accuracy, reaching a classi-
fication accuracy of 0.999876. Meanwhile, it can be seen that the overall accuracies
of RESNETCNN, RESNETCNN1, RENETCNN2, and RENETCNN3 show a stepwise
trend of increasing, indicating that the three improved versions proposed in this paper in
the network model with RESNET50 to replace RESNET18 is effective.Tables 5 to 8 show
the classification precision, F1 score, recall, and False-positive rate of 12 types of anoma-
lous traffic data in the CICIDS 2017 dataset for PCCN, ITSN , PCCS, RESNETCNN,
RESNETCNN1 , RESNETCNN2, and RESNETCNN3 on eight network models. In Ta-
ble 6 and 7, except for the third category of anomalous traffic with recall and f1 score
that reaches the optimum on PCSS, the other categories of anomalous traffic all achieve
the optimum on RESNETCNN3. In Table 5 and 8, RESNETCNN3 achieves the opti-
mum on precision, F1 score, recall, and False positive rate.In order to prevent overfitting,
the RESNETCNN3 model is validated on the ISCXIDS 2012 dataset, with an overall
accuracy of 99.9%.
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Table 4. Accuracy Compare

Label PCCN ITSN PCSS RESNETCNN RESNETCNN1 RESNETCNN2 RESNETCNN3

Accuracy 0.9992 0.9995 0.9996 0.9996 0.9997 0.99982 0.99987

Table 5. Precision Compare

Label 0 1 2 3 4 5 6 7 8 9 10 11

PCCN 1 1 0.9955 0.9989 0.9759 0.9928 1 1 1 0.9999 1 0.9981

ITSN 1 1 0.9946 0.9996 0.9803 0.9943 1 1 1 0.9999 0.9998 0.9986

PCSS 1 0.9998 0.9985 0.9997 0.9948 0.9981 0.9992 0.9995 1 1 0.9976 0.9948

RESNETCNN 1 1 0.9949 0.9997 0.9897 0.9934 1 1 1 1 0.9998 0.9976

RESNETCNN1 1 1 0.9985 0.9998 0.9941 0.9948 1 1 1 0.9999 1 0.9986

RESNETCNN2 1 1 0.9981 0.9999 0.9933 0.9957 1 1 1 1 0.9995 0.9991

RESNETCNN3 1 1 0.999 0.9999 0.9978 0.9967 1 1 1 1 1 0.9991

Table 6. F1 score Compare

Label 0 1 2 3 4 5 6 7 8 9 10 11

PCCN 1 1 0.9841 0.9994 0.9798 0.9886 1 1 1 0.9999 0.9998 0.9988

ITSN 1 1 0.9919 0.9997 0.9846 0.9912 1 1 1 0.9999 0.9999 0.9993

PCSS 0.9927 0.9998 0.9984 0.9998 0.993 0.9969 0.9991 0.9972 0.9943 1 0.9987 0.9959

RESNETCNN 1 1 0.9931 0.9997 0.9889 0.9934 1 1 1 0.9999 0.9997 0.9988

RESNETCNN1 1 1 0.997 0.9999 0.9911 0.996 1 1 1 0.9999 0.9999 0.9993

RESNETCNN2 1 1 0.9977 0.9999 0.9911 0.996 1 1 1 1 0.9996 0.9995

RESNETCNN3 1 1 0.9982 0.9999 0.9945 0.9976 1 1 1 1 0.9999 0.9995

Table 7. Recall Compare

Label 0 1 2 3 4 5 6 7 8 9 10 11

PCCN 1 1 0.973 0.9999 0.9838 0.9843 1 1 1 1 0.9996 0.9995

ITSN 1 1 0.9893 0.9998 0.989 0.9881 1 1 1 0.9999 1 1

PCSS 0.9855 0.9999 0.9983 0.9999 0.9912 0.9957 0.999 0.9949 0.9887 1 0.9998 0.9971

RESNETCNN 1 1 0.9912 0.9998 0.9882 0.9934 1 1 1 0.9999 0.9996 1

RESNETCNN1 1 1 0.9954 1 0.9982 0.9972 1 1 1 1 0.9998 1

RESNETCNN2 1 1 0.9973 1 0.989 0.9962 1 1 1 1 0.9998 1

RESNETCNN3 1 1 0.9973 1 0.9912 0.9986 1 1 1 1 0.9998 1

Table 8. False Positive Rate Compare

Label 0 1 2 3 4 5 6 7 8 9 10 11

PCCN 0 0 0.0001 0.0008 0.0001 0.0001 0 0 0 0 0 0

ITSN 0 0 0.0001 0.0003 0.0001 0.0001 0 0 0 0 0 0

PCSS 0 0.0001 0 0.0002 0 0 0 0 0 0 0.0001 0

RESNETCNN 0 0 0.0001 0.0002 0.0001 0.0001 0 0 0 0 0 0

RESNETCNN1 0 0 0 0.0001 0 0 0 0 0 0 0 0

RESNETCNN2 0 0 0 0.0001 0 0 0 0 0 0 0 0

RESNETCNN3 0 0 0 0.0001 0 0 0 0 0 0 0 0
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To understand the errors in the experimental results of the RESNETCNN family
of models, the heat map shown in Figure 8 is generated according to the results of the
experiments performed on the RESNETCNN3 model. The diagonal numbers represent
the number of correct predictions and the remaining numbers are the number of incorrect
predictions.It can be seen that the RESNETCNN3 network model proposed in this paper
achieves a high detection success rate for monitoring twelve types of abnormal traffic in
the CICIDS 2017 dataset, which proves that our proposed method is effective.

Fig. 8. Confusion Matrix of RESNETCNN3

6. Conclusion

In this paper, an intrusion detection model (RESNETCCN) is proposed that fuses RESNET
and parallel cross-convolutional neural networks, and three improved versions of the
RESNETCNN network model are designed. In addition, a data oversampling method
is introduced to improve the detection accuracy of imbalance data in the ISCXIDS 2012
dataset. The experimental results show that the four RESNETCNN network models pro-
posed in this paper can effectively handle the unbalanced abnormal traffic data and pro-
vide an effective solution for network security intrusion detection systems.

Although the RESNETCNN network model achieves extremely high classification
accuracy, the current network environment is complex and changing, resulting in the
RESNETCNN model based on closed-set protocols cannot meet the new network anomaly
traffic detection requirements. In our future work, we will introduce more new ideas such
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as blockchain cryptography [8], [18], [9], [19], [16], alliance chain [36], [7], [20], visual
Q&A [5], [28], transformer [21], panoramic image [17], reinforcement learning [3], inter-
net of things [23], [24], shared data [6] in our model.We will continue to explore network
intrusion detection methods in more areas such as unsupervised and semi-supervised [2]
areas for network anomalous traffic data detection. In addition, we also try to introduce
new evaluation metrics and establish systematic evaluation methods of intrusion detec-
tion.
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stana.adelina.diana@gmail.com
ioana.sora@cs.upt.ro

Abstract. The version control system of every software product can provide impor-
tant information about how the system is connected. In this study, we first propose
a language-independent method to collect and filter dependencies from the version
control, and second, we use the results obtained in the first step to identify key
classes from three software systems. To identify the key classes, we are using the
dependencies extracted from the version control system together with dependencies
from the source code, and also separate. Based on the results obtained we can say
that compared with the results obtained by using only dependencies extracted from
code, the mix between both types of dependencies provides small improvements.
And, by using only dependencies from the version control system, we obtained
results that did not surpass the results previously mentioned, but are still accept-
able. We still consider this an important result because this might open an impor-
tant opportunity for software systems that use dynamically typed languages such as
JavaScript, Objective-C, Python, and Ruby, or systems that use multiple languages.
These types of systems, for which the code dependencies are harder to obtain, can
use the dependencies extracted from the version control to gain better knowledge
about the system.

Keywords: logical dependencies, logical coupling; mining software repositories,
versioning system, key classes, co-changing entities, software evolution.

1. Introduction

The version control (also known as source control) system that tracks changes in source
code during software development can provide useful information about the system’s de-
tails. The usage of information extracted from the version control system is not new. Pre-
vious works have used version control information to detect design issues [27], predict
fault incidence among modules [13], [3], reconstructing software development methods
[14] or guide software changes [9], [2]. In software engineering literature, concepts like
evolutionary coupling, evolutionary dependencies, logical dependencies, or logical cou-
pling refer to the same sort of relationship among software entities. That relationship is
extracted from the version control system and can mean that the entities from the source
code files change together, evolve together, and might depend on one another. Studies
show that dependency relationships found in the source code overlap only in a small per-
centage with dependency relationships found in the version control system, and suggest
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that these two types of relationships can be used together [15], [1]. But, in practice, de-
pendencies extracted from the version management system are rarely used because of
the size of the information extracted [19]. A relatively small source code repository with
roundabout one thousand commits can lead to millions of connections. In this paper, by
applying a set of filters with different thresholds to the information extracted, we intend
to speed up the processing time, reduce the size of connections extracted from the version
control and increase the confidence that the connections obtained might be related. To
validate the results obtained, and to see if the filtering methods had or had not a favorable
effect on the final result, we want to identify the key classes of different systems. The
identification of key classes has been previously performed by using structural dependen-
cies, so we intend to use the results obtained together with structural dependencies, and
also separate, and see how the final results fluctuate.

In this work we perform our analysis on three open source projects: Ant, Tomcat
Catalina, and Hibernate. And we answer the following research questions:

RQ1: Can logical dependencies combined with structural dependencies enhance
the results obtained by using only structural dependencies in key class detection?
Since previous researches and our studies show that logical dependencies overlap only
in a small percentage with structural dependencies, we intend to combine both types of
dependencies and provide them as input for key classes identification tools.

RQ2: Can logical dependencies provide good results if they are used instead of
structural dependencies in key class detection? In this research question, we want to
focus more on the use of logical dependencies as stand-alone dependencies. Even though
logical dependencies are not the same as structural dependencies, they can provide enough
information about the system to be successfully used as input for tools like key classes
detection tools.

RQ3: Does the connection strength filter has a favorable impact on the detection
of key classes? In this paper, we use a new type of filter: the connection strength filter.
This filter, together with the commit size filter, will be used to filter co-changes into logical
dependencies. Now, the question is if this new filter will indeed do what we expect and
provide better results.

The paper is organized as follows: Section 2 introduces the concepts of logical de-
pendencies and the methods of obtaining them. Section 3 introduces the concept of key
classes and the metrics used for results evaluation. The new approach of using logical de-
pendencies to detect key classes can be found in section 4. Section 5 defines the data set
used and presents the new results obtained with the data set. In section 6 we present the
threats to the validity of the results presented in this paper. And finally, section 7 discusses
the conclusions based on the results obtained.

2. The concept of logical dependencies

This section presents the definition of logical dependencies, previous works involving
logical dependencies, and our contribution to this topic. In subsection 2.1, we define what
logical dependencies are and the previous research involving them. In subsection 2.2, we
present our approach for identifying logical dependencies and the work we have done
around this subject. Related to subsection 2.2, sections 2.3, and 2.4 present more details
about the filtering techniques we used to identify logical dependencies.



Logical dependencies: extraction from... 1017

2.1. Definition and previous related research
The concept of logical coupling (dependency) was first introduced by Gall et al. [12].
They defined the logical dependency between two software entities (classes, modules,
interfaces, etc.) as the fact that the entities repeatedly change together during the histor-
ical evolution of a software system. Since then, logical dependencies have been used in
multiple areas of software engineering, most commonly in fault and change prediction.
Besides the studies on how logical dependencies can help gain knowledge about software
systems, some studies also focused on the interplay between logical and structural de-
pendencies. Ajienka et al. and Olivia et al. studied the interplay between structural and
logical dependencies, and they concluded that, in most cases, structural dependencies do
not lead to logical dependencies [15], [16], [1]. The above affirmation is also supported
by Lanza et al., who consider that logical dependencies are important because they can
reveal dependencies that are not visible via code analysis [8].

In previous research, the support and confidence metrics were used to measure the
strength of a logical dependency. The logical dependencies are commonly represented as
directed association rules [16], [1], [27]. The association rule between A and B ( A → B)
means that changes in entity A cause changes in entity B, where A is the antecedent,
and B is the consequent of the rule. The support metric counts the number of commits in
which both entities of an association rule change together. The confidence metric is the
ratio between the support metric and the total number of commits in which the antecedent
of the rule was involved.

By applying different thresholds to the metrics presented above, the logical dependen-
cies to further use were selected.

2.2. Our approach for logical dependencies identification
To avoid confusion, we call co-changing pairs all the association rules of one system.
The association rules are formed between two software entities that update together in
the same commit. For example, a commit that contains seven entities will generate 21
co-changing pairs (Cn

k = n!
k!(n−k)!

= 7!
2!(5)!

= 21).
The logical dependencies are the association rules whose metrics fulfill certain condi-

tions. So, the logical dependencies are a subset of the co-changing pairs.
The conditions that need to be met by a co-changing pair to be considered a logical

dependency are called filters. Like in other research regarding logical dependencies, our
filters are thresholds applied to the metrics of association rules.

Previously, we tried to filter logical dependencies from co-changing pairs by applying
filters like the occurrence filter and commit size filter [21], [22]. The commit size filter,
presented in more detail in section 2.3, and used by other authors [1], proved to be helpful,
and it will be also used for this paper. But we cannot say the same for the occurrence filter.
The filter consisted of different thresholds applied to the support metric and proved to not
work well for systems with few commits.

Currently, we aim to refine the filtering method with a new filter applicable to all sorts
of commit history sizes. This new filter, presented in section 2.4, will be used together
with the commit size filter to filter logical dependencies from co-changing pairs. The
entire process of extracting co-changing pairs from the versioning system, filtering them
to obtain logical dependencies, and exporting the results, is done with a tool written in
Python. The workflow is presented in figure 1.
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Fig. 1. Workflow for logical dependencies extraction

2.3. Logical dependencies filtering: The commit size filter

The commit size filter filters out all co-changing pairs from commits with more than 10
files changed. We consider that commits with more than 10 files changed tend to be code
unrelated; we studied the commit size trend from serval git open-source repositories, and
we concluded that most of the commits contain less than 10 files. On average, only 10%
of the total commits have more than 10 files changed.

This filter will also prevent the volume of data processed from going out of proportion.
In some of the repositories studied, we found commits with more than 1000 files; these
commits could generate over half a million co-changing pairs if the commit size filter is
not applied [22], [21].

2.4. Logical dependencies filtering: The connection strength filter

The connection strength filter is new for our research regarding logical dependencies iden-
tification, and it is based on our experience with the occurrence filter. An important con-
clusion drawn from the results obtained with the occurrence filter is that setting a hard
threshold for a filter is not always a good idea. A certain threshold can work well with a
medium/large-sized system, but when applied to a small-sized system, it can reduce the
co-changes filtered to 0. To avoid this kind of situation, we evaluated a filter that considers
the system’s specifications.

As we previously mentioned, a filter has two components: the metrics computed for
each co-changing pair (association rule) and the threshold values. The connection strength
metric derives from the support and the confidence metrics.

For an association rule (co-changing pair) formed from the antecedent A and conse-
quent B (A → B), the support count is the total number of commits in which both entities
are involved,

support(A → B) = freqtotal commits(A ∪B) (1)

and the confidence is the ratio between the support and the frequency of the antecedent
of the rule.

confidence(A → B) =
support(A → B)

freqtotal commits(A)
(2)
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The only problem with the confidence metric, as it is defined above, is that it does
not include the big picture of the system. The best value for the confidence metric is 1,
meaning that in all commits in which entity A is present, entity B is also there. If, for
example, we have a co-changing pair A → B, and A updates only once in the entire
history, and in that time, updates together with B, then the confidence metric associated
with the co-changing pair will be 1 (the best value possible). That is not a fair value
compared with other scenarios. For example, we can have the co-changing pair A →
B, and A updates 100 in the entire history from which 80 times updates together with
B, leading to a confidence value of 0.8. Even though in the second scenario we have a
confidence value smaller than in the first scenario, the second scenario could lead to a
more trustworthy connection.

Figures 2, 3 and 4 intend to offer a big picture of systems. The dots represent the
maximum number of updates of one entity with another, and the black line represents the
average occurrence value of the system. It can be observed that all systems have multiple
entities that update only once, meaning that we might have many confidence values of 1
(the highest value possible) for entities that update only once together. We plotted only
the maximum occurrences between entities to not overcrowd the plot. Even with only
the maximum occurrences plotted, it can be observed that most of the points are at the
bottom of the graphic. So, plotting all the points wouldn’t change the overall picture of
the system. The excluded points will only create a line of points even lower at the bottom
of the graphic.

Fig. 2. Overview of the number of occurrences in Ant

To take into account the big picture of the system, we defined a new metric for a
co-changing pair (association rule), called the connection strength metric.

The connection strength metric is computing the same ratio as the confidence metric,
a.k.a the ratio between the support metric and the frequency of the antecedent. And ad-
ditionally, it multiplies it with a system factor and with 100. The system factor calculates
the ratio between the support metric and the mean value for updates. The system mean is
the mean value of all the support values for all the association rules from the system. We
multiply with 100 because we want to scale the metric’s values to structural dependencies
metric’s values that have, in most cases, supraunitary values. And we want both metrics
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Fig. 3. Overview of the number of occurrences in Hibernate

to be comparable. The values obtained are clipped between 0 and 100, where 100 is the
best value and 0 is the worst.

systemfactorfor(A → B) =
support(A → B)

system mean
(3)

strength(A → B) =
support(A → B) ∗ 100
freqtotal commits(A)

∗ system factor (4)

By using the strength metric, if we consider again the two scenarios presented above,
and a system mean value of 10, we will have the following values: for the scenario in
which the entities A and B update only once, and in that one update, they update together,
the strength metric value is 10. For the scenario in which entity A updates 100 times in
the entire history from which 80 times updates together with B, the strength metric value
is 100.

Fig. 4. Overview of the number of occurrences in Catalina

Since the values can vary from 0 to 100, the filter threshold values begin at 10 and are
repeatedly incremented by 10, until 100. We do not settle for one value because we want
to see how the threshold values affect the number of remaining co-changing pairs and the
output of their usage.
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In figure 5 we plotted for two systems (one small-sized and one medium-sized) the
number of structural dependencies, co-changing pairs before filtering, and co-changing
pairs after filtering. With the connection strength filter, the small-sized system didn’t lose
all the co-changing pairs once with the filtering. We compare the number of remaining co-
changing pairs with the number of structural dependencies because, according to surveys
[19], [11], the main reason why logical dependencies (filtered co-changes) are not used
together with structural dependencies is their size. So, it is essential to get an overview
of the comparison between the number of co-changing pairs and the number of structural
dependencies at each filtering step.

We call the co-changing pairs that remain after filtering, logical dependencies. After
this step, we will use the logical dependencies obtained with different threshold values
and see which threshold value performs the best. Up until now, we only looked at the size
of the resulting logical dependencies and decided if a filter and its threshold are good or
not. Now, we can also look at the results obtained by using the logical dependencies and
decide.

Fig. 5. Overview of the impact of connection strength filtering on the number of co-
changing pairs

3. The concept of key classes

This section presents the key classes definition, previous research regarding key classes
identification, and metrics used to evaluate the results obtained. In section 3.1, we present
a summary of previous researchers and their approaches to key classes identification.
Section 3.2 focuses on one previous research that we consider as our baseline research in
key classes identification. With the results of the baseline research, we will compare our
results. In section 3.3, we present the metrics used in previous research to evaluate the
results obtained.

3.1. Definition and previous research

Zaidman et al. [26] was the first to introduce the concept of key classes and it refers
to classes that can be found in documents written to provide an architectural overview
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of the system or an introduction to the system structure. Tahvildari and Kontogiannis
have a more detailed definition regarding the key classes concept: “Usually, the most
important concepts of a system are implemented by very few key classes which can be
characterized by the specific properties. These classes, which we refer to as key classes,
manage many other classes or use them in order to implement their functionality. The key
classes are tightly coupled with other parts of the system. Additionally, they tend to be
rather complex, since they implement much of the legacy system’s functionality” [23].

The key class identification can be done by using different algorithms with different
inputs. In the research of Osman et al., the key class identification is made by using a
machine learning algorithm and class diagrams as input for the algorithm [17]. Thung
et al. built on top of Osman et al.’s approach and added network metrics and optimistic
classification to detect key classes [24].

Zaidman et al. used a web mining algorithm and dynamic analysis of the source code
to identify the key classes [26].

3.2. Baseline approach

We use the research of I. Şora et al. [29] as a baseline for our research involving the usage
of logical dependencies to find key classes.

Şora et al. used the static analysis of the source code, a page ranking algorithm and
other class attributes to find key classes [5], [28], [6], [20],[29]. The page ranking algo-
rithm is a customization of PageRank, the algorithm used to rank web pages [18], and
it works based on a recommendation system. If one node has a connection with another
node, then it recommends the second node. In previous research, connections are estab-
lished based on structural dependencies extracted from static code analysis. If A has a
structural dependency with B, then A recommends B, and also B recommends A.

The ranking algorithm ranks all the classes from the source code of the system, ac-
cording to their importance. To identify the important classes from the rest, a threshold
for the top classes from the top of the ranking is set. We call this TOP threshold, and its
value can range from 1 to the total number of classes found in the system.

3.3. Metrics for results evaluation

To evaluate the quality of the key classes ranking algorithm and solution produced, the
key classes found by the algorithm are compared with a reference solution. The reference
solution is extracted from the developer documentation. The classes mentioned in the
documentation are considered key classes and form the reference solution (ground truth)
used for validation [25].

For the comparison between both solutions, a classification model is used. The quality
of the solution produced is evaluated by using the Receiver Operating Characteristic Area
Under Curve (ROC-AUC) metric, a metric that evaluates the performance of a classifica-
tion model.

The ROC graph is a two-dimensional graph that has on the X-axis plotted the false
positive rate and on the Y-axis the true positive rate. By plotting the true positive rate and
the false positive rate at thresholds that vary between a minimum and a maximum possible
value, we obtain the ROC curve. The area under the ROC curve is called Area Under the
Curve (AUC).
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The true positive rate of a classifier is calculated as the division between the number
of true positive results identified, and all the positive results identified:

True positive rate(TPR) =
TP

TP + FN
(5)

The false positive rate of a classifier is calculated as the division between the number of
false positive results identified, and all the negative results identified:

False positive rate(FPR) =
FP

FP + TN
(6)

The True Positives (TP) are the classes found in the reference solution and also in the
top TOP ranked classes. False Positives (FP) are the classes that are not in the reference
solution, but are in the TOP ranked classes. True Negatives (TN) are classes that are found
neither in the reference solution nor in the TOP ranked classes. False Negatives (FN) are
classes that are found in the reference solution, but are not found in the TOP ranked
classes.

In related research, the ROC-AUC metric has been used to evaluate the results for
finding key classes of software systems. For a classifier to be considered good, its ROC-
AUC metric value should be as close to 1 as possible. When the value is 1, then the
classifier is considered to be perfect. A metric value between 0.8 and 0.9 means that the
classifier is excellent. Between 0.8 and 0.7 means acceptable results, and between 0.7 and
0.5 means poor results [10].

4. Key classes identification using logical dependencies

This section presents our approach for key classes identification by using logical depen-
dencies. In section 4.1, we describe the experimental setup and how we intend to integrate
logical dependencies with the baseline approach. Section 4.2 presents our investigation
plan and how this plan can respond to the research questions we enunciated at the begin-
ning of this paper.

4.1. Current approach

The baseline approach uses a tool that takes as an input the source code of the system and
applies ranking strategies to rank the classes according to their importance. We modified
the tool used by the baseline approach to take also the logical dependencies as input; the
rest of the workflow is the same as in the baseline approach (figure 6).

Below are some of the class metrics used in the baseline approach and in our current
research to rank the classes according to their importance.

The class metrics used can be separated into two categories: class connection metrics
and class PageRank values. The class connection metrics are CONN-TOTAL-W, which is
the total weight of all connections of the class, and CONN-TOTAL, the total number of
distinct classes that a class uses or is using the class [29].

Previous research used PageRank values computed on both directed and undirected,
weighted and unweighted graphs. In the current research, we use the PR, which is the
PageRank value computed on the directed and unweighted graph, the PR-U, which is the
value computed on the undirected and unweighted graph, and the PR-U2-W, the value
computed on the weighted graph with back-recommendations [5], [28], [29], [20].
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Fig. 6. Overview of the current approach

4.2. Experimental plan

Our study aims to check whether logical dependencies can be usable. Previous research
focused on filtering the co-changes extracted from the versioning system and studying
how filtering affects their size or how they overlap with structural dependencies. We in-
tend to use the resulting information after co-changes filtering (the logical dependencies)
in a tool that usually receives structural dependencies as input.

Our research questions are the following: RQ1: Can logical dependencies combined
with structural dependencies enhance the results obtained by using only structural de-
pendencies in key class detection? RQ2: Can logical dependencies provide good results
if they are used instead of structural dependencies in key class detection? RQ3: Does the
connection strength filter has a favorable impact on the detection of key classes?

To answer the research questions, we defined the following experimental plan: We will
use the tool mentioned in the above section. Previously the tool had as input the structural
dependencies of the system and the reference solution, and the output was the ROC-AUC
score. The closer the ROC-AUC score is to 1, the better the results. With the slightly
modified version of the tool, we are able to receive as input also logical dependencies.

For RQ1, we will give as input to the tool the structural and the logical dependencies,
and we will compare the ROC-AUC scores obtained with the results obtained by using
only structural dependencies.
Hypothesis: Key classes detection is better when we provide both types of dependencies
as input to the tool. The output has a higher ROC-AUC score than the base approach.

Our findings for this research question can be found in section 5.3.
For RQ2, we will give as input to the tool only logical dependencies, and we will

compare the ROC-AUC scores obtained with the results obtained by using only structural
dependencies, and by using structural and logical dependencies combined. We do not
expect that the results will be better compared to the results previously obtained, but we
expect results that have a ROC-AUC score close to those values. That would mean that
logical dependencies can provide enough information to detect most of the key classes of
the system.

Hypothesis: The output has a ROC-AUC score between 0.7 and 1.

Our findings for this research question can be found in section 5.4.
For RQ3, we will generate two sets of logical dependencies. One set will be generated

with the connection strength filter and one with the confidence filter. We will then use each
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set in two different scenarios: one when we only use logical dependencies to detect key
classes and one when we use logical and structural dependencies for detection. Finally,
we will compare the results obtained. We expect that the connection strength filter will
generate better results.

Hypothesis: The results obtained by using the connection strength filter are better than the
ones obtained with the confidence filter.

Our findings for this research question can be found in section 5.5.

5. Experimental results using logical dependencies

As presented in section 3, the key class detection was previously done only by using
the structural dependencies of the system. In this section, we use the same tool used in
the baseline approach presented in section 3, and we add a new input to it, the logical
dependencies.

In subsection 5.1, we present the data set used to generate new results and, in sub-
section 5.2, we present the previously obtained results. Subsection 5.3 presents the con-
clusions and results obtained by using logical and structural dependencies together, and
subsection 5.4 presents the conclusions and results obtained by using only logical depen-
dencies. Subsection 5.5 presents a comparison between results obtained with the confi-
dence metric versus results obtained with the strength metric. And finally, subsection 5.6
presents a comparison between the results obtained in the current paper and the results of
other researchers.

5.1. Data set used

The research of I. Sora et al. take into consideration structural dependencies that were
extracted using static analysis techniques and were performed on the object-oriented sys-
tems presented in table 1 [29].

The requirements for a system to qualify as suited for investigations using logical
dependencies are: has to be version controlled by Git, has to have releases for different
code versions (previous research was done only on specific versions), and also has to have
a significant number of commits. From the total of 14 object-oriented systems listed in
the baseline [29], 13 of them have repositories in git 1, and from the found repositories,
only 6 repositories have the same release tag as the specified version in previous research.
The commit number found on the remaining 6 repositories varies from 19108 commits
for Tomcat Catalina to 149 commits for JHotDraw. In order to have more accurate results,
we need a significant number of commits (more than 5000 commits), so we concluded
to use only 3 systems from the initial candidates for key classes detection using logical
dependencies: Ant, Hibernate, and Tomcat Catalina.

5.2. Measurements using only the baseline approach

In table 2 are presented the ROC-AUC values for different attributes computed for the
systems Ant, Tomcat Catalina, and Hibernate by using the baseline approach. We compare
these values with the new values obtained by using also logical dependencies in key class
detection.
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Table 1. Systems and versions of the systems found in Git

ID System Version Release Tag name Commits number
Sl Apache Ant 1.6.1 rel/1.6.1 6713
S2 Argo UML 0.9.5 not found 0
S3 GWT Portlets 0.9.5 beta not found 0
S4 Hibernate 5.2.12 5.2.12 6733
S5 javaclient 2.0.0 not found 0
S6 jEdit 5.1.0 not found 0
S7 JGAP 3.6.3 not found 0
S8 JHotDraw 6.0b.1 not found 149
S9 JMeter 2.0.1 v2 1 1 2506
S10 Log4j 2.10.0 v1 2 10-recalled 634
S11 Mars 3.06.0 not found 0
S12 Maze 1.0.0 not found 0
S13 Neuroph 2.2.0 not found 0
S14 Tomcat Catalina 9.0.4 9.0.4 19108
S15 Wro4J 1.6.3 v1.6.3 2871

Table 2. ROC-AUC metric values extracted

Metrics Ant Tomcat Catalina Hibernate
PR U2 W 0.95823 0.92341 0.95823

PR 0.94944 0.92670 0.94944
PR U 0.95060 0.93220 0.95060

CONN TOTAL W 0.94437 0.92595 0.94437
CONN TOTAL 0.94630 0.93903 0.94630

5.3. Measurements using combined structural and logical dependencies

The tool used in the baseline approach runs a graph-ranking algorithm on a graph that
contains all the structural dependencies extracted from static source code analysis. Each
edge in the graph represents a dependency. The entities that form a structural dependency
are represented as vertices in the graph. As mentioned in section 3, we modified the tool
to take structural and logical dependencies as input. For this subsection’s measurements,
we add the logical dependencies in the graph that contains all structural dependencies.
Since it is a weighted graph, if a structural dependency is also a logical dependency, then
the final weight of the connection is the sum of the weight computed for the structural
dependency and the connection strength metric associated with the logical dependency.

In tables 3, 4, and 5, on each line, we have the computed the key class metric gen-
erated with logical dependencies extracted with the connection strength threshold that is
specified in the colums header.

We started with logical dependencies that have a connection strength metric greater
than 10, then we repeatedly increased the value by 10 until we reached 100. The last
column of the table contains the results previously obtained by the tool by only using
structural dependencies (the results presented in section 5.2). So, to answer RQ1: Can log-
ical dependencies combined with structural dependencies enhance the results obtained by
using only structural dependencies in key class detection?: The results obtained by com-
bining structural and logical dependencies are close to the previously registered values
but, in most cases, do not surpass them. Underlined are the values that are better than
the previously registered values. We can observe that for all 3 systems, the best values
obtained are for connection strength between 40-70.



Logical dependencies: extraction from... 1027

Table 3. Measurements for Ant using structural and logical dependencies combined

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.877 0.880 0.883 0.888 0.884 0.880 0.901 0.924 0.900 0.891 0.929

PR 0.955 0.932 0.936 0.936 0.880 0.884 0.887 0.889 0.888 0.890 0.855
PR U 0.933 0.937 0.936 0.939 0.940 0.939 0.941 0.943 0.942 0.940 0.933

CON T W 0.841 0.839 0.836 0.838 0.835 0.849 0.859 0.872 0.870 0.874 0.934
CON T 0.920 0.919 0.921 0.923 0.923 0.932 0.934 0.939 0.937 0.937 0.942

Table 4. Measurements for Tomcat Catalina using structural and logical dependencies
combined

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.862 0.883 0.898 0.901 0.907 0.909 0.910 0.916 0.918 0.918 0.923

PR 0.879 0.885 0.888 0.882 0.869 0.869 0.863 0.863 0.863 0.863 0.927
PR U 0.924 0.930 0.931 0.932 0.932 0.932 0.932 0.932 0.932 0.932 0.932

CON T W 0.868 0.888 0.901 0.909 0.914 0.917 0.918 0.923 0.925 0.925 0.926
CON T 0.925 0.934 0.937 0.938 0.938 0.938 0.938 0.938 0.938 0.938 0.939

Table 5. Measurements for Hibernate using structural and logical dependencies combined

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.903 0.909 0.916 0.928 0.930 0.932 0.946 0.947 0.947 0.949 0.958

PR 0.956 0.959 0.961 0.962 0.962 0.962 0.953 0.953 0.953 0.954 0.949
PR U 0.937 0.941 0.943 0.947 0.948 0.948 0.950 0.950 0.950 0.950 0.951

CON T W 0.864 0.872 0.879 0.896 0.898 0.900 0.929 0.930 0.931 0.934 0.944
CON T 0.920 0.927 0.932 0.940 0.940 0.940 0.945 0.945 0.945 0.945 0.946

Some other details about the systems are presented in tables 6 and 7 . In table 6 are
the overlappings between structural and logical dependencies expressed in percentages.
Each column represents the percentage of logical dependencies that are also structural.
The values obtained confirm that, indeed, the logical dependencies overlap with structural
dependencies in a small percentage, and they must be treated as different dependencies.

In table 7 are the ratio numbers between structural dependencies and logical depen-
dencies. We added this table to highlight how different the numbers of both dependencies
are.

Table 6. Percentage of logical dependencies that are also structural dependencies

System ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100

Ant 17.628 19.872 20.461 20.858 21.078 23.913 24.688 21.807 20.000 19.776
Tomcat Catalina 10.331 14.931 15.862 16.221 16.427 16.302 16.598 18.336 19.207 19.149

Hibernate 8.005 8.971 9.755 12.060 12.348 12.254 18.426 19.105 18.836 19.371

In most cases, for all systems, the results tend to become better once with increasing
the value of the connection strength threshold up until one point, after which the results
obtained begin to drop. If we look at table 6, we can observe that the bigger the threshold
for the connection strength filter, the smaller the number of total logical dependencies
becomes. For example, in Hibernate, the value 70 for the connection strength threshold
makes the structural dependencies outnumber 10 times the logical dependencies.
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Table 7. Ratio between structural and logical dependencies (SD/LD)

System ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100

Ant 1.373 2.251 2.870 3.133 3.461 4.604 5.282 6.598 7.060 7.903
Tomcat Catalina 0.445 0.936 1.302 1.543 1.660 1.967 2.218 3.057 3.376 3.440

Hibernate 1.159 1.747 2.184 3.867 4.283 4.877 10.547 11.920 12.464 14.851

We can identify 3 scenarios based on tables 3, 4, 5 and 7. In the 1st scenario, the
connection strength threshold is too small, and we remain with a lot of logical depen-
dencies after filtering. The high volume of logical dependencies introduced in the graph
might cause an erroneous detection of the key classes, in consequence, less performing
measurements/results. This affirmation is sustained by the fact that, when the threshold
begins to be more restrictive, and the total number of logical dependencies begins to de-
crease, the key classes detection starts to improve. The 2nd scenario assumes that the
connection strength threshold is too big, significantly decreasing the number of logical
dependencies. In this case, the logical dependencies introduced in the graph are too few
to improve the detection, and, instead, will create noise in the graph and less performing
results. This leads us to the 3rd scenario, in which the connection strength threshold is
’just right’. Not too small, because it will introduce too many logical dependencies in the
graph and produce less performing results. And not too high, because it will decrease too
much the number of logical dependencies, producing less performing results.

The ’just right’ value can differ from one system to another, depending on the size of
the system. If we look at Ant (the smaller size system), we can see that the results begin
to decrease sooner than for Hibernate. On average, all the systems perform well between
40 and 70 for the connection strength threshold value.

5.4. Measurements using only logical dependencies

In the previous subsection, we added the logical and structural dependencies in the graph
based on which the ranking algorithm works. Currently, we add only the logical depen-
dencies to the graph.

In tables 8, 9, and 10 are presented the results obtained by using only logical depen-
dencies to detect key classes.

For the second research question: ’RQ2: Can logical dependencies provide good re-
sults if they are used instead of structural dependencies in key class detection?’, the initial
hypothesis is confirmed by the results obtained.

The measurements obtained are not as good as the ones using logical and structural
dependencies combined or using only structural dependencies. But the values obtained
are above 0.7, which means that a good part of the key classes is detected by using only
logical dependencies. As mentioned in section 3.3, a classifier is good if it has the ROC-
AUC value as close to 1 as possible.

One explanation for the less performing results is that the key classes may have a
better design than the rest of the classes, which means that are less prone to change. If the
key classes are less prone to change, then the associated connection strength metric has a
lower value than other entities.

Tables 11, 13 and 12, provide us a better overview of the update behavior of key
classes in the versioning system. The selected classes from all three tables are the key
classes extracted from developer documentation [29]. The commit count column presents
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Table 8. Measurements for Ant using only logical dependencies

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.679 0.695 0.738 0.799 0.822 0.883 0.890 0.901 0.846 0.862 0.929

PR 0.868 0.776 0.767 0.825 0.822 0.850 0.834 0.863 0.844 0.860 0.855
PR U 0.801 0.792 0.757 0.806 0.822 0.854 0.856 0.867 0.848 0.860 0.933

CON T W 0.819 0.825 0.818 0.817 0.813 0.828 0.843 0.861 0.845 0.854 0.934
CON T 0.856 0.836 0.819 0.803 0.801 0.816 0.831 0.855 0.840 0.851 0.942

Table 9. Measurements for Tomcat Catalina using only logical dependencies

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.775 0.810 0.834 0.828 0.819 0.815 0.805 0.816 0.820 0.813 0.923

PR 0.813 0.813 0.836 0.831 0.820 0.814 0.804 0.816 0.820 0.813 0.927
PR U 0.772 0.815 0.835 0.831 0.820 0.814 0.804 0.816 0.819 0.813 0.932

CON T W 0.805 0.823 0.842 0.835 0.822 0.815 0.805 0.817 0.820 0.813 0.926
CON T 0.787 0.812 0.835 0.832 0.821 0.814 0.804 0.817 0.820 0.813 0.939

Table 10. Measurements for Hibernate using only logical dependencies

Metrics ≥ 10 ≥ 20 ≥ 30 ≥ 40 ≥ 50 ≥ 60 ≥ 70 ≥ 80 ≥ 90 ≥ 100 Baseline
PR U2 W 0.721 0.733 0.743 0.700 0.700 0.703 0.741 0.742 0.744 0.751 0.958

PR 0.735 0.747 0.756 0.704 0.702 0.706 0.745 0.745 0.746 0.752 0.949
PR U 0.738 0.740 0.749 0.699 0.701 0.704 0.744 0.743 0.745 0.752 0.951

CON T W 0.730 0.739 0.747 0.701 0.702 0.706 0.746 0.747 0.748 0.754 0.944
CON T 0.740 0.743 0.750 0.700 0.700 0.704 0.746 0.746 0.747 0.753 0.946

the number of commits in which the entity was involved. The column ’Max occurrence
with another entity’ contains the maximum number of updates with another entity from
the system (the strongest connection with another entity).

It can be observed that some key classes change a lot in the versioning system, for
example, Configuration for Hibernate, ProjectHelper for Ant and StandardContext for
Catalina. Also, some classes create strong connections with other entities, like Introspec-
tionHelper for Ant, Table for Hibernate and StandardContext for Catalina. But, in most
cases, the key classes are not the entities that update the most in the versioning system.
So, by setting too high the connection strength threshold, we risk filtering out the key
classes.

Table 11. Ant key classes update overview

Key class name Commit count Max occurrence
with another entity

org.apache.tools.ant.Task 40 13
org.apache.tools.ant.Target 39 16

org.apache.tools.ant.IntrospectionHelper 52 43
org.apache.tools.ant.RuntimeConfigurable 38 16

org.apache.tools.ant.ProjectHelper 67 17
org.apache.tools.ant.TaskContainer 6 2

org.apache.tools.ant.Main 56 21
org.apache.tools.ant.UnknownElement 47 16

org.apache.tools.ProjectHelper2$ElementHandler 21 14
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Table 12. Hibernate key classes update overview

Key class name Commit count Max occurrence
with another entity

org.hibernate.Query 9 1
org.hibernate.engine.spi.SessionFactoryImplementor 26 10

org.hibernate.SessionFactory 20 3
org.hibernate.mapping.Table 39 25

org.hibernate.criterion.Projection 2 0
org.hibernate.criterion.Criterion 2 0

org.hibernate.engine.spi.SessionImplementor 16 2
org.hibernate.cfg.Configuration 88 9
org.hibernate.mapping.Column 16 3

org.hibernate.type.Type 10 0
org.hibernate.Transaction 9 0

org.hibernate.engine.ConnectionProvider 2 0
org.hibernate.Session 25 14
org.hibernate.Criteria 10 1

Table 13. Tomcat Catalina key classes update overview

Key class name Commit count Max occurrence
with another entity

org.apache.catalina.Session 15 8
org.apache.catalina.Loader 7 1

org.apache.catalina.startup.Catalina 46 32
org.apache.catalina.Pipeline 9 3

org.apache.catalina.core.StandardHost 55 38
org.apache.catalina.Container 25 16
org.apache.catalina.Wrapper 18 13

org.apache.catalina.core.StandardService 42 12
org.apache.catalina.startup.HostConfig 60 43

org.apache.catalina.core.StandardContext 242 213
org.apache.catalina.core.StandardServer 46 12

org.apache.catalina.Realm 17 8
org.apache.catalina.connector.CoyoteAdapter 153 129

org.apache.catalina.core.StandardWrapper 82 25
org.apache.catalina.Valve 9 2

org.apache.catalina.connector.Request 208 178
org.apache.catalina.Context 91 68

org.apache.catalina.connector.Connector 80 18
org.apache.catalina.Server 15 8

org.apache.catalina.connector.Response 102 28
org.apache.catalina.core.StandardEngine 30 17

org.apache.catalina.startup.Bootstrap 26 5
org.apache.catalina.Host 19 11

org.apache.catalina.LifecycleListener 5 1
org.apache.catalina.core.StandardPipeline 25 6

org.apache.catalina.Manager 22 15
org.apache.catalina.Service 15 8
org.apache.catalina.Engine 4 1

5.5. Comparison between results obtained with strength versus confidence metric

As mentioned in section 2.4, we did not use the confidence metric because it does not
consider the big picture of the system. A co-changing pair A → B, where A updates only
once in the entire history, and when it updates, it updates together with B, will have the
best confidence value that we can get. This is why we introduced the strength metric, to



Logical dependencies: extraction from... 1031

balance the metric in the favor of those which update more frequently. Since both metrics
require the same inputs and only the calculation method is different, we computed with
our tool the confidence metric and applied the same threshold to it as to the strength met-
ric. The only difference from how other authors computed the metric is that we multiplied
its value by 100. So, the confidence values can fluctuate between 0 and 100. In the graph
used by the key classes detection tool, the structural dependencies weights are suprauni-
tary values. So, we multiplied with 100 the confidence value to scale it to the structural
dependencies weights. Otherwise, if we add a subunitary value (confidence value) to a
high value (the structural weight), it will not make a difference, so we will not be able to
see the impact of the logical dependencies in the graph.

Table 14. Average results obtained with strength versus confidence metric

Metric Using
used Only logical dependencies Structural and logical dependencies

Average values obtained for all systems
strength 0.791 0.916

confidence 0.731 0.893
Average values obtained for Ant

strength 0.826 0.903
confidence 0.741 0.873

Average values obtained for Tomcat Catalina
strength 0.816 0.910

confidence 0.752 0.878
Average values obtained for Hibernate

strength 0.732 0.935
confidence 0.699 0.929

The comparison between the average values obtained by using the confidence metric
and the strength metric can be found in table 14.

These results help us answer the third research question: RQ3: Does the connection
strength filter has a favorable impact on the detection of key classes?. As we expected in
our initial hypothesis and now based on the results, we can say that the connection strength
metric is more suited for logical dependencies detection. So, by considering the mean
update frequency of the entire system in the filtering process, we improve the detection of
logical dependencies.

5.6. Comparison and discussion on the obtained results
In this subsection, we compare the results obtained in the current paper with results pre-
viously obtained by other researchers.

Even though the approaches were not the same, most of them used the ROC-AUC
metric to evaluate the quality of the results, the same as ours. Osman et al. obtained in
their research an average ROC-AUC score of 0.750 [17]. Thung et al. obtained an average
ROC-AUC score of 0.825 [24] and Şora et al. (our baseline approach) obtained an average
ROC-AUC score of 0.894 [29].

In the current research, we obtained an average ROC-AUC score of 0.916 when us-
ing logical and structural dependencies combined and a score of 0.791 when using only
logical dependencies to detect key classes.
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So, when using both dependencies combined, we can obtain a slightly better ROC-
AUC score than the one from the baseline approach. And, when using only logical de-
pendencies, even though we do not obtain a better score than the baseline approach, we
obtain results that can be compared with results obtained by other researchers.

6. Threats to validity

We will present in this section some aspects that can constitute threats to the validity of the
results from this paper. First, we extract co-changes only from main (master) branch com-
mits. Development branches are not taken into consideration, which might cause some in-
formation loss. Especially if there are many branches in development with many commits
in them. On the other hand, if we designed the tool that extracts co-changes to consider
also development branches, that would have constituted another threat to the validity.
Some branches are just for trial and error or prototyping, or sometimes they never get in-
tegrated into the main branch, which means that we risk analyzing information that does
not reflect the reality of the system. Another threat to the validity of the results is that we
do not consider the age of the co-changes. It can happen that two entities updated together
a lot because they were also structurally related entities, but, at some point in time, that
connection was removed from the code, and they do not update together any longer. In
this case, it can happen that the tool still considers them logical dependencies due to the
frequency of updates. In future works, we will try to identify outdated connections.

7. Conclusions

In this paper, we studied the filtering and the usage of co-changes extracted from the ver-
sioning system. In the first part of the paper, we focused on the co-changes filtering, and
in the second part, we used the filtered co-changes (logical dependencies) to detect key
classes. For co-changes filtering, we applied the commit size filter and the filter based on
connection strength. The co-changes that remained after filtering, called logical depen-
dencies, were provided as input for a tool that detects key classes.

We approached two scenarios to detect key classes by using logical dependencies. In
the 1st scenario, we used logical dependencies together with structural dependencies, and
in the 2nd, we used only logical dependencies to detect the key classes. We modified the
tool used in the baseline approach for detecting key classes from structural dependencies
[29], to use also logical dependencies.

Based on the results obtained, compared with the baseline results, we saw a slight
improvement in key class detection when both logical and structural dependencies were
used together. The best results were obtained with a connection strength threshold of 40-
70. Also, our connection strength metric performs better than the confidence metric used
in related works.

When we used only logical dependencies to detect key classes, the results were less
performing than our results when using only structural or structural and logical depen-
dencies combined, but they were comparable with results of related work using structural
dependencies. We consider this a very positive result because this research uses a different
type of input than the previous ones, the logical dependencies. It is also an open door for
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new research in multiple fields that use structural dependencies to gain knowledge about
software systems. And since logical dependencies are easy and fast to extract from the
versioning system and do not depend on the language of the software system, the cost of
integrating them is small.

To sum up the findings of this paper, logical dependencies can be used to gain knowl-
edge about software systems. We consider that the advantage of using only logical depen-
dencies is that it only uses data extracted from the versioning system and can be general-
ized to various programming languages.

In the future, we want to check if other areas can be improved by using logical depen-
dencies, like software clustering [7], [19], [4].
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Abstract. With the proposed Federated Learning (FL) paradigm based on the idea
of “data available but invisible”, participating nodes which create or hold data can
perform local model training in a distributed manner, then a global model can be
trained only by continuously aggregating model parameters or intermediate results
from different nodes, thereby achieving a balance between data privacy protection
and data sharing. However, there are some challenges when deploying a FL model.
First, there may be hierarchical associations between participating nodes, so that
the datasets held by each node are no longer independent of each other. Secondly,
due to the possible abnormal delay of data transmission, it can seriously influence
the aggregation of model parameters. In response to the above challenges, this paper
proposes a newly designed FL framework for the participating nodes with hierarchi-
cal associations. In this framework, we design an adaptive model parameter aggre-
gation algorithm, which can dynamically decide the aggregation strategy according
to the state of network connection between nodes in different layers. Additionally,
we conduct a theoretical analysis of the convergence of the proposed FL frame-
work based on a non-convex objective function. Finally, the experimental results
show that the proposed framework can be well applied to applications in different
network connections, and can achieve faster model convergence efficiency while
ensuring the accuracy of the model prediction.

Keywords: Parameter Aggregation, Federated Learning, Internet of Things, Privacy
Computing.

1. Introduction

Traditional machine learning models usually need to collect data generated in distributed
locations into a central storage point (e.g., a cloud data center) for model training. How-
ever, with the increase in the number of mobile terminals and Internet of Things (IoT)
sensors, the data generated is not only more diverse in data types and formats, but also the
scale of data is also proliferating. While larger-scale data can help train better machine
learning models, transferring large amounts of data consumes more network resources
[1]. In addition, there is a non-negligible risk of information leakage in the process of
data collection, transmission and storage [2]. Furthermore, data holders are increasingly
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reluctant to transfer data to other uncontrolled locations for the purpose of privacy protec-
tion. These issues pose challenges for building machine learning models in an environ-
ment where data is increasingly fragmented and isolated. In recent years, service nodes
deployed close to users have been greatly improved in terms of computing power, stor-
age resources, and network transmission capabilities, which have laid the foundation for
building distributed machine learning models based on these distributed nodes [3, 4]. In
particular, Federated Learning (FL) [5] proposed based on the concept of “data does not
move while model moves”, enables collaborative learning among multiple participating
nodes without the data leaving the place they are generated, which is called as FedAvg.
One global model is trained only by continuously aggregating model parameter or in-
termediate results, thereby achieving a balance between data privacy protection and data
sharing. This new type of machine learning paradigm has recently received continuous
attention from academic community.

A typical FL model can be regarded as a two-layers FL framework[6] composed of a
parameter server (PS) with sufficient computing power (e.g., a server deployed in cloud
data center) and multiple clients with acceptable computing capability (e.g., edge service
nodes) . The operation process of a typical FL model is demonstrated in Fig.1. The client
independently performs local model training based on local dataset, and global model is
optimized through the exchange of model parameters under the encryption mechanism.
Then, the global model is transferred to the clients for facilitating local training next time.
The whole process continues until the model converges, or reaches the maximum number
of iterations. Since PS obtains model gradients or model parameters rather than raw data
from clients, the purpose of protecting the privacy can be achieved [6, 7]. However, in
the practical scenarios, there is often a more complex hierarchical relationship between
the data holders, and the parameters exchange between clients and PS may be fulfilled
by IoT network with unstable transmission quality. When faced with such kind of sce-
nario, the existing work lacks some considerations on two issues: 1) The data generated
by multiple clients may have explicit or implicit correlations. This means that the data
features generated by nodes at the lower layers of the hierarchical relationship will affect
data distribution at higher layers, which no longer makes the dataset on each participating
node completely independent. 2) Model quality and model convergence may be affected
by the quality of network transmission. Specifically, when the network transmission is
abnormal, the model parameters cannot be transferred between PS and the clients in time.
If PS uses the synchronous aggregation method [8], the training time will be prolonged.
In contrast, if the PS adopts a purely asynchronous aggregation method [9], although the
training time can be reduced, the convergence of the model is unsatisfactory.

To address the above issues, a hierarchical federated learning (HFL) framework is
proposed in this paper. In this framework, multiple nodes participating in collaborative
learning are logically divided into multiple layers. There is an association relationship
between the data generated by the nodes at the lower layer and the data generated by the
nodes at the upper layer. In addition, the nodes in the middle layer (named Intermedi-
ate Aggregation Node, IAN) will not only aggregate the model parameters passed by its
lower-layer nodes, but also perform local training based on the data generated by itself.
We continually propose an adaptive parameter aggregation strategy. Based on this strat-
egy, the IAN can adaptively adjust the aggregation method according to the quality of
IoT-based data transmission to improve the model convergence performance and reduce
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Fig. 1. The operation procedures for a typical FL model

the training time. Furthermore, we conduct a theoretical analysis of the convergence for
the proposed HFL model with non-convex objective function, demonstrating that the con-
vergence of the proposed HFL framework depends on aggregation frequencies and the
total number of training rounds. Finally, using the HFL model, we achieve water demand
forecasting in sub-regional and hierarchical water supply scenarios involving multiple
water supply companies. The main contributions of this paper are summarized as follows.

• We propose a HFL model that integrates adaptive parameter aggregation algorithm.
Under different network transmission delay, this framework can help multiple nodes
that have hierarchical relationships and participate in joint learning to achieve better
model training performance.

• We conduct an in-depth analysis of the model convergence and examine key param-
eters that have important impact on convergence.

• We establish the proposed HFL model to realize the prediction of urban water de-
mand. Furthermore, through comparing with similar work, we finally verify the ef-
fectiveness and efficiency of the model.

The rest of the paper is organized as follows. Related work is discussed in Section 2.
Section 3 proposes the HFL framework and presents an adaptive aggregation strategy. In
Section 4, we conduct an in-depth convergence analysis of the proposed HFL framework.
Section 5 describes the case of realizing urban water demand prediction based on the HFL,
and the experimental results of the model are presented. Finally, the paper is concluded in
section 6.

2. Related Work

In this section, we will discuss the representative HFL frameworks and the existing efforts
on performance improvement of HFL.

Some HFL models have recently been proposed for the so-called “Terminal-Edge-
Cloud” network service architecture. Reference [10] builds a layered FL model by rely-
ing on terminals, edge nodes and cloud servers as participants in joint learning. By taking
advantage of the respective advantages of edge nodes and cloud server, the rational use of
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computing and communication resources can be realized. Z. Wang et al.[11] treat cloud
servers and edge nodes as global aggregator and cluster aggregator, then an asynchronous
aggregation method and a synchronous aggregation method are adopted to achieve pa-
rameter aggregation, respectively. This work only performs a convergence analysis based
on a convex objective function. In addition, W. Lim et al.[12] design a resource allocation
mechanism and an incentive mechanism for a hierarchical FL architecture. The above-
mentioned HFL frameworks do not consider the correlation between the data generated
by multiple nodes participating in joint learning when designing the model. Although
the above mentioned works proposed multiple hierarchical structure based FL models to
balance the local iterations and runtime, it has not taken into account the potential rela-
tionship between the data held by the participating nodes.

Different from the centralization-based machine learning model, the training datasets
of different scales held by participating nodes, the non-independent and identically dis-
tributed (non-IID) characteristics between different datasets, and the unstable network
transmission quality are all potential factors that may affect the performance of FL mod-
els. To address these challenges, McMahan et al. [5] proposed the FedAvg algorithm,
which enables participants to perform gradient descent independently, and finally the ag-
gregation node averages the staged gradient values of clients to achieve model aggrega-
tion. Furthermore, Li Tian et al. [13] proposed an algorithm called FedProx, which can
be effectively applied to highly heterogeneous environments and obtained satisfactory
convergence. In [14], the synchronous aggregation mechanism is adopted to realize the
parameter interaction between PS and clients, but it is difficult to applied to the scenarios
with unstable network environment. In addition, for IoT networks with unstable network
links, Chen et al. [15] proposed a lightweight node selection strategy based on an asyn-
chronous FL model, which can improve the model training efficiency. H. Zhu et al. [16]
considered availability and fairness in the client nodes scheduling process, and designed
an asynchronous aggregation algorithm to improve the convergence of the model. C. Chen
et al. [17] proposed an adaptive parameters transmission algorithm. The model parame-
ters that are temporarily stable will not participate in the network transmission process,
thereby reducing network bandwidth consumption. J. Liu et al. [18] combined Deep Re-
inforcement Learning (DRL) to propose an adaptive algorithm that adjusts the number of
nodes participating in joint learning, and intelligently adjusts the local updates delivered
to the PS according to the network state during each round of aggregation. J. Jin et al.
[19] applied an adaptive optimization algorithm to FL to accelerate model convergence.
These existing works are trying to improve the performance of HFL from the selection
of nodes involved in the aggregation, the improvement of model training efficiency, the
transmission of training parameters, and the design of the local update mechanism, etc.
However, as far as we know, they have not considered adaptive parameters aggregation in
the case of complex associations between multiple participating nodes in the collaborative
learning.

3. A Hierarchical Federated Learning Framework

In this section, we first introduce the proposed HFL framework in detail, and then propose
an adaptive parameter aggregation algorithm for HFL.
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3.1. The description of the proposed HFL Model

As shown in Fig.2, we propose a newly designed HFL framework. In this framework,
nodes are logically divided into multiple layers, and nodes between two adjacent lay-
ers can be interconnected through IoT-based network to realize data transmission. These
participating nodes, from the role of performing FL, consist of Central Parameter Server
(CPS), Regional Parameter Server (RPS) and clients. Since the RPS is located in the mid-
dle layer (or layers) of the proposed framework, it can connect CPS and clients at the same
time. Therefore, a RPS actually plays the role of an IAN. Since then, we will use RPS to
replace IAN to make further description. Specifically, the CPS is usually one cloud server
with powerful computing capability. The CPS trains the global model and can interact
with multiple RPSs. One RPS is typically one edge server with IoT connectivity that not
only generates or collects data, but also trains regional model. At the same time, the RPS
can aggregate the parameter updates of other RPSs or clients. A client is usually acted as
an IoT terminal or a light-wight edge service node with acceptable computing capabilities.
A client mainly performs local model training and interacts with RPSs with model param-
eters. These three types of participating nodes cooperate with each other to aggregate the
model parameters and complete the FL model training. In addition, the framework also
includes an Aggregation Manager (AM), which can periodically check the quality of the
current IoT network. AM is the basis for the adaptive aggregation strategy with CPS and
RPS. In a practical scenario, AM may be monitoring nodes managed by telecom operators
responsible for operating the IoT network.

We assume that the area where HFL will be deployed can be logically divided into
S sub-regions, that is, the HFL framework includes S RPSs. There are K clients in each
sub-region. For the distinction in description, the parameter aggregation on the RPS, the
model obtained by RPS aggregation, the local training on the RPS and the correspond-
ing training model are called regional aggregation, regional model, regional training and
regional updated model, respectively. Additionally, the aggregation on the CPS and the
model aggregated are called global aggregation and global model, respectively. The local
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Table 1. Summary of main notations
Notation Description

K,K The set of clients associated with a RPS, the number of clients associated with a RPS
S, S The set of all RPSs, the number of RPSs
Dk, Dk Local dataset of client k, the size of Dk

Ds, Ds Local dataset of RPS s, the size of Ds

D, D The whole dataset, the size of D
Γ r The size of

⋃
k∈αcK

Dk on round r
B Global aggregation interval
K1 The whole number of training rounds for a client (K1 = Bκ1κ2)
H The number of performing iterations per round
K2 Thw whole number of training rounds for a RPS (K2 = Bκ3)
r Index of local training rounds
t Index of regional training rounds
αc A certain fraction of K
αs A certain fraction of S
f Global loss function on dataset

⋃
s∈αsS

Ds

Fs Edge loss function on dataset Ds

fs Edge loss function on dataset
⋃

k∈αcK
Dk

fk client loss function on dataset Dk

Q The true transmission delay to evaluate the network quality
T The accepted transmission delay

training on the client and the corresponding model are called local training and local up-
dated model, respectively. The global model w0 with traditional FL is usually initialized
in a random manner and broadcast by central server to others. However, in the HFL, the
initial global model w0 is learned from the common features of each node’s dataset by
CPS, and w0 is broadcast to RPSs and clients. RPSs and clients start the training of local
models based on the local dataset and initial weights. The training of the local model is
performed in a parallel and distributed manner. The way of local update is performed as
follows

H iterations


wk

r,1 = w0 − η∇fk1 (w0)

wk
r,2 = wk

r,1 − η∇fk2
(
wk

r,1

)
· · ·

⇒ wk
r,H = w0 − η

H∑
i=1

∇fki
(
wk

r,i

)
,

(1)

where wk
r,H is the local update obtained by node k in the round r after H local iterations,

and η is the learning rate. In particular, when r = H = 0, wk
r,H = w0. Then, integrating

the iterative results of H times, the final equation in Eq.(1) can be obtained. The opti-
mization method adopted in Eq.(1) is SGD, and Adam optimizer can also be applied [20].
After the local updates from clients are obtained by RPSs , FedAvg is used to obtain the
regional model ws

r , and the aggregation method can be represented as follows
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ws
r =

αcK∑
k=1

Dk

Γ r
s

wk
r,H , (2)

where αc(αc ∈
{

1
K ,

2
K , . . . , 1

}
) represents the proportion of clients selected to partici-

pate in the aggregation, the dataset on client k is represented by Dk, the size of Dk is Dk

(Dk
∆
= |Dk|, where |·| denotes the cardinality). The size of the whole dataset in sub-region

s with αcK clients is Γ r
s =

∣∣⋃
k∈αcK

Dk

∣∣.
After clients and RPS have completed κ1κ2 rounds of local training and κ2 times of

regional aggregations respectively, then RPS performs iterative training based on its own
dataset and generates a regional update ws. The iterative process is the same as Eq.(1).
Unlike clients, the number of iteration in one RPS is needed to execute κ3 rounds to end.
After each round of iterative execution, the RPS uploads ws to the upper-layer RPS or
CPS for aggregating a wider range of regional model or global model. In the proposed
HFL model, the evolution of local weight wk

r,i of client k can be represented as follow

wk
r,i =


wk

r,i−1 − η∇fki
(
wk

r,i−1

)
, if i ≥ 1 , r | κ1 ̸= 0∑k

k∈αcK
Dk(wk

r,H−1−η∇fk
H(w

k
r,H−1))

Γs
, if r | κ1 = 0∑

s∈αsS Ds(ws
t,H−1−η∇fs

H(w
s
t,H−1))

D , if r | κ1κ2 = r | κ3 = 0

(3)

The update process of the weightws of the RPS in the sub-region s is similar to Eq.(3).
According to the description of Fig.2, the parameter aggregation and training process of
the proposed HFL is shown in Algorithm 1. Especially, the loss function at CPS is

min
w∈R

f(w) =

αsS∑
s=1

Ds

Dt
Fs(w), (4)

where Fs (w) = 1/Ds ·
∑Ds

p Fs (ws, ζp),Ds
∆
= |Ds| andDt =

∣∣⋃
s∈αsS

Ds

∣∣. Especially,
Fs(ws, ζp) is the loss function of the p-th data sample. Furthermore, as shown in Eq.(5),
there is a weight ws

r that minimizes the regional loss function.

ws
r = argmin fs = argmin

αcK∑
k=1

Dk

Γ r
s

fk. (5)

3.2. An adaptive parameter aggregation method for HFL

In this part, an adaptive parameter aggregation algorithm is proposed, which dynami-
cally integrates synchronous and asynchronous aggregation method into the proposed
HFL framework, so as to enable different nodes in the HFL framework (i.e., between
CPS and RPSs, between RPS and RPS, and between RPS and clients) can perform adap-
tive parameter aggregation according to current connection state of the wireless IoT net-
work. The monitoring of the connection status is performed by the AM. The AM informs
the corresponding nodes of the connection status information of the IoT network to dy-
namically adjust the aggregation strategy adopted between the corresponding nodes (i.e.,



1044 Zhuo Chen et al.

Algorithm 1 The parameter aggregation and training process of HFL
Input: the initial global model w0, the number of clients that belong to one RPS:K, the number of

RPS:S, the learning rate :η, other parameters are related to training rounds:B,κ1,κ2.
Output: the final global model w.

1: for each round r = 1, 2, 3, ..., Bκ1κ2 do
2: for each client k = 1, 2, ...,K in parallel do
3: wk

r = wk
r−1 − η∇fk /* Processing at the clients*/.

4: end for
5: if r|κ1 = 0 then
6: Send wk

r back to related RPS by client k.
7: for each RPS s = 1, 2, ..., S in parallel do
8: Aggregate the local models by order in which clients arrive according to Eq.(2) for

getting ws
r /*Processing at the RPS*/.

9: Send ws
r to related clients again.

10: end for
11: end if
12: if r|κ1κ2 = 0 then
13: for each RPS s = 1, 2, ..., S in parallel do
14: Aggregate the local models by order in which clients arrive to get w0

s .
15: for j = 1, 2, ..., κ do
16: wj

s ← wj−1
s − η∇fs.

17: end for
18: Send wj

s back to CPS by RPS.
19: end for
20: Aggregate the regional models by order in which RPS arrive to get w /*Processing at

the CPS*/.
21: Send w to all edge devices(RPS,client) as the new w0 for the next round.
22: end if
23: end for

between CPS and RPS, between RPS and RPS, and between RPS and clients). We use
Fig.3 to represent the complete training process performed by different types of nodes
in HFL. First, a specific client will complete κ1 rounds of local training, and then send
the local model parameters to the corresponding RPS, so that the RPS can complete the
aggregation of the regional model. When the above process is performed κ2 times, the
RPS will use the aggregated regional model parameters and its own private data as in-
put, and then continue to complete κ3 rounds of regional training. The obtained regional
model parameters are then uploaded to the CPS through the IoT network to complete the
training of the global model. Until the end of the global model training, the total num-
ber of iterations of the process is B, in which the total number of local training rounds
in each client is K1(K1 = Bκ1κ2), and the total number of regional training rounds in
each RPS is K2 (K2 = Bκ3). Furthermore, the threshold T is defined to represent the
minimum acceptable transmission delay during the model training. Before RPS and CPS
perform parameter aggregation, they will obtain the information of transmission delay
between nodes located in two adjacent layers periodically detected by AM. The delay is
represented by the parameter Q. When Q > T , it means that the current communication
quality is unsatisfactory. Therefore, an asynchronous aggregation mechanism is adopted
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to reduce the overall training time of the model. On the contrary, a synchronous aggrega-
tion strategy is adopted to ensure the convergence stability of the global model.

1
k

Regional 

aggregation

2
k

B

Local training

Aggregation

Manager

Client RPS

Regional training

CPS

Global

aggregation

3
k

Fig. 3. The training process of the proposed HFL Framework

If we take a three-layer HFL model as an example, the adaptive synchronous and asyn-
chronous aggregation decision will produce four aggregation combinations, i.e.,
“synchronous-synchronous”, “asynchronous-asynchronous”, “synchronous-
asynchronous”, “asynchronous-synchronous”. For the synchronous aggregation mecha-
nism, when αc = 1 or αs = 1, it means that it is necessary to wait for all nodes at
the corresponding level to complete training and upload to the CPS (or the RPS) before
triggering parameter aggregation. In contrast, if the asynchronous aggregation strategy is
adopted, when the number of nodes that complete model training and upload the model
reaches the specified threshold, the server (CPS or RPS) can be triggered to perform pa-
rameter aggregation, but the server only broadcasts the model aggregated to the nodes
contributing to current model aggregation for next training. It is worth noting that asyn-
chronous aggregation strategy must take into account: the server receives the local model
parameters of node in the rc-th round, while the node receives the model aggregated from
the server in the rs-th round, and they are often inconsistent [21], i.e., λ = rs − rc ̸= 0.
Therefore, this paper defines a parameter vkr to measure the staleness of node k in the r-th
round, where vkr = ρλ, (0 < ρ < 1) and ρ is a constant. In particular, if there is no stal-
eness for model update, that is, it is equivalent to a synchronous aggregation mechanism
at this time. Therefore, for the asynchronous aggregation strategy, each model parame-
ter wk

r,H owned by node k received by the server will be processed according to Eq.(6)
to reduce the impact of nodes with poor staleness on the aggregation model, and then
participate in the aggregation process.

wr
k,H = vkrw

r
k,H +

(
1− vkr

)
wr∗

s , 0 < vkr < 1, (6)

where wr∗

s = 1
Γ r∗

∑αcK
k Dk ·wr∗

k,H is the regional model after the r∗-th round for aggre-
gation. The modification for wr

k,H will be completed based on wr∗

s to participate in the
model aggregation at (r∗+1)-th round. If the transmission delay of IoT connection is se-
rious, vkr will decrease significantly with the increase of λ, resulting in Eq.(6), the weight
wr

k,H of the model participating in the aggregation tends to be close to the aggregation
result wr∗

s of the previous round, so as to maintain the stability of the global model.
The process between CPS and RPS is similar to the above process. Theoretically, the
proposed adaptive parameter aggregation algorithm can be extended to one HFL frame-
work with L-layer (L > 3) correlation, and correspondingly 2L kinds of synchronous
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and asynchronous parameter aggregation schemes can be formed. The proposed adaptive
aggregation method is shown in Algorithm 2.

Algorithm 2 The adaptive parameter aggregation method
Input: parameter received time tr , parameter sent time ts
Output: one aggregation strategy, the number of client for aggregation αcK in RPS, the number

of RPS for aggregation αsS in CPS, the model parameters corrected wr
k,H .

1: The AM calculates the actual transmission delay Q according to tr and ts periodically.
2: if Q is larger than T then
3: Telling RPS or CPS to use asynchronous solution.
4: αcK = K − 1 in RPS or αsS = S − 1 in CPS.
5: The RPS or the CPS calculates the update delay λ and records it.
6: The RPS corrects related model parameters by Eq.(6) to reduce the impact of staleness, so

do CPS.
7: else
8: Telling RPS or CPS to use synchronous solution.
9: αcK = K in RPS or αsS = S in CPS.

10: end if

4. The Analysis of Convergence

For ease of convergence analysis, we denote the number of local training rounds and
regional training rounds as r(1 ≤ r ≤ Bκ1κ2) and t(1 ≤ t ≤ Bκ3), respectively. We as-
sume that an unbiased estimate of ∇fk(w) is gj(w, ζrk), i.e., ∇fk(w) = Eζr

k∼Dk
gj (w; ζ

r
k).

Also, we assume the loss function is non-convex and smooth. Then we introduce the fol-
lowing assumptions.

Assumption 1:(Lipschitz Gradient). The function fk, fs, Fs, f are L-smooth, i.e.,
∥∇fk(w)−∇fk (w′)∥ ≤ L ∥w − w′∥, ∥∇fs(w)−∇fs (w′)∥ ≤ L ∥w − w′∥,
∥∇Fs(w)−∇Fs (w

′)∥ ≤ L ∥w − w′∥, ∥∇f(w)−∇f (w′)∥ ≤ L ∥w − w′∥.

Assumption 2:(Bounded Variance). The divergences satisfy:
∥∇Fs(w)−∇f(w)∥2 ≤ ϵ2s, ∥∇fk(w)−∇fs(w)∥2 ≤ ϵ2k, ∥gk(w, j)−∇fk(w)∥2 ≤
σ2,∀s, k, j, w.

The above assumptions are widely used in non-convex optimization theory [20]. Par-
ticularly, the parameter ϵ2s and ϵ2k can quantify the similarity of objective functions. Note
ϵ2s = 0 or ϵ2k = 0 corresponds to the IID setting.

Theorem 1: Given the learning rate η ≤ 1
L , 1 − 3η2L2 ≥ 0 and the optimal global

model and regional model are respectively w∗, w∗
s . When the synchronous aggregation

method is adopted, the upper bound of the average regional gradient deviation is given as
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follows

1

Bκ1κ2

Bκ1κ2∑
r=1

E
∥∥∇fs (wr−1

s

)∥∥2 ≤ 2

Bκ1κ2η

(
Efs

(
w0

s

)
− fs (w

∗
s)
)
+ ησ2LK2

+
KL2η2

Bκ1κ2 (1− 3η2L2) ∥Γ r∥2
∑
k∈VK

∥Dk∥2 (Φ1 + Φ2)

where Φ1 = 2Bκ1κ2+4σ2

(
1 +K

∑
k∈VK

∥Dk∥2
)
, Φ2 = 3 ∗ 2Bκ1K2+3ϵ2k

(7)

Proof. Due to the proposition of Lipschitz smooth, the expectation of fs can be ex-
pressed as

Efs (wr
s) = Efs

[
wr−1

s − η∇fs
(
wr−1

s

)]
= Efs

[
wr−1

s − η
1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)]

≤ Efs
(
wr−1

s

)
−ηE

〈
∇fs

(
wr−1

s

)
,
1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)〉
︸ ︷︷ ︸

A1

+
η2L

2
E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk∇gk
(
wr−1

k

)∥∥∥∥∥
2

︸ ︷︷ ︸
A2

(8)

We further express the bound of A1 as follows:

− ηE

〈
∇fs

(
wr−1

s

)
,
1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)〉
=
η

2
E

∥∥∥∥∥∇fs (wr−1
s

)
− 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

− η

2
E
∥∥∇fs (wr−1

s

)∥∥2 − η

2
E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

(9)

Then the bound of A2 can be represented as

E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dkgk
(
wr−1

k

)∥∥∥∥∥
2

= E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

+ E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk

(
gk
(
wr−1

k

)
−∇fk

(
wr−1

k

))∥∥∥∥∥
2

≤ Kσ2

∥Γ r∥2
∑
k∈VK

D2
k + E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

(10)

By replacing A1 and A2 in (8) with (9) and (10) respectively, then we can get

Efs (wr
s) ≤ Efs

(
wr−1

s

)
+
η2L

2

(
Kσ2

∥Γ r∥2
∑
k∈VK

D2
k

)
−
(
η

2
− η2L

2

)
E

∥∥∥∥∥ 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

+
η

2

E

∥∥∥∥∥∇fs (wr−1
s

)
− 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

− E
∥∥∇fs (wr−1

s

)∥∥2
(a)

≤ Efs
(
wr−1

s

)
+
η2L

2

(
Kσ2

∥Γ r∥2
∑
k∈VK

D2
k

)

+
η

2

E

∥∥∥∥∥∇fs (wr−1
s

)
− 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

︸ ︷︷ ︸
A3

−E
∥∥∇fs (wr−1

s

)∥∥2


(11)
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Since η ≤ 1
L is assumed, then (a) is obtained. Additionally, the following inequality can

be derived based on Assumption 1.

E

∥∥∥∥∥∇fs (wr−1
s

)
− 1

Γ r

∑
k∈VK

Dk∇fk
(
wr−1

k

)∥∥∥∥∥
2

≤ KL2

∥Γ r∥2
∑
k∈VK

D2
k E
∥∥(wr−1

s − wr−1
k

)∥∥2︸ ︷︷ ︸
A4

(12)
According to SGD and FedAvg, the bound of A4 can be further represented as

E
∥∥wr−1

s − wr−1
k

∥∥2 = E∥wr−2
s − wr−2

k + ηgk
(
wr−2

k

)
− η

1

Γ r

∑
k∈VK

Dkgk
(
wr−2

k

)
∥2

= E

∥∥∥∥∥(wr−2
s − wr−2

k

)
+ ηgk

(
wr−2

k

)
− η

1

Γ r

∑
k∈VK

Dkgk
(
wr−2

k

)∥∥∥∥∥
2

(b)

≤ 2E

∥∥∥∥∥ηgk (wr−2
k

)
− η

1

Γ r

∑
k∈VK

Dkgk
(
wr−2

k

)∥∥∥∥∥
2

+ 2E
∥∥wr−2

s − wr−2
k

∥∥2
(13)

The above inequality (b) can be obtained from the mean value inequality.
After expanding (13), we obtain

E
∥∥wr−1

s − wr−1
k

∥∥2 ≤ 2

E∥∥∥∥∥ηgk (wr−2
k

)
− η

1

Γ r
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Dkgk
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2

+ E
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2iE
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k∈VK
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2
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(14)

We continue to drive the bound of A5 as follows

r∑
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2iE
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(15)

We now further bound the term A5 by mean inequality, we get

A5 ≤
r∑
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2i+2E
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Similarly, the upper bound of A6 can be derived as follows

r∑
i=1

2i+1E

∥∥∥∥∥∇fk (wr−i−1
k

)
− 1

Γ r
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)∥∥2 + ϵ2k

]
(17)

With the results of (14), (16) and (17), we can obtain (18),

E
∥∥wr−1

s − wr−1
k

∥∥2 ≤ 2r+3η2σ2

(
1 +K

∑
k∈VK

∥Dk∥2
)

+ 3η2L2
r∑

i=1

2i+1E
(∥∥wr−i−1
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s

∥∥2)+ 3η2ϵ2k2
r+2 (18)

By averaging the results of Bκ1κ2 trainings, we can get

1

Bκ1κ2

Bκ1κ2∑
r=1

E
∥∥wr−1

s − wr−1
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∥∥2 ≤ 2Bκ1κ2+4

Bκ1κ2
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∥Dk∥2
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+
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r∑
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2i+1E
(∥∥wr−i−1

k − wr−i−1
s

∥∥2) ≤ Φ1 + Φ2, 1 > 1− 3η2L2 ≥ 0

(19)

Through (11), (12), (18) and (19), we can obtain Theorem 1, which completes the
proof.

1

Bκ1κ2
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E
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2
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KL2η2
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∥Dk∥2 (Φ1 + Φ2)

(20)

where η ≤ 1
L , 1− 3η2L2 ≥ 0.

Following Theorem 1, the similar result can be obtained for the upper bound of the
average global gradient deviation and the upper bound of the average regional gradient
deviation when synchronous FL is used.

Furthermore, if asynchronous aggregation method is adopted, Theorem 2 can be ob-
tained under the premise of the above assumptions.

Theorem 2: Given the learning rate η ≤ 1
L , 1− 6η2L2 ≥ 0. The upper bound of the

average regional gradient deviation is given as follows,
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(21)

Proof. Since some proof procedure can be found in Theorem 1, we only show the
differences from Theorem 1: Firstly, we assume that in the rth round, the server receives
the model from the set MK,r which is denoted as the clients sending local model to the
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server. We have
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Through the use of smoothness, the upper bound of A7 can be expressed as follows
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Similar to the method adopted in (14) and (16), we can further obtain
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Similarly, we can get

A9 ≤ σ2
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Finally, based on (22)-(25), the conclusion of Theorem 2 can be obtained.

5. Performance Evaluation

In this section, we experimentally evaluate the effectiveness and performance of the pro-
posed HFL framework. We firstly describe experimental settings and evaluation metric.
Then, we conduct two experiments to illustrate the influence of key parameters on model
convergence and demonstrate the efficiency of the proposed model, respectively.
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Table 2. The statistics of datasets in the experiment

Area Nodes Min O(divergence) Max I(divergence) Min I(divergence)

RPS 1 6 0.12412 0.02429 0.01558

RPS 2 4 0.26799 0.07153 0.01426

RPS 3 7 0.16471 0.07686 0.03633

RPS 4 4 0.20628 0.09204 0.03170

RPS 5 5 0.22823 0.09762 0.02344

5.1. Experimental Setup

The HFL framework proposed in this paper is formulated on the basis of analyzing the
hierarchical relationship between water supply regions and the historical water supply
datasets in Chongqing, China. The datasets used for experiments include the data of daily
water supply in different water supply regions from July 2019 to July 2021. We firstly
performed noise reduction and smoothing on the data, which is to reduce the impact of
noisy data on subsequent model training to a certain extent. Also,the datasets used for
training not only includes water supply data at different time points in different water
supply areas, but also includes holiday information and environmental data in each wa-
ter supply area, such as: air temperature, air humidity, rainfall, wind speed and direction,
which are taken into account. At the same time, due to the fact that the IoT-based data col-
lection terminals in various regions may lose packets or be interfered by communication
during the actual network transmission process, there is a small amount of data missing
in the 2-year datasets. According to the relationship between the water supply regions
and the HFL structure shown in Fig.2, the entire water supply area includes one CPS for
training and aggregating global model, and then the whole region is divided into 5 sub-
regions, each sub-region includes one RPS and multiple clients, RPS is responsible for
model aggregation in the sub-region, and client is responsible for its local model training.
It is worth noting that, we refer to the method adopted in [22, 23] to further divide the
original data set into multiple sub-datsets, and increase the scale of participating nodes
while ensuring that the original distribution of the data is not changed. The deployment
of CPS, RPSs and clients is shown in Fig.4. Furthermore, we use the divergence to mea-
sure the similarity between different regions. If the larger the divergence, the smaller the
similarity. The data distribution for each region is combined in pairs, and then the corre-
sponding divergence values are then calculated. The statistics datasets and the results on
divergence between them are summarized in Table 2. Specifically, Nodes represents the
number of clients included in the area covered by an RPS. In addition, Min O represents
the minimum divergence between the RPS and the clients outside the RPS area. Max I
represents the maximum divergence between the clients and RPS in the same RPS area,
and Min I indicates the minimum divergence in a specific RPS area. It can be seen from
Table 2 that the data similarity in the same region is high, while the data similarity is low
outside the area. Finally, according to the ratio of 4:1, each dataset is divided into training
dataset and test dataset. In addition, in order to intuitively measure the accuracy of the
model, we introduce a commonly used indicator explained variance score(EVC). When
the indicator is close to 1, it means that the fitting effect of the model will be better, other-
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wise the opposite. The experiments are deployed on a deep learning workstation equipped
with NVIDIA GeForce RTX 3090 GPU, and the HFL model proposed is built based on
TensorFlow [24].

CPS

client

RPS

CPS

client

RPS

Fig. 4. Deployment of CPS, RPSs and clients in an entire water supply area
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Fig. 5. Convergence under different κ1 and κ2

5.2. The Analysis of Convergence

During the training process of the client and the RPS withK1 andK2 rounds respectively,
the convergence of the global model can be compared (K1 = Bκ1κ2, K2 = Bκ3) by
adjusting the value of κ1 and κ2. When the current number of training rounds r satisfies
r|κ1κ2 = 0, RPS will aggregate local models belonged to the clients in the covered sub-
region and obtain the regional model wr

s, and further train the regional model of the RPS.
The initial model parameter of the RPS is wr

s, that is, ws
0 = wr

s. Finally, the regional
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model of the RPS participates in the global model aggregation at the CPS. It can be seen
that the convergence of the global model is directly affected by the RPS from Algorithm
1, while the client indirectly affects the convergence of the global model by affecting
the initial model weight of the RPS. Additionally, we assume the minimum acceptable
delay T → +∞ at this time. It can be also seen from Theorem1 and Theorem2 that the
smaller the values of κ1 and κ2, the better the convergence of the model, which is not only
applicable to the regional model but also the global model. As shown in Fig.5, the global
model convergence is evaluated under different combinations of κ1 and κ2. It can be seen
that the global model converges best when κ1 = 10 and κ2 = 5, mainly because the
values of these two parameters are the smallest. In contrast, when κ1 = 20 and κ2 = 20,
the model convergence performance is the worst.
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Fig. 6. The prediction accuracy of the model under different values of T

5.3. Performance Under Different Network Delay

In order to observe the impact of the heterogeneity of the devices and the data on model
performance, we first construct the ideal case for network connection. Under the condi-
tions of κ1 = 10 and κ2 = 5, we design four different T to compare the influence of
system heterogeneity on the model convergence. The values of T are 1, 3, 5, and 7, re-
spectively. The number of training rounds for both the RPS and the client is 200, that
is, Bκ1κ2 = Bκ3 = 200. The results on model prediction accuracy with different T
are shown in Fig.6. It can be found that due to the difference in computing capability
of each node participating in the HFL, different convergence trends of the global model
will appear. In particular, when T is set to a small value, it can simulate the situation that
the node cannot tolerate the existing delay being large during the parameter transmission
process. In Fig.6, when T = 1, nodes will select asynchronous aggregation for model
training more time. In addition, since the number of nodes participating in asynchronous
aggregation during a certain round of training is less than the total number of nodes, in
the early stage of model training, the accuracy curve corresponding to T = 1 fluctuates
relatively significantly.
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Table 3. Model prediction accuracy and switching times after 200 rounds of training
under different T

HFL(T=1) HFL(T=3) HFL(T=5) HFL(T=7)

Running Time(sec) 7869.408 11079.721 12547.851 13093.137

EVC 0.909 0.934 0.937 0.936

Async Freq 577 50 8 0

Sync Freq 464 915 973 987

Table 4. Prediction accuracy of RPS under different T

RPS 1 RPS 2 RPS 3 RPS 4 RPS 5

EVC

T = 1 0.827 0.931 0.846 0.887 0.918

T = 3 0.825 0.930 0.842 0.892 0.921

T = 5 0.830 0.934 0.844 0.892 0.923

T = 7 0.831 0.934 0.844 0.890 0.921

Under the above ideal network connection, we record running time, EVC for the global
model, and switching times of synchronous aggregation method (Sync Freq) and asyn-
chronous aggregation method (Async Freq) corresponding to four sets of T . The results
are shown in Table 3. It can be observed that Sync Freq and Async Freq computed by CPS
with T = 1 are relatively close. Indicating that in ideal circumstances, the delay caused
by other influencing factors (such as heterogeneous computing power) averages close to
1. With the increase of T , Sync Freq for CPS will be also increased. Correspondingly, the
time to complete the entire training task will be also increased, because the synchronous
aggregation needs to wait for all participants to complete their local task. In particular,
when T = 7, then Async Freq = 0, it means that arbitrary delay can be tolerated, so
asynchronous aggregation will not be adopted, that is, the HFL is equivalent to the tra-
ditional synchronous FL. Conversely, the HFL is more sensitive to delay when T → 1.
More extremely, the HFL is similar to traditional asynchronous FL when T → 0. Simi-
larly, RPS also has its Sync Freq and Async Freq, as shown in Fig.7, where Ri (Async)
and Ri (Sync) are represented as Async Freq and Sync Freq of RPS i respectively. The
global model after convergence with different T in Fig.6 are applied to the test datasets
of all RPSs respectively, then corresponding prediction accuracy (i,e, EVC) can be calcu-
lated, as shown in Table 4. It can be found that the difference in terms of test accuracy on
the same dataset for different T is almost small.

However, most of the nodes actually participating in FL are mobile devices with lim-
ited network bandwidth resources, so there will be a certain communication delay in pa-
rameter transmission process, and the delay for uploading parameters is generally larger
than that for downloading parameters [25].
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Fig. 7. Switching times of the aggregation method (async or sync) for RPS(1,2,3,4,5)
under different T

The specific communication delay is measured as follow [26],

T0 =
Θi

bri log
(
1 + oi |Gr

i |
2
/ψ
) (26)

where bri is the allocated bandwidth for node i at round r from the total bandwidth B, i.e.∑
i b

r
i = B, oi is the transmit power of node i, Gr

i is the average channel gain between
node i and its upper server, ψ is the background noise and Θi is the size of local model of
node i. To simplify the calculation, we assume B = 20MHz, ψ = 10−19, oi = 20dBm
and Gr

i = 10[27].
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Fig. 8. Switching times of the aggregation method (Async or Sync) for CPS under
different T

We further set five different T (T = 1, T = 5, T = 10, T = 15, T = 40) to verify
the validity of the HFL. After 200 rounds local training on clients, multiple Async Freq
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Fig. 9. Switching times of the aggregation method (Async or Sync) for RPS(1,2,3,4,5)
under different T

and Sync Freq can be obtained by CPS and RPS respectively, as shown in Fig.8 and
Fig.9. And “C(Async)” and “C(Sync)” respectively represent asynchronous(Async Freq)
or synchronous(Sync Freq) aggregation performed by CPS. When T becomes larger,
Sync Freq will be increased synchronously, but Async Freq will be the opposite. In par-
ticular, if 1 < T < 40, CPS will use both synchronous and asynchronous aggregation
method during the entire training process, that is, the operation for adopting synchronous
or asynchronous aggregation is a dynamic procedure, instead of statically adopting ei-
ther one approach among them. Similarly, with the increase of T , RPS will also undergo
similar synchronous and asynchronous aggregation strategy adjustment during the whole
training process. Particularly, Async Freq is close to 0 at T = 40 in Fig.9, indicating that
the sum of communication and calculation delay is closed to 40, and the overall training
process of the HFL will be affected hardly by the delay.
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Fig. 10. The prediction accuracy of the model under different T
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The prediction accuracy curves of global model corresponding to the above five T are
shown in Fig.10. When T is increased, it will reduce the impact of communication delay
on the HFL and increase Sync Freq, which makes the model convergence more stable and
faster, such as the accuracy curve with T = 40, but the time for training model will be also
increased. However, the gap of prediction accuracy among them after model convergence
is between 0.7% and 2.4%.

Furthermore, the framework proposed in this paper (denoted by Adaptive-HFL) is also
compared with some representative models (i.e. ECHFL[10], ADFO[20], AHFL[26]) to
demonstrate the its effectiveness. Among them, ECHFL and AHFL are both belong to
hierarchical federated learning models, and ADFO is a federated version of adaptive opti-
mizer. When T = 10, the comparison result about prediction accuracy is shown in Fig.11,
due to the small number of local models of a single server in the hierarchical-based learn-
ing structure, there will be certain fluctuations for training, and the curve corresponding to
ADFO is relatively smoother because ADFO is designed based on “server-client” network
service architecture and adaptive optimization algorithm. However, in general, the hierar-
chical structure can achieve better prediction effect than ADFO after convergence. At the
same time, since the hierarchical correlation and adaptive parameter aggregation scheme
are considered in Adaptive-HFL, and more constraints are considered by AHFL model,
so the higher prediction accuracy can be achieved. In addition, the accuracy of Adaptive-
HFL is about 3.4% higher than that of ADFO. Finally, under the same rounds of training,
the results of time required for the four models are shown in Fig.12. It can be seen that the
time required for Adaptive-HFL has decreased by 12.6%, 8.4%, and 9.8% than ADFO,
AHFL and ECHFL, respectively. Among them, because Adaptive-HFL can adjust the ag-
gregation method between the different layers according to factors such as network com-
munication delay, Adaptive-HFL realizes the model accuracy close to AHFL, but saves
8.4% of the training time required for convergence. This results show that Adaptive-HFL
has a significant advantage in convergence performance compared to other three models.
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Fig. 12. The comparison of time required for model convergence

6. Conclusion

This paper first proposes a hierarchical federated learning framework, which realizes
the joint learning with hierarchical associations between multiple data holders. Mean-
while, we propose a model parameter aggregation algorithm for selecting dynamically
asynchronous aggregation/synchronous aggregation to improve the efficiency for train-
ing global model. This paper not only conducts a theoretical analysis on the convergence
of the proposed model, but also comprehensively evaluates the effectiveness and perfor-
mance of the proposed framework by taking the prediction of water demand in the urban
multi-regional water supply scenario as an experiment. In our future work, we will inves-
tigate the matching problem between the efficiency of model training and node selection
based on the HFL proposed framework.
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Abstract. Mobile agents, which learn to optimize a task in real time, can adapt to
dynamic environments and find the optimum locations with the navigation mech-
anism that includes a motion model. In this study, it is aimed to effectively cover
points of interest (PoI) in a dynamic environment by modeling a group of unmanned
aerial vehicles (UAVs) on the basis of a learning multi-agent system. Agents create
an abstract rectangular plane containing the area to be covered, and then decom-
pose the area into grids. An agent learns to locate on a center of grid that are closest
to it, which has the largest number of PoIs to plan its path. This planning helps to
achieve a high fairness index by reducing the number of common PoIs covered.
The proposed method has been tested in a simulation environment and the results
are presented by comparing with similar studies. The results show that the proposed
method outperforms existing similar studies and is suitable for area coverage appli-
cations.

Keywords: unmanned aerial vehicle, multi-agent system, reinforcement learning,
dynamic-area coverage, grid decomposition.

1. Introduction

1.1. Background, Definition, and Motivation

Point of interest coverage (PoI) is a problem that has a huge scope, where a group of
agents is tasked with exploring and mapping [16] an unknown environment while also
monitoring [9] as many PoI as possible. The aim of the PoI coverage is to ensure that
a group of agents visit and monitor predefined locations, known as PoIs. These agents,
which could be robots, drones, or even people, should move across a dynamic environ-
ment in order to cover a set of PoI. Topics such as how much of the PoI is monitored, how
fast the process is managed, and how high the fault tolerance is, determine the quality of
coverage. In applications where non-mobile agents are used, the agent remains stable after
initial setup. This makes it difficult to adapt to changes in the environment and reduces the
fault tolerance of the coverage process. It is needed the mobile agent to be designed with
complex control modules if a single mobile agent is used. However, the same capability
can be achieved with the cooperation of a group of simple mobile agents.
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A group of mobile agents can be designed as a multi-agent system (MAS) that handle
coverage problem in a coordinated, interactive, dependent, or independent manner [5].
These systems have defined a collection of agents that produce a common goal-oriented
behavior called “collective intelligence” [30]. Methods developed with collective intelli-
gence which are based on centralized algorithms can be computationally expensive and
inflexible in dynamic environments. There has been growing curiosity about using dis-
tributed multi-agent reinforcement learning (MARL) to deal with the PoI coverage prob-
lem [32]. In MARL, each agent learns to make decisions independently, based on its local
observations and interactions with the environment. This helps to create more scalable
and adaptable solutions since the agents learn to coordinate and collaborate without the
need for a centralized controller.

One key challenge in using MARL for PoI coverage is the dynamic nature of the
environment [3]. MARL algorithms can be developed to be responsive, meaning that they
can adjust their behavior based on the current state of the environment. The requirement
for effective coordination among the agents presents another challenge when employing
MARL for PoI coverage. For the agents to be able to coordinate their actions in a way
that is both effective and efficient, it is necessary to design sophisticated communication
and coordination algorithms. Although there are some challenges, MARL can enable to
design of effective approaches for solving the PoI coverage problem. By using methods
based on MARL, a group of agents can learn to work together and coordinate in order to
cover the maximum number of PoIs in an area, even when the environment is changing
and unpredictable.

1.2. Literature Review

Area coverage-based studies have been carried out by deployment strategies in order to
solve problems such as maximum PoI coverage and maximum area surveillance. Mozaf-
fari et al. [21] have investigated how effectively multiple unmanned aerial vehicles (UAVs)
could be deployed to serve as wireless base stations and cover ground users. In this con-
text, the authors proposed a 3-dimensional (3-D) deployment strategy based on circle
packing theory to maximize area coverage while increasing the lifetime of the network. In
[33], an algorithm based on the Artificial Bee Colony (ABC) algorithm has been applied
for increasing area coverage and quality of connectivity between sensor nodes. Experi-
mental results were compared with random distribution and Genetic Algorithm. Accord-
ing to the results, the proposed algorithm has a longer lifetime of communication and a
higher coverage rate than the others. Gupta et al. [10] studied sensor node placement us-
ing a genetic algorithm-based approach that all target points k-coverage and sensor nodes
m-connected. Kalantari et al. [14] tried to find the number of UAV base stations needed to
cover an area by considering the system requirements and constraints of the environment.
The researchers proposed a heuristic algorithm based on Particle Swarm Optimization to
locate base stations in a 3-D plane [25]. Njoya et al. [22] proposed a hybrid method that
aims to spread sensor nodes effectively considering connectivity between sensor nodes
to cover the target area. Jagtap and Gomathi [12] have studied the Euclidean Spanning
Tree Model (ECST) and ECST-adaptive velocity added (VABC) (ECST-AVABC) meth-
ods for solving the mobile sensor deployment problem, which includes target coverage
and network connectivity. Additionally, the researchers designed an AVABC optimization
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method by acquiring the least amount of movement of mobile sensors through the net-
work. In [26], a novel method for increasing the WSN’s coverage and longevity while
preserving network connectivity was presented. The proposed method GCVD, which is
based on the Voronoi diagram (VD) and the geometric center (GC), allows mobile sen-
sors to only move within a predefined distance. This movement strategy helps maximize
area coverage with minimal energy consumption while guaranteeing the connectivity of
nodes. In [15], a deployment strategy using IoT devices association policy has been inves-
tigated for fixed-wing UAVs while gathering data from IoT devices. It was assumed that
each UAV follows a circular path over devices associated with it. The problem of device
association was designed as a Multi-Knapsack Problem that takes into account the ser-
vice capacities of UAVs as well as the load requests of devices. Ganganath et al. [7] have
studied two different methods based on anti-flocking for dynamic coverage with mobile
sensor networks in environments with and without obstacles.

The studies that designed with collaborative behavior strategies have been studied,
where it was recommended an online coverage algorithm. In [31], the area coverage prob-
lem was handled using a target assignment with path planning approach, which has online
execution process. Liu et al. [18] proposed a learning method called DRL-EC3 in order to
perform the UAV positioning and orienting process with less energy consumption. This
method was designed based on the deep deterministic policy gradient (DDPG) [17] algo-
rithm that single actor-critic network was used in the training phase. An improved version
of the DRL-EC3 model was presented to increase fault tolerance for dynamic changes in
the environment [19]. In this improved model, each UAV had its own actor-critic network
that helps find out convenient actions to maximize area coverage with minimum energy
consumption. In the target area, it was also aimed to establish a network between the
UAVs performing distributed manner. Nemer et. al. [23] designed an actor-critic method
on the bases of a state-based potential game (SBG-AC) that guides UAVs in moving from
the initial position to the final position to obtain maximum PoI coverage with minimum
energy consumption. The method has a similar motion model with the improved DRL-
EC3 both methods use the distributed version of DDPG. Cabreira et al. [2] proposed a
coverage path planning algorithm based on the grid-based approach presented in [29]. The
original cost function was replaced with an energy-cost function to minimize energy con-
sumption while mapping an area with UAVs. Aydemir and Cetin [1] proposed a method to
maximize the covered area in a dynamic environment using multi-UAVs. Agents modeled
with deep reinforcement learning techniques produced a model-free policy using a central
module in the learning phase, but the central module was not used during the execution
phase. The proposed method built as distributed system aims to place the active agents at
the most appropriate points in the target area by creating a graph.

In agent-based methods, mobile agents focus on improving the coverage process by
spreading over the area. The main difference between them is how the motion model
is designed. In systems managed by a central controller, the process is managed from
a single point, and errors that may occur in the centralized controller directly affect the
entire system. Heuristic methods can optimize the dynamic range coverage process, but
agents do not include the actions of other agents in the optimization process. With this
approach, it may take a long time to converge to the optimal result. In methods using
anti-flocking, agents evaluate the instantaneous situation rather than the entire coverage
process. For this reason, the most appropriate result of the instant situation is obtained.
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1.3. Contribution of the Paper

In the dynamic range coverage process, UAVs equipped with sensors can be used to
achieve low cost with high flexibility [31]. In this paper, a multi-agent deep RL-based
method in which each UAV is represented as an agent is proposed to cover the maximum
number of PoI in the target area. RL is a reward-driven machine learning approach that
an agent learns in an interactive environment through its experiences. An RL agent inter-
acts with the environment and receives positive or negative reward points for each action.
Classical RL methods are individual learning processes in that an agent learns to change
its behavior to maximize the reward PoInts it receives. In multi-agent RL (MARL), the
actions of all agents are evaluated for the common goal of the group. Collective behavior
refers to a system that provides maximum coverage when evaluated for the agent group.
When this behavior is evaluated for an agent, it represents a subsystem that finds an ap-
propriate location for itself with limited communication capabilities.

In the proposed method, the learning-execution process of the agent group is based on
the Multi-Agent Deep Deterministic Policy Gradient (MADDPG) [20] algorithm, which
is one of the central learning-decentralized execution methods. In the MADDPG algo-
rithm, each agent is trained by the DDPG algorithm, where the actor has access to only
local observations. The proposed method, which is a modified version of MADDPG, takes
into account the state and actions in a collective intelligence manner using an actor-critic
network. This approach helps the MAS cover area by avoiding collisions and orienting
the agents to the most suitable locations as soon as possible. In addition, it enables the
achievement of maximum PoI coverage in regularly-irregularly shaped areas with con-
nected agents. It is assumed that the agents are homogeneous and have a circular cov-
erage. Agents create an abstract rectangular plane using the xmin,ymin,xmax and ymax

values of the target area to be covered and then divide this area into grids. Then, they form
path planning for positioning into the nearby grid which has the largest number of PoI.
Path planning helps to achieve high fairness index by reducing the number of commonly
covered PoIs. While minimizing the energy consumption is handled with path planning,
the grid decomposition assists irregularly shaped areas to be covered.

1.4. Organization of the Paper

The remainder of the paper is organized as follows. In Section 2, a MAS model for dy-
namic area coverage problems is presented by giving detailed information about the pro-
posed method. In Section 3, experimental studies and simulation results are reported. In
Section 4, the results are analyzed, and a road-map is drawn for further work.

2. Material-Method

Each agent in the group is modeled as a UAV agent that has the same motion model as a
real UAV. It is aimed to meet the following objectives by collaborating with agents:

– Building a distributed system equipped with learning capabilities.
– Covering the maximum number of PoIs.
– Minimizing energy consumption caused by agent movements.
– Maintaining the connection between agents.
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– Moving without exceeding the borders of the target area.
– Optimizing agent movements and avoiding collisions between agents.
– Ensuring task continuity in dynamic environments.

With learning capabilities, agents can adapt to changes and achieve collective success.
With the design in accordance with the distributed system architecture, it can be ensured
that the system can make decisions independently from the central control. Thus, the
proposed method designed with the MARL approach helps the agents produce collective
success independent of central control.

2.1. Reinforcement Learning

In RL, an agent interacts with the environment and optimizes its behavior using the reward
received. As seen in Fig. 1, the agent takes an action to change its state, and then receives
a reward from the environment that indicates the quality of the action. One of the key
advantages of reinforcement learning is that it enables the agent to learn from experience,
without being explicitly programmed with a set of rules or procedures.

Fig. 1. RL agents

RL is modeled as Markov Decision Process (MDP), which are defined as fully ob-
servable environments. The assumption of full observability of MDPs allows the agent to
access the current state of the system at each step [8]. Partially-observable Markov De-
cision Process (POMDP) is a type of MDP that connects unobservable system states to
observations probabilistically and is used to model dynamic systems. Depending on the
system state and the agent’s future actions, the agent may take actions that affect the sys-
tem in order to maximize expected future rewards. The goal is to find the most appropriate
policy that guides the agent’s actions. Unlike MDPs, an agent in POMDPs cannot directly
observe the entire system state but makes circumstantial observations.

Multi-agent RL involves multiple agents learning to interact with each other and the
environment. It focuses on examining the behavior of multiple learning agents coexist-
ing in a shared environment. MARLs exist in which collaborative agents are modeled as
nodes that leverage information shared through a communication network. A node means
that agents can instantly communicate, exchange information with each other. Therefore,
agents know their local and neighbor information. Information sharing helps to obtain
more and more stable information about the environment in which the agents are located.
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This multi-agent behavior approach is called connected agents. The proposed method in
this paper is used connected agents approach to find more appropriate locations using
reachable agents’ observations.

Fig. 2. Deep RL agent

According to [4], deep learning is a machine learning approach that learns multiple
representation levels corresponding to different levels of abstraction. In a simple case, it
contains two groups of neurons, one receiving the input signal and the other sending the
output signal. When the input layer receives an input, it transmits the processed version
of the input to the next layer. In a deep network, there are many layers between input and
output, consisting of multiple linear and multiple processing layers [28].

As seen in Fig. 2 Deep RL (DRL) improves RL by using deep neural networks as
the underlying model to represent the policy, value function or model of the environment.
This approach allows the agent to handle more complex, high-dimensional observation
spaces and make decisions based on more sophisticated representations of the state of
the environment. In other words, DRL combines the power of deep learning with the
problem-solving framework of reinforcement learning to create more advanced agents.

Multi-agent deep RL (MADRL) is a multi-agent system that consists of agents which
compete or cooperate to solve complex tasks. Each agent has direct access to local obser-
vations only. These observations can be many things, a view of the environment, locations
relative to landmarks, and even relative locations of other agents. Agents in MADRL are
designed distributed manner, and during the learning phase, are guided by a central mod-
ule or critic. While each agent has only local information and local policies, agents have
a critic which reviews their information and advises them on how to update their policies.
This approach is called centralized learning. During execution, the removal of the central
module limits the state and action space effects. The central module is intended to provide
sufficient information for the most appropriate local policy at execution time.
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2.2. Multi-agent Deep Deterministic Policy Gradient

DDPG [27] is an actor-critic method that adapts the core achievement of deep Q-learning
[6] to continuous action. The MADDPG algorithm has been proposed as an extension of
the actor-critic policy gradient methods, in which agents can only access local information
and share their policies with other agents. The main idea of the policy gradient (PG)
approach is to set a policy parameter to maximize a given target by taking steps in the
direction of the given gradient. Using a critic within the system is a common solution to
handle the dynamic state of the environment. Therefore, this central critic can be used as
a reliable guide to increase the flexibility of agents with local observations. In MADDPG,
each agent has two networks: an actor-network and a critic network. The actor-network
calculates the action to take based on the situation in which the agent is located, while the
critic network evaluates the consequences of the action to improve the performance of the
network of actors. Experience replay buffer used for critic network update helps to break
correlations in training data and make training more stable. In the training phase, each
agent is trained by a DDPG algorithm, where the actor has access to local observations.
The centralized critic, on the other hand, combines all states and actions as input and uses
the local reward function to obtain the corresponding Q-value. In the execution phase,
the critic network is removed, and agents only use the actor-network. This means that the
execution is decentralized. In fact, MADDPG can be thought of as a multi-agent version
of DDPG. The main goal is to decentralize the execution. Q-learning and DDPG perform
poorly in multi-agent environments as they do not use the knowledge of other agents in
the group. The MADDPG approach overcomes this challenge by using the observations
and actions of all agents.

2.3. Proposed Method

The main purpose of this paper is to construct a method in which a group of UAVs tasked
with dynamic area coverage is modeled with a multi-agent deep reinforcement learning
(MADRL) approach. In the MADRL approach, UAVs are modeled as mobile agents op-
erating in a dynamic environment and interacting with each other for a common goal. In
this way, an intelligent system can be achieved by generating strategies that provide high
fairness index with low energy consumption while maximizing coverage.

To simplify agent-based coverage and energy consumption, the target area is divided
into grids and the center of each grid is called the grid center (GC). Each agent is intended
to be deployed to a GC in a reasonable amount of time.

Assumption 1. It is assumed that all agents in the team have the same properties and move
in a 2-D plane. Each agent is represented by Ai where Ai ∈ A|i = 1, ..., N .

Assumption 2. It is assumed that each agent knows its location. The proposed method
uses a geospatial approach to reach the target area, discover other agents in the target area
and interact with the agents in the communication range, (xA

i (t), y
A
i (t)). Agents have

information on how many agents are on the team. However, it does not have the location
information of the agents that are not within communication distance. The positions of all
agents in the environment at time t are indicated by:

AN = {(xA
1 (t), y

A
1 (t)), x

A
2 (t), y

A
2 (t)), ..., x

A
m(t), yAm(t))} (1)
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Assumption 3. Each agent is assumed to have a circular shape (diameter: ∅A) and a cir-
cular detection zone. The distance between Ai and Aj is expressed as dij = |AiAj |. For
agents Ai and Aj , the following equation must be satisfied:∣∣(xA

i (t), y
A
i (t)), (x

A
j (t), y

A
j (t))

∣∣ ≤ dij (2)

Each agent has limitations such as communication/detection range. At each learning
step, agents divide the target area into grids. When the communication distance is shorter
than the grid separation distance, the connection between agents will be broken. However,
any agent action to restore communication may cause other agents’ positions to change.
As a result, each action taken to find a suitable solution increases energy consumption.

In this section, the details of the proposed method are presented in order to achieve
maximum coverage with minimum energy consumption under the frame of a high fair
index of connected agents (which can exchange information) in the target area.

Grid Decomposition. Within the system, each UAV is represented by an agent. In a
2-D environment, agents learn to locate grid centers in the target area. The target area
may not be a regular shape. An abstract area is created for the regular or irregular target
area. The abstract area is the smallest regular rectangular area containing the target area.
Agents are directed to abstract grid centers that are divided into grids. Agents try to find
the fastest and most convenient solution by going to the grid closest to them and contain-
ing the maximum number of PoIs. It is also aimed to provide communication between
agents in the target area. The smallest regular quadrilateral area containing the target
area, with T being the target area and kT the vertices of the target area are expressed
as

{
(xT

i , y
T
i ), ..., (x

T
n , y

T
n )∀xT , yT ∈ kT

}
for (xT

min, y
T
max), (x

T
max, y

T
max), (x

T
max, y

T
min),

and (xT
min, y

T
min), respectively. GCs are donated by j ∈ {1, ..., N}, while the set of GCs

is given by GCj ⊆ T . The set of all PoIs within the target area is defined as:

PoIT = {PoI1, ..., PoIn} (3)

The grid decomposition algorithm is given in Algorithm 1.

Algorithm 1 Grid decomposition
1: Initialize: LI(i, k)← (GC index,number of PoI)– empty list for grids
2: Set: distance for grid decomposition m,m ≤ Am|Am communication distance of an agent
3: Start: xtemp = xmin + (m/2), ytemp = ymin + (m/2), PoIT ← PoIs in the target area
4: for from ytemp to ymax do
5: j = 0
6: for from xtemp to xmax do
7: GCj = (xtemp, ytemp)
8: xtemp = xtemp +m
9: PoItemp = GCj .buffer(m/2) ∩ PoIT

10: LI .insert(j, PoItemp.size())
11: j ++

12: xtemp = xtemp + (m/2)
13: ytemp = ytemp +m

return L1
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First, as seen in Alg. 1, the coordinates of the smallest regular rectangular area con-
taining the target area are found. Then, using the specified decomposition distance (usu-
ally the agent’s communication/sensing distance), GCs are found where the agent will be
located. As seen in Fig. 3, the number of PoIs in GCs is calculated.

Fig. 3. Grid center and PoI pairs

The goal here is not to create a grid and put agents at its center, but to place agents at
the calculated PoInts and to create a coverage area equal to the communication distance
of the agents. The circular coverage areas are intersected with PoIs. Finally, it is thrown
into a list containing the GC index and the number of PoIs it contains.

Reward Strategy. Minimizing travel distance has many benefits, such as saving time,
energy, and equipment usage time. Inspired by [24], a reward structure has been designed
to perform target assignments and minimize travel distance. As seen in Alg. 2, the reward
is determined by the distance of each agent from each GC. At each step, the distances
of the agents to the GCs are calculated, but maximizing the reward received would be
an unsuccessful strategy here. Maximizing the reward achieved will distract agents from
the target area and prevent areas from being covered. For this reason, the smallest of the
distance values obtained is selected. Then, this distance value is multiplied by -1 to get a
negative value. In this way, the reward of the agents for distributing the areas separated
into the grids converges from negative to 0. In this way, reward-driven learning, which is
the basis of RL, is realized.

Algorithm 2 Reward function 1
1: Start: r1 = 0
2: for from GC0 to GCN do
3: d← calculate the distance between agents and GCs
4: r1 = r1 + (−min(d))

return r1
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Agents moving toward GCs are penalized if they collide with each other. Therefore,
agents must learn to cover target areas while avoiding collisions. The distance between
the agents is calculated at each step so that a collision can be determined. Considering
that the agents are modeled as a circle if the distance is smaller than the sum of the radius
of the agents, it means that the collision has occurred.

Algorithm 3 Reward function 2
1: Start: r2 = 1, ∅A
2: for from agent = 0 to EN do
3: if dAiAj < ∅A then
4: r2 = γr ∗ r2

return r2

In the collision calculation method, whose pseudo-code is given in Alg. 3, γr repre-
sents the discount factor for collision avoidance. Collisions for Ai are represented by pi
where w(ij) is used to stand for the calculation whether there is a collision between Ai

and Aj .

pi =
∏
j

w(ij),j ∈ {1, ..., N}allAj ∈ EC
i (4)

w(ij) =

{
1, (∅i + ∅j)/2 ≤ dij
γr, (∅i + ∅j)/2 >dij

(5)

It is calculated to find the percentage of PoIs that needs to be covered.

rc =
∑n

i
ci∀i, n{Ai, ..., An} ∈ AR (6)

r3 =
(
1− rc

PoIN

)
∗100∀i, n{PoIi, ..., PoIn} ∈ PoIT (7)

The reward function for orienting agents towards GCs with many PoIs is given in
Alg. 4:

Algorithm 4 Reward function 3
1: Start: r3 = 0
2: for from agent = 0 to EN do
3: Get: reachable agents of Ai

4: Get: PoIs covered by the reachable agents (AR)
5: Sum: rc ← number of the PoIs covered (c), LI(i, k) using Eq. 6:
6: Calculate: r3 ← the percentage of PoIs not covered by all PoIs using Eq. 7

return r3

The proposed method has 3 reward functions to maximize covered area with minimum
energy consumption. However, these reward functions designed for different purposes
affect the coverage quality at different weights. Therefore, coefficient matrix represented
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as [k1, k2, k3] is used to calculate the collaborative reward of the system. K is a matrix
that contains the coefficients of all the reward functions in the system. The collaborative
reward function obtained using reward functions designed for the shortest route, collision
avoidance, and covered PoIs is as follows:

K = [k1, k2, k3] (8)

ri = k1r1 ∗ k2r2 ∗ k3r3 (9)

In the collaborative reward function, the reward points for collision avoidance route
planning are multiplied by the percentage of PoIs not covered. The path planning process
is a negative value; the higher the number of PoIs not covered, the lower the cumulative
score will be. This approach speeds up the learning process by growing the reward range.
Thus, the RL agents in the proposed method try to converge to 0 with the reward-driven
approach using Eq. 8.

Multi-agent System Model. A MAS model is designed to solve the complexity of col-
laboration between agents. The position of agents Ai moving on a 2-D plane at time
t is expressed as (xA

i (t), y
A
i (t)) . The target area T , and the GCs are represented by

j ∈ {1, ..., N} for all GCj ⊆ T . In the MAS model, it is aimed to meet the following
objectives:

– Agents should be distributed across GCs to cover the maximum number of PoIs.
– Each GC should only be covered by one agent.

i.e., ∀i, j|GCi

′
̸= GCj

′
|i, j ∈ {1, ..., GCT }

– Agents positioned on GCs within the target area should be at a distance to communi-
cate with each other.

– Agents should avoid the collision, so two agents cannot be in the same position at that
same time t.
i.e., ∀i, j, (xA

i (t), y
A
i (t)) ̸= (xA

j (t), y
A
j (t))

The agent policy is represented by θ and the policy parameter by µ. In the N-agent
MAS model, the policies for state transitions are expressed as µ = {µ1, µ2, ..., µN , }, and
the parameters as θ = {θ1, θ2, ...θN}. Additionally, the model uses an experience replay
buffer for model-free training. The agent stores information in the form of
(x, x′, a1, ..., aN , r1, ..., rN ), showing the joint status at each step, the next joint status,
the joint action, and the rewards received by each of the agents. Then, it again does a
sampling of its buffer to train the agent. The agent’s critic is updated using the sampled
information. Thus, the loss function using the sampled temporal difference error for the
critic is defined as:

y = ri + γQµ′

i (x′, a′1, ..., a
′
N )|a′

j
=µ′

j
(oj) (10)

L(θi) =
1

S

∑
j

(yj −Qµ
i (x

j , aj1, ..., a
j
N ))

2
(11)
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In the above equation, a′, γ, S, o and Qµ
i represent the next joint action, the discount

factor, the size of the randomly selected sample from the replay buffer, the partial observa-
tions of the environment, and the central action-value function, respectively. The sampled
policy gradient for updating the actor is defined as follows:

∇θiJ ≈ 1

S

∑
j

∇θiµi(o
i
j)∇aiQ

µ
i (x

j , aij , ..., a
j
N )|ai=µi(o

j
i
) (12)

Construction of the proposed method In this paper, a method is proposed that aims to
cover the maximum number of PoIs in regular-irregular shaped areas with MAS. In the
method designed in the context of the actor-critic, it is aimed to achieve high coverage
of the connected agents with low energy consumption. According to the experimental
results, the proposed method was able to successfully complete the coverage task in the
dynamic environment. In the testing phase, the agents created distributed but collective
actions for the common purpose of the group using their own critic and actor networks.
In addition, the results show that policies with high fairness index were produced under
communication restrictions by adapting to the changing number of agents in the dynamic
environment. On the other hand, in the proposed method, the state space depends on lo-
cal observations. Therefore, the growing action-state space is eliminated. This approach
has helped produce an effective policy in less time while the designed reward structure
enabled the generation of collective behavior without the need for reward sharing, as seen
in Fig. 4. Moreover, the proposed model-free method, which is based on local observa-
tions independent of central control, is capable of guiding real applications with its reward
strategy.

The behavior strategy of the proposed method is based on the commonly used combi-
nation of ”attractiveness” and ”avoidance”. Inspired by [34], “attraction” is considered a
positive reward when agents are attracted to GCs in the target area as expressed in Algo-
rithm 2. If the agents go outside the communication distance, it is considered a negative
reward. In addition, as presented in Algorithm 4, agents receive positive rewards for PoIs
they cover with reachable agents. This positive reward prevents agents from exceeding the
communication distance. Therefore, a positive reward is obtained in terms of ”attractive-
ness”. Inspired by [11], the collision distance between agents is defined, and based on this
distance, a negative reward (avoidance) is given whenever any two agents are too close
to each other. Thus, according to Algorithm 3, each agent receives a positive reward for
being farther from the others than the specified distance and a negative reward for being
too close to others.

The proposed method has a model-free learning structure and operates the learning
process using the replay buffer. The centralized module guides agents on how to update
their policies during the training period. The training process is divided into sections, and
the location of the agents is randomly determined before each section is run. Agents store
a tuple of action, status, and reward information in the replay buffer to rerun the scenario
during the training process. At each time step, samples are taken from the replay buffer.
Critics are updated with Eq. 11, while the policy gradient of agents is updated with Eq. 12.
Each agent determines the most appropriate joint action to increase area coverage. In the
execution process, the central module is removed, and the actor-network is used for local
observations. The pseudo-code of the proposed method is given in Alg. 5.
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Fig. 4. The framework of the proposed multi-agent deep RL method
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Algorithm 5 Proposed method
1: Initialize: learning and reward discount factor
2: for from episode = 0 to M do
3: Start: N and target area T
4: Find: GCT using Algorithm 1
5: Get: the initial state of x
6: for from stept = 1 to maxstep do
7: Set: for each agent i, selected action with noise: Nt, ai = µθi(oi) + Nt, policy and

observation: w.r.t
8: Execute: actions a = (a1, ..., aN )
9: Calculate: r using Algorithm 4

10: Store: (x.a.r.x
′
) to replay buffer D

11: x← x
′

12: for from agenti = 0 to N do
13: Sample: mini-batch of S samples from replay buffer D
14: Update: critic network using Eq. 11
15: Update: actor-network using the sampled policy gradient using Eq. 12
16: Update: target network parameters for each agent

Training process Each agent has its own actor and critic network. As described in
Sect. 2.3, the method learns from experiences (i.e. action, state, and reward) stored in
the replay buffer. In other words, actors and critics of all agents are updated by using the
mini-batch, which is randomly sampled at each time step during the learning process. In
Algorithm 5, the pseudo-code of the learning approach in the training process is given. In
the proposed method, the process from the starting position of the agents to positioning
in the target area is expressed as an episode. Each episode for training consists of time
steps represented t. In the training loop, the system gets the initial state s1, and then the
initial conditions of the environment are created. Each agent i selects an action according
to the actor µθi by observation Qi. Noise is added to the selected action to prevent the
agent from choosing the most appropriate local policy and performing further exploration.
Agents performing the selected action obtain a reward value rt and a new state st+1. If the
selected action forces the agent to leave the target area or collide with other agents, it will
be penalized by Eq. 8. Therefore, the agent learns to avoid this action and not to choose
the state transition while the last values of (st, at, rt, st+1) are stored in the replay buffer.
At the end of the training period, each agent at time step t randomly selects the mini-batch
S from the replay buffer D and then updates the critic using Eq. 11. After updating the
critic, the actor is updated with Eq. 12. Finally, the target network is gradually updated
with the loss function and learning rate.

3. Experimental Studies

A simulation environment is designed using the multi-agent actor-critic platform devel-
oped by the OpenAI team [20] to evaluate the proposed method.
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3.1. Experimental Settings

A coordinate plane, which is formed of both a horizontal line and a vertical line as 1 unit,
is used as a simulation environment where the geometric center is the origin. The agents
and target area are located on the plane. A circular shape is used to express an agent. Also,
the area coverage of an agent is represented by a circle around the agent. At the beginning
of the training episode, the locations of the agents, the shape and the location of the target
area, the number and location(s) of PoI(s), and the communication distance of agents are
randomly generated. The number of episodes of training is determined as 5000 while the
number of step size of the episode is set to 250. The rest of the parameters are specified
as follows; the number of units in the multi-layer perceptron is 64, the learning rate is
0.001, the batch size is 1024. The learning rate γr to be used in the r2 is chosen as 1. Due
to the random generation of the initial positions of the agents, the simulation scenarios
are repeated 50 times. The average of the metrics obtained are taken is to evaluate the
proposed method’s performance.

Two analyses were carried out to determine discount factor and find out the effects of
the reward functions to coverage quality. Firstly, it was fixed the number of agents to 5, and
then discount factor was set the number of between 0.8 and 0.99 to try to find appropriate
one. According to the results, in particular, as g was increased, benchmark metrics went
up until the peak value, then fluctuated it as seen in Fig. 5. According to these result, the
best results were obtained when the discount factor was set to 0.88. Secondly, it was tried
to find appropriate coefficient values to maximize collaborative reward. In this scenario,
three experimental studies applied while only one coefficient function was changed at
each experimental study. The coefficient matrices used for collaborative reward function
are expressed as [k1, 1, 1], [1, k2, 1], [1, 1, k3] where k1, k2, k3 ∈ k = {0.1, 0.5, 1, 1.5, 2}.
As seen in Fig. 6, when the weights of the reward functions used for target assignment and
area coverage increased, the number of covered PoIs increased while the average step size
decreased. However, as the collision avoidance function weight was increased too much,
agents focused on collision avoidance and the quality of coverage decreased. According to
these results, when the coefficient matrix was set to [k1 = 2, k2 = 0.5, k3 = 2], coverage
quality could increase satisfactorily.

The proposed model is compared with DRL-EC3, improved-DRL-EC3, and SBG-
AC, using the same simulation settings. Three topics are used for the comparison and
validation of the simulation results:

– The effect of increasing the number of agents on coverage: It is the average PoI score
covered by the system. It is calculated using algorithm 4.

– The effect of increasing the number of agents on energy consumption: energy effi-
ciency is expressed by the ratio of the number of agents to the PoIs covered. It is
the normalized version of the PoIs covered, that is, the ratio of the result obtained by
Algorithm 4 to the number of agents in the system.

– Fairness index for covered PoIs: The Jain [13] fairness index for PoI coverage scores.
Where N represents the number of PoIs in the environment, ct(i) represents the num-
ber of agents containing the PoI at time t. The case of J = 1 indicates perfect fairness
between agents.
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Fig. 5. The effects of the discount factor on coverage quality
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Fig. 6. The effects of the collaborative reward function coefficients on coverage quality
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J =
(
∑N

i=1 ct(i))
2

N
∑N

i=1 ct(i)
2

(13)

3.2. Experimental Results

In the first experiment, the effect of increasing the number of agents is examined and
the performance of the 4 models was compared. The coverage ratios to be used for
comparison were calculated according to the method given in Algorithm 4. As seen in
Fig. 7, the proposed method achieved approximately 10.1% more coverage than DRL-
EC3, 5.06% more coverage than improved-DRL-EC3, and 3.18% more coverage than
SBG-AC. For example, when the number of agents was 4, the proposed method covered
approximately 59.8%, while DRL-EC3 covered approximately 53.9%, improved-DRL-
EC3 approximately 55.2%, and SBG-AC approximately 57.4%. In the case of 8 agents,
the coverage obtained by the proposed method was approximately 90.9%, 80.2% obtained
by DRL-EC3, 87.3% obtained by improved-DRL-EC3, while the coverage obtained by
SBG-AC was 88.7%. There was a similar trend for other scenarios. Therefore, the aver-
age covered PoI rate achieved by the proposed method increased regularly. The increase
in the number of agents has allowed agents to connect with different patterns in the PoI
coverage process.

Fig. 7. Agent relationship with the covered PoIs

In the second experimental study, an energy consumption comparison of 4 models
was made. In the calculation of energy consumption, the number of actions performed
by the agents was used. In each episode, the coverage rate achieved by the system is
recorded. At the end of the training, the coverage scores are summed and divided by the
number of actions. The result obtained is divided by the number of agents in the system
so that the number of PoIs covered per action is found. Finally, it is calculated how many
steps an agent takes from the initial position to the final position to cover one PoI. This
result represents the normalized average energy consumption. As seen in Fig. 8, DRL-
EC3, improved-DRL-EC3, and SBG-AC models consumed approximately 9.35%, 4.44%,
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and 2.8% more energy, respectively, than the proposed method. For example, when the
number of agents was 4 and 8, the normalized average step size is given as follows; the
proposed model was 16.85 and 22.1, DRL-EC3 was 18.55 and 24.94, improved-DRL-
EC3 was 18.12 and 22.94, and SBG-AC was 17.77 and 22.53. According to these results,
it was observed that there was no significant change in energy consumption values as the
number of agents increased. Due to the competitive and cooperative nature of multi-agent
systems, the number of agents does not have a large impact on policies. The proposed
method has reached the maximum coverage rate by consuming less energy. It is thought
that there are 2 reasons for this; (i) a specific reward strategy is designed for path planning;
(ii) the reward is calculated by the status of each agent it can access, not just the agent’s
own status.

Fig. 8. Number of actions-agent relationships

Finally, four models were compared in terms of fairness index according to the num-
ber of agents. In Fig. 9, the fairness index results obtained by different numbers of agents
for the 4 models are presented. The proposed model appeared to have a better fairness in-
dex than DRL-EC3, improved-DRL-EC3, and SBG-AC with an average increase of about
11.14%, 2.34%, and 1.76%, respectively. For example, when the number of agents is 3, the
proposed model achieved 0.71 fairness index, DRL-EC3 obtained 0.588 fairness index,
improved-DRL-EC3 obtained 0.698 fairness index and SBG-AC obtained 0.698 fairness
index. When the number of agents was 6, the fairness indices of the proposed model,
DRL-EC3, improved-DRL-EC3, and SBG-AC were 0.937, 0.801, 0.911, and 0.919, re-
spectively. A similar trend is observed for other scenarios as well. The larger the number
of agents, the greater the number of grids covered. This relationship leads to a direct im-
provement in the fairness index. In addition, with fewer steps in the proposed method, a
similar fairness index rate was achieved with other methods due to purpose-based reward
strategies.

In this section, the behavior of the proposed model against issues such as energy,
coverage, and fairness index are examined. Then, using these three metrics, the proposed
method is compared with DRL-EC3, improved-DRL-EC3, and SBG-AC models. The
simulation results are summarized in Table 1.
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Table 1. Simulation results

proposed
method

DRL-EC3 improved-
DRL-EC3

SBG-AC

Approach MARL MARL MARL MARL

Algorithm MADDPG DDPG MADDPG MADDPG

Reward strategy Agent&group-
specific

Agent specific Agent specific Group specific

Evaluation Metric
Average rate of
PoIs covered

3 agents: 45.2

4 agents: 59.8

5 agents: 65.1

6 agents: 74.6

7 agents: 83.1

8 agents: 90.9

3 agents: 39.8

4 agents: 53.9

5 agents: 60.7

6 agents: 66.2

7 agents: 75.6

8 agents: 80.2

3 agents: 41.8

4 agents: 55.2

5 agents: 63.3

6 agents: 70.2

7 agents: 79.7

8 agents: 87.3

3 agents: 42.9

4 agents: 57.4

5 agents: 63.8

6 agents: 71.7

7 agents: 80.9

8 agents: 88.7

Evaluation Metric
Normalized aver-
age step size

3 agents: 16.72

4 agents: 16.85

5 agents: 19.21

6 agents: 20.28

7 agents: 21.54

8 agents: 22.1

3 agents: 18.83

4 agents: 18.55

5 agents: 20.59

6 agents: 22.68

7 agents: 23.15

8 agents: 24.94

3 agents: 17.95

4 agents: 18.12

5 agents: 19.76

6 agents: 21.37

7 agents: 21.98

8 agents: 22.94

3 agents: 17.2

4 agents:17.77

5 agents: 19.69

6 agents: 21.26

7 agents: 21.61

8 agents: 22.53

Evaluation Metric
Average fairness
index

3 agents: 0.71

4 agents: 0.75

5 agents: 0.82

6 agents: 0.937

7 agents: 0.946

8 agents: 0.957

3 agents: 0.588

4 agents: 0.694

5 agents: 0.762

6 agents: 0.801

7 agents: 0.844

8 agents: 0.86

3 agents: 0.698

4 agents: 0.724

5 agents: 0.812

6 agents: 0.911

7 agents: 0.915

8 agents: 0.94

3 agents: 0.698

4 agents: 0.731

5 agents: 0.814

6 agents: 0.919

7 agents: 0.923

8 agents: 0.945
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Fig. 9. Average fairness index with respect to number of agents

In this paper, 3 different reward strategies are designed as purpose-based while there
is only one reward strategy in the DRL-EC3, improved-DRL-EC3 and SBG-AC methods.
With the collaborative design, low energy consumption-high coverage ratio has been tried
to be achieved. The use of 3 different reward strategies increases the space of the reward
that can be obtained and clarifies the relationship between situation-action pairs. There-
fore, while learning time decreases, learning quality increases. There are two main reasons
for this result; (i) connected agents are positioned on grids without going out of commu-
nication range, (ii) agents receive high rewards as they distribute into grids and reduce
intersections. DRL-EC3 and improved-DRL-EC3 use only agent-specific reward strate-
gies that the reward received is only affected by agent-environment interaction. However,
SBG-AC and the proposed method are interested in the current state of the environment,
in which all agents share a common reward. Contrary to the proposed method, there is
no reward strategy related to target assignment in DRL-EC3, improved-DRL-EC3, and
SBG-AC methods. In the proposed method, agents try to maximize their reward points by
using the information of connected agents. This approach forces agents to connect with
each other and make collaborative decisions. In addition, successful results were obtained
in terms of energy consumption, since the agents tried to locate the GC with the maxi-
mum number of PoIs in the closest distance to them. This approach represents the path
planning algorithm with target assignment in MAS. With the help of this algorithm, the
intersection of the agents in the coverage areas is minimized and a high fairness index
result is obtained.

4. Conclusions

In this paper, a method is proposed that aims to cover the maximum number of PoIs
in regular-irregular shaped areas with MAS. In the method designed in the context of
the actor-critic, it is aimed to achieve high coverage of the connected agents with low
energy consumption. According to the experimental results, the proposed method was
able to successfully complete the coverage task in the dynamic environment. In the testing
phase, the agents created distributed but collective actions for the common purpose of the
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group using their own critic and actor networks. In addition, the results show that policies
with high fairness index were produced under communication restrictions by adapting to
the changing number of agents in the dynamic environment. On the other hand, in the
proposed method, the state space depends on local observations. Therefore, the growing
action-state space is eliminated. This approach has helped produce an effective policy in
less time while the designed reward structure enabled the generation of collective behavior
without the need for reward sharing. Moreover, the proposed model-free method, which
is based on local observations independent of central control, is capable of guiding real
applications with its reward strategy.

References

1. Aydemir, F., Cetin, A.: Multi-agent dynamic area coverage based on reinforcement learning
with connected agents. Computer Systems Science and Engineering 45(1), 215–230 (2023)

2. Cabreira, T.M., Ferreira, P.R., Franco, C.D., Buttazzo, G.C.: Grid-based coverage path planning
with minimum energy over irregular-shaped areas with uavs. In: 2019 International Conference
on Unmanned Aircraft Systems (ICUAS). pp. 758–767 (2019)

3. Canese, L., Cardarilli, G.C., Di Nunzio, L., Fazzolari, R., Giardino, D., Re, M., Spanò, S.:
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Abstract. Frequent itemset mining and high-utility itemset mining have been widely
applied to the extraction of useful information from databases. However, with the
proliferation of the Internet of Things, smart devices are generating vast amounts
of data daily, and studies focusing on individual dimensions are increasingly un-
able to support decision-making. Hence, the concept of a skyline query consider-
ing frequency and utility (which returns a set of points that are not dominated by
other points) was introduced. However, in most cases, firms are concerned about
not only the frequency of purchases but also quantities. The skyline quantity-utility
pattern (SQUP) considers both the quantity and utility of items. This paper proposes
two algorithms, FSKYQUP-Miner and FSKYQUP, to efficiently mine SQUPs. The
algorithms are based on the utility-quantity list structure and include an effective
pruning strategy which calculates the minimum utility of SQUPs after one scan of
the database and prunes undesired items in advance, which greatly reduces the num-
ber of concatenation operations. Furthermore, this paper proposes an array structure
superior to utilmax for storing the maximum utility of quantities, which further
improves the efficiency of pruning. Extensive comparison experiments on differ-
ent datasets show that the proposed algorithms find all SQUPs accurately and effi-
ciently.

Keywords: Internet of Things, skyline quantity-utility patterns (SQUPs), utility-
quantity list, minimum utility of SQUPs (MUSQ), quantity maximum utility of the
array (QMUA).

1. Introduction

The Internet of Things (IoT) has resulted in the daily generation of massive amounts of
data, making the extraction of valuable information a significant challenge. Data mining
techniques, also known as knowledge discovery from databases (KDD) [2,18,30,47], can
be applied in this endeavor. Association rule mining (ARM) [3,4,5] and frequent item-set

� Corresponding author



1086 Jimmy Ming-Tai Wu et al.

mining (FIM) [16,17,27,48] are traditional methods for processing data. ARM typically
finds not only frequent itemset (FI) patterns based on a user-defined minimum support
threshold (minsup) but also correlations or causal structures between different item sets
based on a minimum confidence threshold (minconf ). ARM and FIM are widely applied
in fields such as news recommendation, weather correlation analysis, precision marketing,
and price prediction.

Both FIM and ARM count how many times a commodity appears in a transaction
by measuring if a specific commodity or a combination of commodities is present. This
means that other essential factors, such as the profit of the commodity or the number of
purchases, are not considered. In practice, these factors are often more important to the
user. In order to further satisfy the needs of users, a concept called high-utility itemset
mining (HUIM) has been proposed, it is gradually becoming the focus of research in the
field of big data [6,14,44,45]. In a large shopping mall, for example, the number of luxury
bags sold in a single day is much lower than the number of daily necessities. However,
the profits generated by luxury bags might be higher than those of daily necessities. Yao
et al. [45] proposed finding high-utility item sets (HUIs) by considering the number of
items and the profit per unit of items. In FIM, if an item set tABu is frequent, then any
subset of this item set, such as tAu or tBu is frequent; however, in HUIM, if an item
set tABu is an HUI, its subset tAu or tBu is not necessarily an HUI. Thus, HUIM does
not satisfy the downward closure property. If there are n items, then 2n-1 combinations
are generated, which requires a large search space in order to determine whether this set
of items is a conforming HUI. To solve this difficulty, Liu et al. [26] proposed a new
model called TWU, in which the utility also satisfies the downward closure property,
which greatly narrows the search space. Subsequently, several scholars have researched
and successfully proposed new algorithms and effective pruning strategies [7,34,40,43].

To achieve information extraction, these algorithms require the user to set a threshold,
which determines the final quality of the results. If the value is too high, much of the useful
information will be ignored. If the value is too small, much of the extracted information
will be redundant. Setting a suitable parameter is also time-consuming and inefficient
for the user. To address this challenge, the concept of Top-k [12,37] was proposed, i.e.,
the user can extract the top k most essential pieces of information from the database by
setting a parameter k. Although this approach significantly shortens the decision-making
process, information is only extracted from a single aspect. FIM can help users to find
goods that are frequently purchased, and HUIM can help users to find goods that can
earn high profits; however, it is important to firms to know what goods are frequently
purchased and generate high profits. Therefore, Goyal et al. [15] proposed an algorithm
to find the frequent-utility skyline (SFU), which is a set of points measuring frequency
and utility that are not dominated by each other. Considering that the quantity of items
purchased by users is also a concern in real life, Wu et al. [42] subsequently designed
the skyline quantity-utility pattern (SQUP) model to include the factor of quantity and
proposed two algorithms based on UQL structure: SQU-Miner and SKYQUP. However,
because these two algorithms generate numerous candidate sets, they create a vast search
space.

With the widespread adoption of the IoT, intelligent decision support systems (IDSSs)
have evolved into powerful tools for extracting useful information from large amounts of
data. This paper proposes a smart supermarket model to demonstrate the application of
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the proposed algorithm (see Fig. 1). Touchable smart electronic screens, gravity sensors,
and image sensors are all included in the proposed smart shopping cart. The electronic
screens summarize the list of products purchased and calculate the total number of items
purchased. These electronic screens send information back to the supermarket’s data cen-
ter, and the supermarket can use the proposed algorithm to find non-dominated points and
extract valuable patterns. Based on these, the supermarket can design effective marketing
strategies.

The main contributions of this paper are as follows:

Algorithm

Non- 
dominated 

points

1 Quantity 
2 Profits

Intelligent Shopping Cart

1 Quantity 
2 Profits

Fig. 1. Skyline model framework in smart supermarket

1. This paper presents two efficient UQL structure-based algorithms for mining SQUPs
(FSKYQUP-Miner and FSKYQUP), both of which are depth-first search-based algo-
rithms that do not require user-defined thresholds.

2. The maximum utility of the quantity is stored in a QMUA array, and based on this
array, an efficient pruning strategy is proposed to prune undesired candidates and
their extended sets.

3. The minimum utility of the SQUPs (MUSQ) is found in order to eliminate undesired
individual items and all their extended sets in the initial stage of the algorithm using
the TWU property. This dramatically narrows the search space of the algorithm.

4. Extensive experiments were conducted on real-world and synthetic datasets, the re-
sults of which demonstrate the efficacy of the proposed algorithm compared to exist-
ing approaches.

The remainder of this thesis is organized as follows. In Sect. 2, we review the current
research on HUIM and skyline queries. Sect. 3 presents relevant formulas and definitions
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while Sect. 4 details the proposed algorithm, including the proposed pruning strategy and
the pseudo-code of the algorithm. Sect. 5 presents the experimental comparison results,
and a summary and directions for future research are presented in Sect. 6.

2. Related Work

In this section, we briefly review research on high-utility itemset mining and skyline
queries.

2.1. High-utility itemset mining

FIM algorithms in general include level-wise and pattern-growth algorithms. Apriori [5]
was the first algorithm proposed for the former, and it satisfies the DC property. However,
it does generate massive candidate sets and necessitates several database scans to compute
these candidate sets. To address this issue, a new FP-Growth algorithm based on pattern
growth [17] is proposed, which is based on the compact data structure FP-Tree. It only
scans the database once and does not generate any candidate sets for recursively mining
FIs from the database. While other algorithms for investigating FIs have been proposed in
recent years, all are single-minded and can only compute the frequency of item sets while
ignoring critical metrics such as quantity, weight, and utility.

With its focus on utility, HUIM has been widely studied as an important tool for data
mining. HUIM computes the revenue generated by a commodity or combination of com-
modities and compares it to a minimum revenue parameter specified by the user; if it is
greater than this parameter, this item is placed in an HUI. Because HUIM lacks DC like
the Apriori algorithm, Liu et al. [26] proposed upper bound TWU in order to find more
comprehensive HUIs. The TWU-based model, however, necessitates multiple database
scans and a vast search space. Subsequently, Lin et al. [22] proposed a new structure
called a high-utility pattern (HUP) tree based on the FP-Tree to improve the quality of
mining performance. However, precisely because the algorithm is based on the FP-Tree,
a large portion of memory is needed to store the generated intermediate nodes. Therefore,
Tseng et al. proposed a new UP-Tree structure to maintain similarity with the FP-Tree
structure and proposed two algorithms, UP-Growth [38] and UP-Growth+ [36], to effi-
ciently mine HUIs by reducing the number of database scans. These tree-structure algo-
rithms nevertheless generate a large number of candidate item sets. Liu et al. [25] created
a new utility list (UL) structure based on the TWU model and proposed the HUI-Miner
algorithm. This structure does not require multiple scans of the database and does not
generate a large number of candidate sets. The list concatenation operation makes mining
HUIs simple, efficient, and complete. Further HUIM extensions have subsequently been
proposed [13,24], including the top-k algorithm [12,39], which mines the top k eligible
item sets in the database to overcome the necessity of setting a threshold value. Modifica-
tions have also been proposed [20,41,49] to reduce the algorithm runtime by improving
pruning strategies and designing better data structures.

2.2. The previous hybrid approach

The works reviewed above focus on a single factor, which is inconvenient for decision-
making. Yeh et al. [46] thus combined utility and frequency in the FUP model; however,
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in this approach, a threshold must still be set by the user. Podpecan et al. [31] proposed a
novel algorithm to increase mining efficiency that also requires user-defined parameters.
Goyal et al. [15] then proposed SKYMINE, which does not require the user to set any pa-
rameters. This algorithm is based on the well-known UP-Tree structure and returns a set
of points for decision-making that is not dominated by any other points. However, due to
the limitations of its data structure, the algorithm generates numerous candidate sets and is
thus inefficient. Pan et al. [28] proposed an efficient utility list structure-based SFU-Miner
algorithm to reduce the number of candidate sets. Lin et al. [23] proposed two algorithms
based on the UL structure, called SKYFUP-D and SKYFUP-B algorithms, which are two
typical algorithms based on DFS and BFS search. Although the application of list struc-
ture has dramatically improved mining efficiency, researchers continue to search for more
effective pruning strategies. Song et al. [33] proposed SFUI-UF, which deletes undesired
item sets from the database in the initial stages of the algorithm and thus considerably
shortens runtime. Song et al. [32] also proposed cross-entropy-based mining algorithm
SFU-CE to improve mining efficiency. These algorithms all consider the utility and fre-
quency of items but neglect the fact that in practice, the quantity of items purchased is still
the primary concern of users. Wu et al. [42] were the first to suggest considering utility
and quantity, proposing the SQUP model and two new algorithms to mine SQUPs.

2.3. The skyline concept

Mining SFUPs from a database is, in general, a multi-objective optimization case that
considers frequency and utility and returns a set of points as a solution. That is, subsets
ta1, a2, ..., amu (holding information valuable to the user) are found within a large set of
databases D. These subsets are not dominated by other points in at least one dimension.
If, for example, there exists a point bn which is better than an in all dimensions, then an
is dominated by bn and will eventually return to bn as the decision point instead of an.
This skyline result is highly relevant to real-world scenarios. For instance, parents may
consider house price and distance from schools when choosing a suitable residence. Gen-
erally, house prices close to schools will be higher than those far from schools; therefore,
parents look for distances and prices that are relatively suitable. In Fig. 2, the x-coordinate
represents the distance to the school, with larger values representing longer distances; the
y-coordinate represents house prices, with larger values representing higher prices; and
the buildings in the figure represent houses available for rent. The houses tg, c, lu in the
figure are the skyline points because these points are not dominated by other points in the
dimensions of distance and price; therefore, these houses represent the best choices.

Kung et al. [21] introduced the skyline concept in 2005, using a “partitioning” strat-
egy to find skyline points. Borzsonyi et al. [8] were the first to combine skylines and
databases, proposing an algorithm based on block nested loops, which gained wide atten-
tion. Chomicki et al. [10] improved this block nested loop algorithm using a specific tuple
order in the window to improve the performance. Tan et al. [35] proposed two algorithms,
Bitmap and Index, which output skyline points step by step, unlike the usual algorithms
that need to traverse the dataset at least once to return the first point. Kossmann et al. [19]
proposed an NN algorithm based on nearest-neighbor search and used a form of “parti-
tioning” to compute skyline queries. Papadias et al. [29] proposed the branch-and-bound
skyline (BBS) algorithm, which is also based on nearest-neighbor search and has the
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characteristics of I/O so that it can be applied to various asymptotic operations. These
explorations of skyline computation have been widely discussed [1,9].

Traditional algorithms FIM and HUIM consider only one factor, while skyline al-
gorithms return non-dominated points based on multiple factors. This paper proposes a
list-based FSKYQUP-Miner and FSKYQUP algorithm to mine SQUPs using the util-
ity quantity list structure for the join operation. The preparatory knowledge and problem
statement of skyline quantity utility pattern mining (SQUPM) are presented in the follow-
ing section.
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Fig. 2. Example of skyline points

3. Preliminary Knowledge and Problem Statement

3.1. Preliminaries

Assuming that D = tT1, T2, ..., Tnu is a transaction database with n transactions, I =
ti1, i2, ..., imu is a set of m distinct items in the database. In D, each transaction Tq P D
is a subset of I containing a number of items and their purchased quantities qpij , Tqq,
along with a unique identifier called TID. Additionally, a profit table called ptable =
tpr1, pr2, ..., prmu, where prj is the per-unit profit (profit) generated by each item ij
(i.e., good). An itemset X = ti1, i2, ..., iku is a set of k distinct items, where k is the length
of the k-itemset. If X � Tq , then the set of items X is said to occur in transaction Tq .
In this paper, our running example is shown in Table 1, which is a database consists of 7
transactions, and in Table 2 the profit corresponding to each item in the running example
is given.
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Table 1. Original transaction database DB in the running instance

TID Item and its quantity Transaction utility
T1 B:2,D:2,E:3 23
T2 A:2,B:3 8
T3 B:2,C:3,D:4,E:1 33
T4 B:2,D:2 14
T5 A:1,D:2,E:2 17
T6 C:3,E:2 12
T7 A:2,B:1,C:1,D:1,E:2 17

Table 2. Unit profit table of the item in the running example

Item Profit
A 1
B 2
C 2
D 5
E 3

Definition 1. In the transaction Tq , the quantity of the itemset X to be purchased is de-
noted as qpX,Tqq, a mathematical definition of which is as follows:

qpX,Tqq � mintqpY q|Y � X ^X P Tq ^ Y P Tqu. (1)

It is obtained from T2 in Table 1 that q(A) = 2, q(B) = 3, so the quantity of the itemset
(AB) is the smallest one, which is 2.

Definition 2. The utility of an item ij in a transaction Tq is called as upij , Tqq, a mathe-
matical definition of which is as follows:

upij , Tqq � qpij , Tqq � prpijq. (2)

It is obtained from T2 in Table 1 that the utility of the item tAu can be computed as
upA, T2q � qpA, T2q � prpAq � 2� 1 � 2, the utility of the item tBu can be computed
as upB, T2q � qpB, T2q � prpBq � 3� 2 � 6.

Definition 3. The utility of an itemset X in a transaction Tq is called as upX,Tqq, a
mathematical definition of which is as follows:

upX,Tqq �
¸

ij�X^X�Tq

upij , Tqq. (3)

It is obtained from T2 in Table 1 that the utility of the itemset tABu can be computed
as upAB, T2q = upA, T2q + upB, T2q = 2 + 6 = 8.

Definition 4. The utility of itemset X in a transaction database D is called as upXq, a
mathematical definition of which is as follows:

upXq �
¸

X�Tq^TqPD

upX,Tqq. (4)
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It is obtained from Table 1 that the utility of itemset tBu in database D can be com-
puted as upBq � upB, T1q � upB, T2q � upB, T3q � upB, T4q � upB, T7q � 4 � 6 �
4 � 4 � 2 � 20, upBDq � upBD,T1q � upBD,T3q � upBD,T4q � upBD,T7q �
14� 24� 14� 7 � 59.

Definition 5. The utility of a transaction in a transaction database D is called as tupTqq,
a mathematical definition of which is as follows:

tupTqq �
¸

ij�Tq

upij , Tqq. (5)

It is obtained from Table 1 that there are 3 items in T1, which are B, D and E, so
tupT1q � upB, T1q � upD,T1q � upE, T1q � 4� 10� 9 � 23. The transaction utility of
other transactions in the running example is shown on the right side of Table 1, tupT2q =
8, tupT3q � 33, tupT4q = 14, tupT5q = 17, tupT6q = 12, tupT7q = 17.

Definition 6. The transaction-weighted utility of an itemset X in a transaction database
D is called as twu(X), a mathematical definition of which is as follows:

twupXq �
¸

X�Tq^TqPD

tupTqq. (6)

It is obtained from Table 1 that item tAu appears in T2, T5, T7, so the twu of the
itemset tAu is called as twupAq � tupT2q � tupT5q � tupT7q = 42.

For the sake of taking both quantity and utility into account, the concept of skyline
quantity-utility pattern mining (SQUPM) is listed below:

Definition 7. For itemset X and itemset Y, if qpXq ¥ qpY q and upXq ¡ upY q or qpXq ¡
qpY q and upXq ¥ upY q, then the itemset X governs Y and it is represented as X ¡ Y .

It is obtained from Table 1 that qpAq = 5, qpBq = 10, and upAq = 5, upBq = 20. It can
be said that the item tBu ¡ tAu because upBq ¡ upAq and qpBq ¡ qpAq.

Definition 8. When considering two-dimensional factor quantity and utility, an itemset is
said to be SQUPM if it behaves as if it is not governs by other itemsets in the database.

3.2. Problem statement

Via the above definition, the problem of mining SQUPM can be formally defined as find-
ing all sets of ungoverned points, namely SQUPs, from a quantitative database D.

For the running example in Table 1, the utility and quantity of tEDu are computed as
69 and 6, the utility and quantity of tBDu are computed as 59 and 7, and the utility and
quantity of tDu are computed as 55 and 11. Since any one of these three points cannot
dominate the others, the sets tEDu, tBDu, and tDu are eventually returned as skyline
points.
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4. Proposed Algorithms to Mine SQUPs

This paper proposes two depth-first search-based algorithms, FSKYQUP-Miner and
FSKYQUP. This section consists of five subsections. In the first subsection, the utility-
quantity-list structure is introduced, which is the basis of the algorithm proposed in this
section. The proposed new structure is introduced in the second subsection. The third
subsection introduces the pruning strategy used in the proposed algorithm. The fourth
subsection describes the proposed algorithm in detail. The pseudo-code used will also be
shown in this section, and the last part will be a step-by-step detailed mining process with
the running example in Table 1.

4.1. Utility-quantity-list structure

In database D, calculate the TWU of each item and sort the TWU in ascending order using
the � represent. Create a utility-quantity-list (UQL) [42] structure for each item, which
is a quadruplet containing (tid, quantity, utility, remaining utility). Where tid represents
the transaction ID containing this item, quantity (abbreviated as quan) is to calculate the
quantity of purchases of this item in the tid, utility (abbreviated as iutil) is to calculate the
utility of this item in this tid, and remaining utility (abbreviated as rutil) is to calculate the
sum of the utilities of the items appearing in this item in a tid after sorting by �.

Definition 9. The mathematical definition of rutil is as follows:

rutilpXq �
¸

ij�Tq{X

iutilpij , Tqq. (7)

Assume in Table 1 that � indicates that the items are sorted in ascending order based
on the transaction-weighted utility of each item; then the sorted items are A�C�B�E�
D, and in transaction T1, the items that appear after item B after the sorting are item E and
item D. As a result, in the transaction, rutil � iutilpE, T1q�iutilpD,T1q � 9�10 � 19.

4.2. Quantity maximum utility of the array (QMUA)

In this section, two efficient array structures for storing the maximum utility of quantities
are proposed to record and update the maximum utility of itemsets, which largely reduces
the search space for mining SQUPs.

Definition 10. pQuantity Maximum Utility of the Arrayq Define qmax to be the maximum
quantity of all 1-itemsets in the database D.

If the quantity q(X) of an itemset X p1 ¤ qpXq ¤ qmaxq is equal to the original
parameter i, then the QMUA structure will be defined as follows:

QMUA1piq � maxtupXq | qpXq � iu. (8)

If the quantity of itemset X , qpXq p1 ¤ qpXq ¤ qmaxq, is greater than or equal to
the original parameter i, then the QMUA structure will be defined as follows:

QMUA2piq � maxtupXq | qpXq ¥ iu. (9)
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Among them, unlike utilmax, the size of utilmax is set to | D | and the size of QMUA is
set to qmax� 1. QMUA1 and QMUA2 update in different ways; QMUA1 only updates the
utility of the set of items whose quantity is equal to i, whereas QMUA2 updates the utility
of all sets of items whose quantity is greater than or equal to i.

Definition 11. Computing the quantity of an itemset X in the database D as q(X) = q. An
itemset X is called a potential SQUP (PSQUP) if none of the other itemsets with quantity
q has a utility greater than u(X).

Theorem 1. If an itemset X is not a PSQUP, then it cannot be an SQUP. That is, SQUP
� PSQUP.

Proof. For @X R PSQUPs, there D an itemset Y that makes q(Y) = q(X) ^ u(Y) ¡ u(X).
According to Definition 7, it is known that Y dominates X . So @X R SQUPs.

This maximum utility array structure of quantity is used in the algorithms proposed in
this paper to update the maximum utility of storing an equal quantity of itemsets using
the QMUA structure, which can greatly reduce the space needed to search during the
mining of SQUPs. In addition, the update method QMUA1 corresponds to the FSKYQUP-
Miner algorithm proposed in this paper, and the update method QMUA2 corresponds to
the FSKYQUP algorithm. For simplicity, the two update methods of QMUA are directly
distinguished by the algorithm names in the following text.

4.3. Pruning strategies

In this portion, a pruning strategy for the initial phase of two algorithms and two pruning
strategies in the mining phase will be presented.

Definition 12. (minimum utility of SQUPs) In the original database D, the minimum util-
ity of SQUPs is defined as the maximum utility of the largest quantity of the 1-itemset, a
mathematical definition of which is as follows:

MUSQ � maxtupXq|qpXq � qmaxu. (10)

Where X is a 1-itemset in database D, and qmax is the maximum quantity of all 1-itemsets
computed. Taking the running example, the quantity of item D in database D is qpDq = 2
+ 4 + 2 + 2 + 1 = 11, so qmax = 11, and since upDq = 55, MUSQ = 55.

Theorem 2. An itemset X is a 1-itemset in the database. If the TWU of X is less than
MUSQ, then this itemset X and all its extensions are not SQUPs.

Proof. Assume Y is another 1-itemset in the database, and with qpY q = qmax, upY q �
MUSQ.
6 upXq ¤ TWUpXq  MUSQ � upY q ^ qpXq ¤ qmax � qpY q.
Y dominates X .
6 X R SQUPs.
Assume that eX is an arbitrary extended set of items containing itemset X .
6 upeXq ¤ TWUpXq  MUSQ � upY q ^ qpeXq ¤ qpXq ¤ qmax � qpY q.
6 eX is dominated by Y .
6 Any extension set of X is not SQUPs.
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Therefore, according to Theorem 2, the set of items with a TWU smaller than MUSQ can
be directly pruned at the beginning of the algorithm, which greatly reduces the number
of candidate sets. Furthermore, it is essential for the efficiency of the algorithm that the
value of MUSQ be assigned to the QMUA array as the initial value.

Theorem 3. An itemset X is not a SQUP if the sum of the iutil of the itemset X is less than
the QMUA value corresponding to q(X).

Proof. Suppose there exists an itemset Y with qpY q ¥ qpXq, upY q � QMUApqpXqq
7 X.sumiutil   QMUApqpXqq = upY q ñ upXq   upY q
since qpXq ¤ qpY q
6 Y dominates X ñ X R SQUPs.

According to the Theorem 3, it is possible to prune those terms whose sum of utilities of
the itemset is less than QMUA, and these items are not SQUPs.

Theorem 4. Any extension eX of X is not a SQUPs if the sum of iutil and rutil of the
extension eX of the itemset X is less than the QMUA value corresponding to q(X).

Proof. Assume that eX is an arbitrary extended set of items containing itemset X .
6 For @ transaction T , it is possible to obtain:
eX � T ñ peX �Xq � peX{Xq ñ peX{Xq � pT {Xq
6 upeX, T q � upX,T q � upeX �X,T q
= upX,T q � upeX{X,T q
= upX,T q �

°
ijPeX{X

upij , T q

¤ upX,T q �
°

ijPT {X

upij , T q

=upX,T q � rutilpX,T q
7 qpXq ¥ qpeXq
6 eX.tids ¤ X.tids
6 upeXq �

°
tid�eX.tids

upeX, T q

¤
°

tidPeX.tids

upX,T q � rutilpX,T q

¤
°

tidPX.tids

upX,T q � rutilpX,T q   QMUApqpXqq.

6 D an itemset Y that makes qpY q ¥ qpXq ¥ qpeXq, upY q � QMUApqpXqq ¥ upeXq
6 Y dominates eX ñ eX R SQUPs.

According to the sum of iutil and rutil of the itemset in Theorem 4, it can be de-
termined whether the extension of the itemset is PSQUPs or not. If the sum is less than
QMUA, then the extension of this item is not SQUPs and the extension of this item can be
cut to reduce the search space.

4.4. The proposed algorithm

This paper proposes two UQL structure-based algorithms, FSKYQUP-Miner and FSKYQUP,
to find SQUPs quickly and efficiently. Both algorithms are based on depth-first search, and
the itemsets are ordered among themselves. In addition, the difference between the two
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algorithms is the different update methods, i.e., Algorithm 3 and Algorithm 4. The two
algorithms and their related pseudo-code will be shown in the following.

Algorithm 1 is the pseudo-code of the proposed algorithms. Firstly, the database is
scanned for the first time and the TWU of single items, the maximum quantity qmax and
MUSQ are calculated (line 1 of the algorithm). According to Theorem 2, if the TWU of
the item is less than MUSQ, then this item ij is deleted from the database and the database
is pruned in the initial stage of this algorithm (lines 2–4 of the algorithm). Lines 5–6 sort
the items in ascending order of TWU and reorganize the database. This loop creates a
UQL structure for each item in the reorganized database (lines 7–11). Then the QMUA is
initialized to MUSQ, the maximum utility for the largest quantity of itemsets (lines 12–14
of the algorithm). It is worth noting that although the FSKYQUP-Miner algorithm and
the FSKYQUP algorithm are updated in different ways, the initialization is the same. The
Search function is then called to find all SQUPs (shown in detail in Algorithm 2). A set
of SQUPs has finally been returned.

Algorithm 1 FSKYQUP-Miner/FSKYQUP algorithm
Require:

Original database D; profit table.
Ensure:

A set of SQUPs.
1: Scan the database D and calculate the TWU of the item ij , qmax,MUSQ;
2: if TWUpijq  MUSQ then
3: Delete ij from original database D;
4: end if
5: Sorting items ij by TWU in ascending order;
6: Reorganization database;
7: for each Tq P re-D do
8: for each ij P Tq do
9: Create ij .UQLs;

10: end for
11: end for
12: for i = 1 to qmax do
13: QMUA(i) = MUSQ;
14: end for
15: set SQUPs = null;
16: Search (null, UQLs, QMUA, SQUPs);
17: return SQUPs;

Algorithm 2 mines SQUPs based on depth-first search. For each itemset X belonging
to the UQL (where UQL refers to the UQL corresponding to each extension of the prefix),
if the sum of the utilities of the itemset X is greater than or equal to the QMUA of q(X),
the itemset X may be SQUPs according to Theorem 3, and the Judge function is called
to determine whether it is the final SQUP (lines 3–5). The subsequent lines 6–9 are to
determine whether the extensions of the itemset X are psqups, and if the sum of iutil
and rutil of X is greater than or equal to the QMUA of q(X), its extension eX is psqup.
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According to Theorem 4, the extended UQL is established. Line 10 of the algorithm is a
recursive call process until lines 7-8 no longer yield candidates.

Algorithm 2 Search
Require:

PUQL, UQL of the current prefix; UQLs, the UQL corresponding to each extension of the
prefix; QMUA; SQUPs.

1: for i = 0 to UQLs.size do
2: X = UQLs.get(i);
3: if X.sumiutil ¥ QMUArqpXqs then
4: Judge (X, QMUA, SQUPs);
5: end if
6: if X.sumiutil �X.sumrutil ¥ QMUArqpXqs then
7: for each Y �X do
8: eXUQLsÐ CreatepPUQL,X, Y q;
9: end for

10: Search (X, eXUQLs, QMUA, SQUPs);
11: end if
12: end for

Algorithm 3 and Algorithm 4 are pseudo-codes based on the FSKYQUP-Miner algo-
rithm and FSKYQUP algorithm, respectively, to determine whether the itemset X is SQUPs.
The difference between the two algorithms lies in the different update methods, which are
explained in detail by Algorithm 3 as an example. If the sumiutil of an itemset X exceeds
QMUA[q(X)], it is necessary to investigate whether this itemset is an SQUP. In the first
line of the algorithm, if Y is the first itemset in the SQUP set whose quantity is greater than
X, i.e., q(Y) is greater than q(X), then the itemset X is an SQUP only when Y is equal to
the empty set or when the utility of the itemset X is greater than the utility of the itemset Y.
Then, insert X into the set of SQUPs. Otherwise, the itemset Y will dominate the itemset X
and X must not be an SQUP. Then, update the value of QMUA (line 4 of the algorithm).
Next, determine whether, after inserting X, the set of SQUPs with a quantity less than X
is an SQUP (lines 5-7 of the algorithm).

4.5. Illustrative example

Using the FSKYQUP-Miner algorithm as an example, the database used in the example
is displayed in Table 1, and the profit table is displayed in Table 2. After the first scan
of database D, it is calculated that q(D) = qmax = 11 and MUSQ = 55. The TWU of
each item in the database is {A: 42, B: 95, C: 62, D: 104, E: 102}. Since TWU(A) = 42  
MUSQ = 55, according to Theorem 2, item A and all its extended itemsets are not SQUPs,
and therefore, item A is removed from the database. The remaining items, after sorting
in ascending order by TWU are C � B � E � D. According to this order, the original
database will be reorganized, and the reorganized database is shown in Table 3.

Moreover, a UQL structure is created for each item as shown in Table 4. After initial-
ization, QMUA[1] to QMUA[11] are assigned a value of 55.
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Algorithm 3 Judge-FSKYQUP-Miner
Require:

X, the PSQUP; QMUA; SQUPs.
1: find the first Y P SQUPs, and qpY q ¡ qpXq;
2: if Y �� null or upXq ¡ upY q then
3: SQUPs ÐX;
4: QMUArqpXqs � X.sumiutil;
5: for each itemset Y P SQUPs do
6: if qpXq � qpY q ^ upXq ¡ upY q or qpXq ¡ qpY q ^ upXq ¥ upY q then
7: delete Y from SQUPs;
8: end if
9: end for

10: end if

Algorithm 4 Judge-FSKYQUP
Require:

X, the PSQUP; QMUA; SQUPs.
1: find the first Y P SQUPs, and qpY q ¡ qpXq;
2: if Y �� null or upXq ¡ upY q then
3: SQUPs ÐX;
4: for n = qpXq down to 1 do
5: if X.sumiutil ¡ QMUArns then
6: QMUArns � X.sumiutil;
7: end if
8: end for
9: for each itemset Y P SQUPs do

10: if qpXq � qpY q ^ upXq ¡ upY q or qpXq ¡ qpY q ^ upXq ¥ upY q then
11: delete Y from SQUPs;
12: end if
13: end for
14: end if

Firstly, starting from C, the UQL of C gives qpCq = 7, iutilpCq = 14   QMUA[7] =
55, so C is not a SQUP, and since iutilpCq + rutilpCq = 60 ¡ QMUA[7], consider the
extensions of C. The items that appear following C after sorting, and are connected to C at
the beginning and end, form the extensions of C, which are CB, CE, and CD. Establish
UQL for these items. Next, explore CB, Since qpCBq = 3, iutilpCBq = 14   QMUA[3],
and iutilpCBq + rutilpCBq = 48, it is obvious that it is less than QMUA[3], so CB
and its extensions are not SQUPs. Since the algorithm is based on depth-first search, CE
is checked next. According to Table 4, qpCEq = 4, iutilpCEq = 29   QMUA[4] = 55,
similarly, iutilpCEq � rutilpCEq = 54   QMUA[4], CE and its extensions are also not
SQUPs. Next check CD, qpCDq = 4, iutilpCDq = 33   QMUA[4], and iutilpCDq �
rutilpCDq = 33   QMUA[4], so CD and its extensions are not SQUPs. Follow the same
steps to check B. Finally, the discovered candidate sets are {BED, BD, ED, D}, and all
skyline quantity utility itemsets found are shown in Table 5. The final updated QMUA of
FSKYQUP-Miner algorithm is {55, 55, 55, 63, 55, 69, 59, 55, 55, 55, 55} while the final
updated QMUA of FSKYQUP algorithm is {69, 69, 69, 69, 69, 69, 59, 55, 55, 55, 55}
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Table 3. Reorganization database in the running instance

TID Item and its quantity
T1 B:2,E:3,D:2
T2 B:3
T3 C:3,B:2,E:1,D:4
T4 B:2,D:2
T5 E:2,D:2
T6 C:3,E:2
T7 C:1,B:1,E:2,D:1

respectively. The QMUA array is obviously updated faster in the FSKYQUP algorithm
than in the FSKYQUP-Miner algorithm. Coincidentally, within the example of this paper,
the search spaces of proposed two algorithms are the same, as shown in Fig. 3.

Table 4. The utility-quantity-list structures of 1-items

(a) C

tid quan iutil rutil

3 3 6 27
6 3 6 6
7 1 2 13

(b) B

tid quan iutil rutil

1 2 4 19
2 3 6 0
3 2 4 23
4 2 4 10
7 1 2 11

(c) E

tid quan iutil rutil

1 3 9 10
3 1 3 20
5 2 6 10
6 2 6 0
7 2 6 5

(d) D

tid quan iutil rutil

1 2 10 0
3 4 20 0
4 2 10 0
5 2 10 0
7 1 5 0

Table 5. Excavated SQUPs

SQUPs quantity utility
ED 6 69
BD 7 59
D 11 55

5. Experimental Evaluation

The FSKYQUP algorithm and the FSKYQUP-Miner algorithm proposed in this paper
are compared with the SKYQUP algorithm and the SQU-Miner algorithm [42], two of
the most advanced algorithms for mining SQUPs, in terms of runtime, memory consump-
tion, the number of search itemsets, the resulting candidate sets, and the scalability of the
algorithms. The experiments were conducted on a computer with an Intel (R) Core (TM)
i3-8100 CPU @ 3.60 GHZ and 16 GB of RAM. The algorithms were written in Java
and run on the idea compiler. To evaluate the algorithms’ performance in many aspects,
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Fig. 3. Search space of proposed algorithms

the experiment was conducted on six different datasets, including five real-world datasets
and one synthetic dataset. The following five real-world datasets were downloaded from
SPMF [11]: namely Chess, Mushroom, Retail, Foodmart, and Ecommerce. A synthetic
dataset T25I10D10K was generated using the utility quantity generator, obeying a Gaus-
sian distribution. The parameters, such as the number of items, are shown in Table 6.

Table 6. Features of the datasets

Dataset #Trans #Items Avg.Trans.Len Max.Trans.Len Type
Chess 3196 76 37 37 dense
Mushroom 8124 119 23 23 dense
Retail 88162 16470 10 76 sparse
Foodmart 4141 1559 4.42 14 sparse
Ecommerce 14975 3468 11.64 29 sparse
T25I10D10K 9976 929 24.77 63 dense

Table 6 details the following six characteristics of the six datasets: name of dataset,
total number of transactions, number of items, average length of transactions, maximum
length of transactions, and type of dataset (sparse or dense).
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Runtime The runtimes of the proposed algorithms as well as the state-of-the-art SQU-
Miner algorithm and SKYQUP algorithm for each of the datasets are shown in Fig. 4. The
number of SQUPs mined for each dataset is shown in Table 7.

Table 7. The number of SQUPs

Dataset #SQUPs
Chess 38
Mushroom 5
Retail 2
Foodmart 2
Ecommerce 1
T25I10D10K 1

In Fig. 4, generally speaking, the runtime of the FSKYQUP algorithm is shorter than
that of the SKYQUP algorithm, and the runtime of the FSKYQUP-Miner algorithm is
shorter than that of the SQU-Miner algorithm. In general, the runtimes of the proposed
algorithms are shorter than that of SKYQUP and SQU-Miner. The FSKYQUP is better
than the FSKYQUP-Miner, although the FSKYQUP-Miner is 0.02 seconds faster than the
FSKYQUP on the Foodmart dataset. This is because the updating methods of QMUA[q]
differ. FSKYQUP updates based on the utilities of all item sets whose quantity is greater
than or equal to q. Meanwhile, FSKYQUP-Miner only updates the utilities of item sets
whose quantity is equal to q. Obviously, the FSKYQUP is more efficient at updating
and produces fewer candidate item sets. For the dataset Chess, FSKYQUP is superior
to the other three algorithms. The FSKYQUP-Miner runs for longer than the SKYQUP
algorithm, but for shorter than the SQU-Miner due to the pruning strategy proposed in this
paper. For the dataset Retail, the FSKYQUP and the FSKYQUP-Miner are 40 times faster
than the SKYQUP and the SQU-Miner. This is because the Retail dataset is sparse, and
in general, the items are not as closely related to each other as in a compact dataset. The
QMUA proposed in this paper is initialized based on the value of MUSQ, which means
that the utility of most of the item sets does not reach the value for updating. As fewer
candidates are generated, the runtime is shorter.

Memory We compared the memory usage of the proposed algorithms with that of the
SQU-Miner algorithm and SKYQUP algorithm on each dataset. The experimental results
are plotted in Fig. 5.

Fig. 5 shows that except for Mushroom and Foodmart, the proposed algorithms used
less memory in mining SQUPs. In particular, the FSKYQUP and FSKYQUP-Miner on
the Ecommerce and synthetic dataset T25I10D10K used roughly the same amount of
memory, which is nearly 15 times less than the other two datasets. This is due to the
efficient pruning strategy proposed in this paper, which narrows the search space. On the
Foodmart dataset, the memory usage of the proposed algorithms is more than the existing
algorithms, which is attributable to the creation of a list by the proposed algorithms for
the storage of undesired candidates. The FSKYQUP-Miner uses the least memory on the
Mushroom dataset. For the other two dense-type datasets, the FSKYQUP-Miner saves
slightly more memory than the FSKYQUP.
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Fig. 5. Memory on different datasets

Search space We evaluated the size of the search space of the four algorithms for differ-
ent datasets and plotted the results in Fig. 6.

Fig. 6 shows that FSKYQUP and FSKYQUP-Miner require less search space than
the other two algorithms, which is due to the efficient pruning strategy proposed in this
paper. The FSKYQUP requires the least search space, regardless of whether the dataset
is sparse or dense. It is worth noting that on the Retail dataset, the number of search
nodes of the SQU-Miner, SKYQUP, FSKYQUP-Miner, and FSKYQUP is respectively
26,803,198,632, 981,229,210, 71, and 71. The difference between the SQU-Miner and
the proposed algorithms is eight orders of magnitude. On the Ecommerce dataset, the
FSKYQUP and FSKYQUP-Miner are nearly 290 times worse than the other two algo-
rithms in terms of search space. Similarly, on the T25I10D10K dataset, the FSKYQUP
and FSKYQUP-Miner are nearly 230 times worse than the other two algorithms in terms
of search space. On the datasets Retail, Ecommerce, and T25I10D10K, the FSKYQUP-
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Miner requires the same search space as the FSKYQUP algorithm. These results indicate
that the weaker the correlation between items in the dataset, the smaller the required
search space.
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Fig. 6. Search space on different datasets

Candidate We evaluated the number of candidate item sets generated by the four algo-
rithms for each dataset and plotted the results in Fig. 7.

Fig. 7 shows that the number of candidate sets generated by the proposed algorithms
is smaller than the other two algorithms for all datasets except the Chess and Foodmart
datasets. The FSKYQUP generated the least number of candidate sets for all datasets. For
example, for the Retail dataset, the number of candidates generated by the four algorithms
is respectively 1,472, 254, 7, and 4. The FSKYQUP generates 368 times fewer candidates
than the SQU-Miner. For the reasons described in the first part of this section, the number
of candidate sets for Chess and Foodmart generated by the FSKYQUP-Miner is larger
than that of the SKYQUP but smaller than that of the SQU-Miner algorithm.

Scalability We conducted scalability experiments on the synthetic dataset, where the
transactions of the dataset are set to 100k, 200k, 300k, 400k, and 500k. The performance is
compared on each of these datasets in four aspects: runtime, memory usage, search space
size, and the number of generated candidate sets. The experimental results are shown in
Fig. 8.

The proposed algorithms compare favorably with the state-of-the-art SQU-Miner and
SKYQUP algorithms in terms of runtime, memory usage, the size of the search space,
and the number of candidate sets generated as the dataset increases. Fig. 8(a) compares
the execution times of the four algorithms across the five synthetic data sets. Running
the SQU-Miner algorithm takes a long time, and the runtime becomes longer when there
are more datasets. The proposed algorithms have similar runtimes and good scalability,
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Fig. 7. Candidate on different datasets

as the runtime grows gradually as the dataset increases. Fig. 8(b) displays the memory
usage of the four algorithms for the five synthetic datasets. The largest memory consumer
is SQU-Miner, while FSKYQUP is the smallest. As the dataset increases, the proposed
algorithms have good scalability in terms of memory usage. The search space required
to run the four algorithms on different-sized datasets is depicted in Fig. 8(c). It is clear
from the figure that the SQU-Miner requires a vast search space, the SKYQUP requires
a smaller but still large search space, and the FSKYQUP and FSKYQUP-Miner require
the smallest search spaces. Fig. 8(d) depicts the number of candidate sets generated for
each dataset: the proposed algorithms generate the least candidate sets, followed by the
SKYQUP, while the SQU-Miner generates the most candidate sets. These results indicate
that the proposed algorithms offer good scalability in terms of runtime, memory usage,
search space, and the number of candidate sets.

6. Conclusion

With the advent of the information age, relying solely on the support of FIs and HUIs is
no longer good enough to support decision-making, so people prefer to take into account
both the frequency and utility of the work. In contrast, quantity also plays a crucial role in
the decision-making process. This paper proposes two methods that do not require a user-
defined threshold: FSKYQUP-Miner and FSKYQUP. Both of these approaches are based
on UQL and obtain a set of uncontrolled nodes. We also propose a more effective pruning
method which eliminates undesired candidates in the initial stage of the algorithm, thus
greatly narrowing the search scope. Extensive experiments on real-world and synthetic
datasets verified that the proposed methods scale well in terms of runtime, memory usage,
search space, and the number of candidate sets. These results indicate that the proposed
algorithms are well-suited to supermarket applications. As big data continues to advance,
in the future, it would be fruitful to explore SQUPs with other architectures, such as
the MapReduce or Spark framework. The proposed algorithms would also benefit from
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additional pruning strategies to simplify the structure and thus mine SQUPs even more
effectively.
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Abstract. The novel Coronavirus has been declared a pandemic by the World
Health Organization (WHO). Predicting the diagnosis of COVID-19 is essential
for disease cure and control. The paper’s main aim is to predict the COVID-19
diagnosis using probabilistic ontologies to address the randomness and incomplete-
ness of knowledge. Our approach begins with constructing the entities, attributes,
and relationships of COVID-19 ontology, by extracting symptoms and risk factors.
The probabilistic components of COVID-19 ontology are developed by creating a
Multi-Entity Bayesian Network, then determining its components, with the different
nodes, as probability distribution linked to various nodes. We use probabilistic in-
ference for predicting COVID-19 diagnosis, using the Situation-Specific Bayesian
Network (SSBN). To validate the solution, an experimental study is conducted on
real cases, comparing the results of existing machine learning methods, our solution
presents an encouraging result and, therefore enables fast medical assistance.

Keywords: COVID-19, Probabilistic Ontology, Multi-Entity Bayesian Networks,
Uncertainty, Reasoning

1. Introduction

December 31, 2019, is the day of the appearance of COVID-19 for the first time in the
Wuhan region, China notified the outbreak to the World Health Organization [49]. Since
2019, the world has been affected by coronavirus-19 (COVID-19), which has caused
many deaths. The world does not realize the importance of this disease and its impact
on future life, until March 11, 2020, the COVID-19 epidemic is declared a pandemic by
the World Health Organization (WHO) [36].

The COVID-19 virus is a highly contagious respiratory disease that has spread rapidly
around the world since it was first reported in China in late December 2019. The early
detection of patients at risk to develop critical illness may aid in delivering proper care
and reduce mortality [46]. Current literature has already identified several risk factors.

Widely reported statistics on COVID-19 over the globe need to consider the uncer-
tainty of the data and possible explanations for this uncertainty. The professional envi-
ronment of medical practice is characterized by great complexity, many grey areas, and
uncertainty as an essential component of all levels of patient care.

The term ”uncertainty” is intended to encompass a variety of aspects of imperfect
knowledge, including incompleteness, vagueness, ambiguity, and others1. Medical infor-

1 https://www.w3.org/2005/Incubator/urw3/group/draftReport.html
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mation can be imprecise, partial, vague, or imperfect as some lab results may be missing
from the feature set or due to the patient’s inability to answer properly [3].

We present an example of uncertainty in medical applications cited in [41]. In a sim-
ple scenario, we could try to model the knowledge that patients showing a running nose
and complaining of feeling light-headed have a common cold; we can use an axiom like
({RunNose, LightHead}, Cold). This rule would be correct most of the time but ignores
the fact that there exist many different maladies—some of them potentially serious—that
share these same symptoms and require additional interventions.

Uncertainty pervades every activity related to health care, it prompts patients to seek
care and stimulates medical intervention. The inability to abolish uncertainty, further-
more, creates difficult challenges for clinicians and patients [24]. Therefore the diagnosis
is particularly doubtfull, which can result in inaccurate or completely false diagnoses [23].
This is why the medical field gives great importance to the factor of uncertainty. Hence,
it seems very interesting to design and implement automated healthcare systems that con-
sider these challenges and ease the diagnosis task for the doctors [45].

Many research papers on COVID-19 used Machine Learning (ML) methods and on-
tologies as a knowledge base. Some contributions focus on applying ML in detecting the
diagnosis of COVID-19, whereas others exploit data for predicting diagnosis.

Upon analyzing previous works, it has been observed that they use classical ontolo-
gies. ( [50], [37], [47], [25], [6], [29] and [32]), these studies cannot deal with uncertainty,
and they only have precise concepts and relationships. A commonly mentioned limitation
of classical ontology languages, especially within the context of knowledge representa-
tion, is their inability to model or handle uncertainty [41]. Indeed, notice that we use the
axioms in an ontology as absolute information, and the consequences follow (or not) from
these axioms. This leaves no space for statements which are not completely certain [41].

Despite all the advances made in the field of the semantic web, problems associated
with data uncertainty and ambiguity still need to be solved in the knowledge management
of a real domain. So uncertainty is inevitable when we model most application domains,
like in the medical field, the symptoms are subjective and therefore imprecise and incom-
parable. In addition, concepts and relationships may not be described by the description
logic language. One of the main flaws of classical ontology is the inability to represent
and reason under uncertainty. This uncertainty can manifest during the prediction of a
patient with COVID-19.

Bayesian Networks (BNs) are proposed for decision support, and they allow proba-
bilistic reasoning. They are a probability-based inference model, increasingly used in the
medical domain as a method of knowledge representation for reasoning under uncertainty
for a wide range of applications, including disease diagnosis [16].

Different from other techniques, BNs have been used to interpret and explain COVID-
19 data, BNs integrate multiple sources of data in a single model that provides a statistical
estimates model. This last presents the uncertainty concerning mechanisms that generate
the data [34].

Many papers research on COVID-19 used Bayesian networks for handling uncertainty
related to COVID-19 diagnosis, we cite [18], [7], [18], [43], [34], [51], these studies
propose a Bayesian network model to predict the diagnosis of COVID-19 according to
different purposes.
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In this paper, we have combined Bayesian networks with classical ontologies to har-
ness the power of Bayesian networks, based on probability theory and the inference and
probabilistic reasoning mechanisms proposed by BNs, on the knowledge base represented
by a classical ontology, which gives us a probabilistic ontology.

Probabilistic ontologies based on Multi-Entity Bayesian Networks (MEBN) [8] al-
low us to describe uncertain knowledge in a reasoned and structured way and to model
uncertainty using probability factors and causal links. These methods have been used in
the medical field through several languages such as PR-OWL, thus giving way to the
modeling of probabilistic knowledge through ontologies. These are used to describe do-
main knowledge, and the uncertainty associated with this knowledge in a structured and
shareable way, in a format that can be read and processed by a computer.

Bayesian methods allow the system, on the one hand, to integrate expert knowledge
with machine learning, to provide understandable models, and on the other hand, to pro-
vide, in a natural manner, probabilistic predictions making it possible to keep account for
uncertainty when making decisions.

Problems: The confronted problems are as follows:

– How to predict the diagnosis of COVID-19 in an uncertain environment; and how to
use Bayesian networks and ontologies to manage associated uncertainty for decision
support.

– How to integrate the knowledge of an expert in a probabilistic model to achieve ma-
chine learning to use probabilistic inference for predicting diagnosis.

– How to model the uncertain knowledge of the COVID-19 diagnosis, using probabilis-
tic ontologies, which combine the two models of Bayesian networks and classical
ontologies.

Contribution: our main contributions in this paper are summarized as follows:

– Development of a probabilistic ontology for COVID-19, containing important con-
cepts, such as symptoms and risk factors related to COVID-19, and probabilistic
knowledge.

– Predicting COVID-19 diagnosis based on probabilistic inference, using Situation-
Specific Bayesian Network.

– Collecting real anonymous data of patients for constructing dataset used for learning.
– Our proposed system’s results are promising and can be exploited in real environ-

ments.

Motivation: Bayesian networks are a very powerful formalism; on the one hand, it
deals with random uncertainty through probability theory which represents a very effi-
cient framework for the management of degrees of influence of an attribute in another
and its propagation throughout the Bayesian network and on the other hand, its ability
to make inferences even with missing data, for example for a patient without doing the
COVID test, and with a small number of symptoms or risk factors, we can reason about his
observations to help for diagnosis. In addition to these advantages, Multi-Entity Bayesian
Networks are more expressive than classical BNs because they integrate first-order logic
with Bayesian probability and are more flexible in terms of inferences.

Among the limits of classical ontologies is the inability to reason under uncertainty,
which leads us to build a probabilistic ontology to represent the knowledge base and the
treatment of uncertainty provided by MEBN.
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The remainder of this paper is organized as follows: Section 2 explores the back-
ground knowledge. Section 3 describes the related works, it presents a comprehensive re-
view of related studies on COVID-19. Section 4 is devoted to the proposal of probabilistic
ontology. An experiment and an evaluation were conducted to validate the proposed ap-
proach presented in Section 5. We draw conclusions and discuss future work in Section
6.

2. Background

2.1. Uncertain ontological knowledge

The Uncertainty Reasoning for the World Wide Web Incubator Group (URW3-XG) 2 of
World Wide Web Consortium (W3C) 3 in his last report declares that Uncertainty is an
intrinsic feature of many of the required tasks, and a full realization of the World Wide
Web as a source of processable data and services demands formalisms capable of repre-
senting and reasoning under uncertainty. Although it is possible to use semantic markup
languages such as OWL to represent qualitative and quantitative information about un-
certainty, there is no established foundation for doing so. Therefore, each developer must
come up with his/her own set of constructs for representing uncertainty. This is a major
liability in an environment so dependent on interoperability among systems and applica-
tions.

The URW3-XG propose a high-level ontology to present various types of uncertainty:
ambiguity, empirical, randomness, vagueness, inconsistency and incompleteness.

The new pandemic typically poses a challenge to data analytics, considering its lim-
ited information and the geographical and temporal evolution of the recent epidemic.
Therefore, an accurate model for predicting the future behavior of a pandemic becomes
challenging due to uncertainty [20]. In this context, we are interested in creating a proba-
bilistic ontology to deal with this uncertainty.

2.2. Bayesian Networks

One of the most promising approaches to deal with uncertainty is Bayesian Networks
(BN) [40]. A Bayesian Network N is a triplet (V,A,P), where:

– V is a set of variables,
– A is a set of arcs, which together with V constitutes a direct acyclic graph G=(V,A),
– P is a set of conditional probabilities of all variables given their respective parents.

The joint distribution for a BN is equal to the product of P(node/parents(node)) for all
nodes. Bayesian networks are powerful models that compactly represent the joint proba-
bility distribution defined by the set of variables under study [12].

2 https://www.w3.org/2005/Incubator/urw3/group/draftReport.html
3 https://www.w3.org

 https://www.w3.org/2005/Incubator/urw3/group/draftReport.html
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2.3. Multi-Entity Bayesian Networks (MEBN)

Multi-Entity Bayesian Networks [31] integrate first-order logic with Bayesian probabil-
ity. MEBN logic expresses probabilistic knowledge as a collection of MEBN fragments
(MFrags) organized into MEBN Theories (MTheories). Formally, an MFrag F is defined
as :

F = (C, I,R,G,D) Where

– C is a finite set of values a context can take form as a value.
– I is a set of input random variables
– R is a finite set of resident random variables
– G is a directed acyclic graph representing the dependency between input random

variables and resident random variables conditional on context random variables in
one-to-one correspondence.

– D is a set of local conditional probability distributions where each member of R has
its own conditional probability distribution in set D.

– Sets C , I , and R are pairwise disjoint

2.4. Probabilistic Ontology PR-OWL

PR-OWL was developed as an extension enabling OWL ontologies to represent complex
Bayesian probabilistic models. From [39], a probabilistic ontology is an explicit, formal
knowledge representation that expresses knowledge about a domain of application. This
includes:

– Types of entities that exist in the domain;
– Properties of those entities;
– Relationships among entities;
– Processes and events that happen with those entities;
– Statistical regularities that characterize the domain;
– Inconclusive, ambiguous, incomplete, unreliable, and dissonant knowledge related to

entities of the domain; and
– Uncertainty about all the above forms of knowledge; where the term entity refers to

any concept (real or fictitious, concrete or abstract) that can be described and reasoned
about within the domain of application.

2.5. Reasoning under uncertainty

The term ”uncertainty reasoning” is meant to denote the full range of methods designed
for representing and reasoning with knowledge when Boolean truth values are unknown,
unknowable, or inapplicable. Commonly applied approaches to uncertainty reasoning in-
clude probability theory, fuzzy logic, subjective logic, Dempster-Shafer theory, and nu-
merous other methodologies [13].

In the context of probabilistic reasoning using Bayesian networks, these networks are
primarily used for performing probabilistic inference, which involves generating proba-
bilistic statements regarding the variables depicted within the network.
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Two types of inference can be performed on a Bayesian network: exact and approxi-
mate. Exact inference leverages the conditional independences within the network to cal-
culate an exact posterior probability for each inference. Examples of algorithms that fall
under exact inference include Bucket Elimination [4], Message Passing [40], and Junc-
tion Tree [28]. On the other hand, approximate methods such as Markov Chain Monte
Carlo and variational methods are used for the second category. We refer to algorithms
such as Likelihood Weighting [21], Backward Sampling [22], and Self Importance [48],
which estimate probabilities by drawing from the set of possible combinations of network
variables’ states multiple times.

In MEBN, the process of inference is done by constructing Situation Specific Bayesian
Network (SSBN) [14], which is a Bayesian network constructed by creating and combin-
ing instances of the MFrags in the MTheory. When each MFrag is instantiated, instances
of its random variables are created to represent known background information, observed
evidence, and queries of interest to the decision maker. The process of inference starts
with a generative MTheory, adds a set of finding MFrags representing problem-specific
information, and specifies the target nodes for our query. The process of MEBN infer-
ence [14] consists of:

1. Construct an SSBN, which is constructed by creating and combining instances of the
MFrags in the generative MTheory.

2. When each MFrag is instantiated, instances of its random variables are created to
represent known background information, observed evidence, and queries.

3. Related works

After studying several related works that deal with uncertainty about knowledge in the
medical field, we have classified them into several categories: medical ontology-based
approaches, Bayesian network-based approaches, and probabilistic ontologies-based ap-
proaches.

Various predictive models based on machine learning have been proposed in the lit-
erature to help reduce the load of COVID-19 on healthcare systems, we cite for exam-
ple: [35], [52], [27], [38], [42], [1], [2], [33] and [5], these studies do not deal with un-
certainty, but a few studies use a Bayesian Network model for handling uncertainty and
predicting a diagnosis of COVID-19.

3.1. Bayesian network-based approaches

Bayesian Networks can be useful for decision-makers to make sense of complex informa-
tion using a probabilistic approach.

The authors [18] present a Bayesian network that provides the basis for a practical
CTA (Contact Tracing Apps) solution that does not compromise privacy. Users of the
model can provide personal information about relevant risk factors, symptoms, and recent
social interactions. The model then provides them feedback about the likelihood of the
presence of asymptotic, mild or severe COVID-19.

In the paper [7] the authors propose a Bayesian network to predict the probability of
COVID-19 infection, based on a patient’s profile, the structure and prior probabilities have
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been amalgamated from knowledge. This paper constructs the solution of the Bayesian
network created by [18] and the work by [43] for predicting COVID-19 status coupled
with eventual prognoses. The network takes an input of observable symptoms and risk
factors to produce a personalized probability score for disease status.

In [34], the authors use a Bayesian Network model to estimate the COVID-19 in-
fection prevalence rate (IPR) and infection fatality rate (IFR) for different countries and
regions, where relevant data are available. This combines multiple sources of data in a
single model.

Terwangne et al. [51] developed a model named COVID-19 EPI-SCORE to predict the
severity classification of patients hospitalized with COVID-19. The purpose of the study
is to assess the COVID-19 severity classification. In this approach, Bayesian network
analysis was used to build the model for predicting the accuracy of severity classification.

3.2. Ontologies-based approaches

This section provides a review of recent articles that have discussed the significant contri-
butions using ontologies-based approaches.

In [37], the author proposed an approach adopted in their study that employs the use of
an improved Case-Based Reasoning (CBR) model for reasoning tasks in the classification
of suspected cases of COVID-19. Knowledge representation in the proposed framework
was achieved using an ontology-based knowledge formalization technique.

In [47] the authors developed an ontology representing major novel coronavirus (SARS-
CoV-2) entities, Ontology has a strong scope on chemical entities suited for drug repur-
posing. COVID-19 Ontology is used to attain the semantic interoperability and mapping
between various entities and relationships in the COVID Knowledge SuperGraph.

The paper [6] discusses the advantages of using ontologies for describing and model-
ing psychological research questions. The authors use and apply CCOnto as a theoretical
and formal description system to categorize psychological factors that influence student
behavior during the COVID-19 situation.

In [29] the proposed solution is to design a COVID-19 ontology model, as well as
an alert system combining vital sign parameters and symptom parameters, to identify
suspected early cases of chronic obstructive pulmonary disease patients with COVID-19.

Furthermore, [25] presented the Coronavirus Infectious Disease Ontology (CIDO)
which is a community-based ontology for coronavirus disease knowledge and data inte-
gration, sharing, and analysis within the field of informatics.

In [32] the authors proposed a project nominated “Ontological and bio-informatics
analysis of anti-coronavirus drugs and their implication for three drug re-purposing against
COVID-19”. The authors fixed that their ontology-based bio-informatics strategy lead to
drug prediction for COVID-19.

3.3. Probabilistic Ontology-based approaches

Various approaches have been made to represent uncertainty in ontology; one of them is
the probabilistic ontology based on the Bayesian network.

One of the reasons that make the research in ontology languages focusing on deter-
ministic approaches has limited expressiveness of knowledge uncertainty [44]. There is
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current research based on extending OWL and combined with Bayesian networks, so, it
can represent uncertain knowledge, and especially, probabilistic information [17].

Until today, there is no standard language for representing probabilistic ontologies,
the W3C consortium recommends using BNs for semantic web uncertainty processing4.
There are some contributions that have been proposed in the literature to deal with uncer-
tain knowledge in ontologies, we cite some examples:

– BayesOWL [15]: the authors propose a framework to model uncertainty in seman-
tic web ontologies based on Bayesian networks, it is a probabilistic generalization
of OWLlanguage. It provides a set of rules for the direct translation of OWL ontol-
ogy into a Bayesian network, it also provides a method for incorporating probability
constraints while constructing a Bayesian network.

– OntoBayes: Yang and Calmet [53] present an integration of the web ontology lan-
guage OWL with Bayesian networks, called OntoBayes. This model makes use of
probability and dependency-annotated OWL to represent uncertain information in
BN structures

– In [19], the author proposed an ontology-based approach for constructing Bayesian
networks, the proposed approach supports the construction of the structure of Bayesian
networks and the conditional probabilistic tables of nodes of BN. This method enables
the modification of Bayesian networks based on existing ontologies.

– In [26] a new methodology has been presented for using causal knowledge to extend
and improve a standard hierarchical medical ontology. The structure of the variables
and the symptoms of patients is obtained based on the medical dictionary of the ter-
minology of regulatory activities (Medical Dictionary for Regulatory Activities Ter-
minology.

Among the most important contribution of probabilistic ontologies language is a PR-
OWL. PR-OWL is an upper ontology written in the Web Ontology Language (OWL)
that provides constructs for representing probabilistic ontologies based on Multi-Entity
Bayesian Networks [31]. Improvements in OWL compatibility in the second release of
PR-OWL enable ontology designers to express uncertainty associated with an existing
OWL ontology [10].

PR-OWL 2 has also been adopted by other domains such as maritime [30] and fraud
detection in Brazil [9].

3.4. Analysis

– The medical field, in general, is full of uncertain knowledge, especially the COVID-
19 diagnosis, despite the success of ontologies, classical ontologies have been widely
used to model and represent data and reasoning with the knowledge of COVID-19,
like the approaches [6], [25] and [32], however, classical ontologies do not provide
adequate support to deal with uncertain knowledge. This is because classical on-
tologies are based on Boolean logic which does not allow representing uncertain
data. So, After studying existing works, we find that works using classical ontolo-
gies ( [50], [37], [47], [25], [6], can’t deal with uncertainty and they only have precise
concepts and relationships.

4 https://www.w3.org/2005/Incubator/urw3/group/draftReport.html
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– In the work [29], the reasoning process used by the adaptation COVID-19 is a rule-
based technique. For example, a buccal temperature greater than 38.5 �C and the
patient having a headache is a rule for detection of COVID-19, the problem is that
this rule is deterministic, i.e. all patients with observed temperature and headache
values, must have a positive diagnosis of COVID-19, which is incorrect. The limit of
this reasoning process is not in all of the suspected cases with the observation cited
above, we can deduce the diagnosis. This is caused by the uncertainty of medical
knowledge related to COVID-19 diagnosis, so, we need a formalism for representing
uncertainty like the probabilistic theory using the stochastic rule, for example, if a
patient has a 38.5 �C and he has a headache, we can detect COVID-19 with the
probability of 0.8.

– Several techniques have been proposed to confront the problem of reasoning under
uncertainty using Bayesian Networks [18], [7], [18], [43], [34], [51]. BNs are a well-
established technique for dealing with uncertainty, they exploit probabilistic reason-
ing to provide information about causal relationships for a set of variables modeling
a given domain. They are credible for decision support.

– PR-OWL is the most expressive language for representing uncertain knowledge, and
probabilistic ontology compared to other existing approaches. The meta-model of
PR-OWL is based on multi-entity Bayesian networks (MEBNs) that combine the
expressivity of first-order logic with Bayesian probability theory, for this, we opt for
PR-OWL for modeling COVID-19 probabilistic ontology.

– From our study on ontologies dealing with medical diagnosis, it was found that there
are no probabilistic ontologies proposed for medical diagnosis, and also there is no
probabilistic ontology for COVID-19 diagnosis.

4. Proposed modeling

In this paper, we have constructed a probabilistic ontology, which combines the notion
of classical ontology for representing the knowledge base, and Bayesian Multi-Entity
Networks for treatment and reasoning under uncertainty. Probabilistic ontologies based
on Bayesian Networks make it possible to describe uncertain knowledge in a reasoned
and structured way and to model uncertainty by probability distributions and causal links.

In fact, a classic ontology can’t express uncertain knowledge because it is based on
deterministic logic. Moreover, a probabilistic ontology is equipped with a mechanism of
probabilistic reasoning based on the Multi-Entity Bayesian Network (MEBN) inference
engine.

A MEBN has several advantages over standard Bayesian networks:

1. MEBN offers a very high level of expressiveness based on first-order logic to better
represent the real world and perceived reality.

2. MEBN represents a simple formalism for quick and effective modeling especially
when it comes to a problem that contains a lot of repetitive knowledge structures.

3. MEBN offers highly flexible inference mechanisms based on the generation of Situ-
ation Specific Bayesian Networks (SSBNs)

4. Modularity, MFrags can be easily added or removed from the modeled system with-
out any loss in the structural coherence of the network.
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We first discuss the various forms of uncertainty addressed in this paper before intro-
ducing our ontology.

4.1. The uncertainty types

The uncertainty types tackled in this paper are incompleteness and randomness, defined
in the high-level ontology proposed by the Uncertainty Reasoning for the World Wide
Web Incubator Group of the World Wide Web Consortium. They are defined as follows:

1. Randomness - the award is an instance of a class for which a statistical law governs
whether instances are satisfied.
We give an example of this uncertainty type in relation to our case study: For the
diagnosis of COVID-19, it is difficult to predict it because there isn’t an exact law
that determines in a certain way the diagnosis from a set of symptoms, so we can’t
say for example, if the patient has a cough, fever, and headache, then, sure and certain
that he is affected with the diagnosis, but there is uncertainty in the influence of these
symptoms on the diagnosis, which induces us to use probability theory to model this
randomness.

2. Incompleteness - information about the world is incomplete, it can take the form of
missing information [23]. So, in our case study, with only a subset of symptoms and
factors, the system can reason on the diagnosis, using probability distributions.

In the rest of this section, we propose a probabilistic ontology for COVID-19 di-
agnosis. Figure 1 shows our proposed process for predicting COVID-19 diagnosis, this
process starts with constructing the probabilistic ontology, which is divided into three
steps, constructing entities, rules, and the probabilistic components, then the reasoning
of the diagnosis using the proposed ontology, based on probabilistic inference offered by
Multi-Entity Bayesian Network. The details of these steps are presented in the following
sections.

Fig. 1. Proposed modeling for aided diagnosis of COVID-19 based probabilistic ontology
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The primary concern with the research on COVID-19 is the barrier prompted by the
lack of adequate COVID-19 clinical data [11]. So, the first step to developing a proba-
bilistic ontology is to collect anonymous data to use in the learning step.

The construction process of probabilistic ontology is described in the following major
steps:

4.2. Collecting data for constructing COVID-19 dataset

It is worth emphasizing the significant problems facing any researcher with objectives
like ours. There is a severe lack of transparency and important datasets are inaccessible.
Diagnosing the COVID-19 pandemic is a multidisciplinary effort that requires significant
data.

Data and their analytics are crucial components of such decision-making activities,
one of the most difficult aspects is collected of accurate and detailed clinical data, even if
these data have an imperfection.

We collected anonymous clinical data, and we analyzed it with expert domain, to
facilitate better clinical decisions and treatment. Our dataset is made up of 300 real cases
from patients in a hospital. This dataset contains anonymized medical data from patients
that were tested for COVID-19. The important features of the data consist of symptoms
and clinical signs of patients, risk factors, a set of radiological test results, and blood tests.
The lack of such a dataset prompted us to build it ourselves.

The dataset includes patients that have been diagnosed positively with COVID-19 and
those that have a negative diagnosis. Therefore both positive and negative diagnostic cases
are present in the dataset. This latter is divided into two parts, one part is used for learning
Bayesian Network parameters, which represents 80% of the dataset. The the remaining
part is used for model testing.

Following discussions with the domain expert, we have identified the key clinical
symptoms that are important for detecting COVID-19. These symptoms include Fever,
Asthenia, Shortness of breath, Diarrhea, Dry cough, and Headache.

– Biological symptoms are:
• Blood urea,
• Creatinine,
• Blood Sugar,
• D Dimers: is a fibrin degradation product, a small protein fragment present in the

blood after a blood clot is degraded by fibrinolysis.
• WBC: The normal level of lymphocytes on the complete blood count
• HGB: Blood Hemoglobin (HB) is the amount of hemoglobin in 100 ml of blood
• SpO2: Blood saturation, it estimates a patient’s condition.
• IGM/IGG: Are immunoglobulins produced by the immune system to provide

protection against SARS-CoV-2. Anti-SARS-CoV-2 IgM and IgG can therefore
be detected in samples from affected patients.

• CRP: The dosage of protein C.
• I.N.R/TP: I.N.R is an indicator of blood coagulation. TP is the prothrombin level

is a biological test that evaluates the effectiveness of blood clotting in the body.
– Radiological symptom is a TDM, is an imaging test that scans an area of the body,

such as the lungs and takes cross-sectional images of the area using a beam.
– Risk factors are Renal failure, Cardiovascular history, Diabetes, High blood pressure,

Morbid obesity, and Chronic lung disease.
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4.3. Constructing the probabilistic ontology of COVID-19

In this section, we present the development of the COVID-19 probabilistic ontology.
While there is robust literature on ontology engineering and knowledge engineering for
Bayesian Networks, the literature contains little guidance on how to model a probabilistic
ontology. To fill the gap, Carvalho [10] proposed the Uncertainty modeling Process for
Semantic Technologies, which describes the main tasks involved in creating probabilistic
ontologies.

The First step in this model is to define the entities, attributes, and relationships
by looking at the set of goals defined. After establishing the entities, their attributes, and
relationships, we can proceed to specify the rules governing our Probabilistic Ontology
(PO). Subsequently, we can create the probabilistic components by defining the groups
and their elements. These components will aid in the implementation of the PO. In this
step we define the Multi-Entity Bayesian Network, this network is composed of an MThe-
ory and several MFrags, each MFrag contains the nodes and the corresponding probability
distributions.

1. Entities and properties of COVID Ontology: After the data collection process, and
after several discussions with the domain expert, we determined the domain entities with
their properties, to model the entities of COVID-19 ontology, figure 2 shows the entities
and attributes of COVID Ontology, it contains five classes.

Fig. 2. Entities, attributes and relationships of COVID Ontology
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The entities are presented in figure 2, which contains the following five classes.

– Patient class with the properties age and sex.
– Symptom class: with the properties Fever, Asthenia, Diarrhea, Blood urea, Headache,

Creatinine, Blood Sugar, TDM, Shortness of breath, D Dimers, SpO2, Dry cough,
and CRP.

– Risk factors class: with the properties: Renal failure, Cardiovascular history, dia-
betes, High blood pressure, Morbid obesity, and Chronic lung disease.

– Cardio class: with the properties TP and INR.
– Serology class: with the properties IGG, and IGM.
– FNS class: with the properties HGB and WBC.

2. Rules: Generally, probabilistic rules are initially described using qualitative proba-
bility statements. The implementation of a probabilistic ontology requires specifying nu-
merical probabilities and stochastic rules. Probability values can be obtained from domain
experts or calculated from observation.

To determine stochastic rules, we propose to create a classical Bayesian Network
structure, where all variables and dependencies must be linked, according to the causal
relationship between the nodes, to extract the probability values. Then, we applied Ex-
pectation Maximisation (EM) for automatic learning parameters.

The stochastic rules are defined according to causal links between the nodes of the
Bayesian network, taking into consideration the values of the probability distribution.

We present an example of stochastic rule between two nodes: TP which can take two
values low and normal and Cardiovascular history, which can take two values true and
false, on a patient P.

Declaration of a rule on TP node:

i f any P have ( C a r d i o v a s c u l a r H i s t o r y = f a l s e ) [
low = 0 . 0 5 ,
normal = 0 . 9 5

] e l s e [
i f any P have ( C a r d i o v a s c u l a r H i s t o r y = t r u e ) [
low = 0 . 8 2 ,
normal = 0 . 1 8
] e l s e [

low = 0 . 5 ,
normal = 0 . 5

]

3. Probabilistic components of COVID Ontology: The probabilistic COVID ontology
aims to predict whether a patient is touched by COVID-19 or not, based on a set of ev-
idence which represents symptoms and risk factors. Its construction pass through two
steps.

In the first step, we design the different components of probabilistic COVID ontology
PR-OWL2, which is based on a Multi-Entity Bayesian Network.

The MEBN language represents knowledge as a collection of MEBN Fragments (MFrags),
which are organized into MEBN Theories (MTheories). An MFrag represents a repeatable
pattern of knowledge that may apply to multiple domain entities. An MFrag consists of
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Random Variables (RVs), a fragment graph whose nodes represent RVs, and Local Prob-
ability Distributions (LPDs) of some of these RVs. The repeated structure is represented
by allowing RVs to have arguments that can be filled in with domain entities. These argu-
ments are called ordinary variables to distinguish them from random variables. MFrags
may have three kinds of nodes.

For constructing the MEBN, we define all components of MTheory and the set of
MFrags of this MTheory. Creating the MFrags is done by defining the nodes, resident
nodes, context nodes, and input nodes. Figure 3 shows the MFrags of COVID Ontology.

Fig. 3. MFrags of COVID Ontology

COVID probabilistic ontology presented in figure 3 contains 7 MFrags defined as
follows:

– Patient MFrag contains the different attributes of the patient: age and sex, which are
defined as resident nodes.

– Risk-factors MFrag contains the different risk factors for COVID-19 disease, it is
defined by the resident nodes Chronic lung disease, Renal failure, High blood pres-
sure and Morbid obesity which influence Diabetes node, this node is influenced also
by input nodes Blood sugar and Age.

– Serology MFrag contains the different attributes of Serology: IGG and IGM, which
are defined as resident nodes.

– Cardio MFrag contains the different attributes of Cardio: TP and INR, which are
defined as resident nodes, and influenced by input node Cardiovascular history.
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– The FNS MFrag contains the different attributes of FNS: WBC and HGB, which are
defined as resident nodes. HGB is influenced by input node Sex.

– Symptom MFrag contains the different symptoms of Diarrhea, Asthenia, TDM,
Blood sugar, CRP, Headache, and Shortness of breath which are influenced par Dy
cough and SpO2. This later is influenced by input nodes HGB and Chronic lung dis-
ease. In this MFrag we define the Creatinine node influenced by input node renal
failure and sex.

– Diagnosis MFrag with is represented by the input nodes IGG, IGM, INR, Blood
urea, TP, Creatinine, TDM, Diarrhea, CRP, Shortness of breath, D Dimers, Headache,
Asthenia and Fever.

In the second step, we define the LPD of each node based on statistical study applied
to collected data of COVID-19 anonymous patients. So, to complete the probabilistic
ontology we add the stochastic rules between the random variables which be used in the
reasoning process, but before this task, we compute the conditional probabilities between
the variables, so that we can define a pseudo (called LPD) code for each variable.

All the components of the Multi-Entity Bayesian Network presented by the different
MFrags with its nodes showing in Figure 3 are represented in the PR-OWL probabilistic
ontology, we present a fragment that represents the PR-OWL code of the Asthenia node
using the PR-OWL language.

<NamedIn d iv idua l
r d f : a b o u t =” f i l e : / unbbayes − 4 . 2 2 . 1 8 / COVID . owl# A s t h e n i a 1”>

<r d f : t y p e r d f : r e s o u r c e =”&pr −owl2 ; O r d i n a r y V a r i a b l e A r g u m e n t ”/>
<pr −owl2 : hasArgumentNumber r d f : d a t a t y p e =”&xsd ; i n t e g e r ”>
1
</pr −owl2 : hasArgumentNumber>

<pr −owl2 : i sArgumentOf
r d f : r e s o u r c e = ” f i l e : / unbbayes − 4 . 2 2 . 1 8 / COVID . owl #MEXPRESSION Asthenia”/>
<pr −owl2 : typeOfArgument
r d f : r e s o u r c e = ” f i l e : / unbbayes − 4 . 2 2 . 1 8 / COVID . owl#symptom MFrag . p”/>

</NamedInd iv idua l>

<!−− f i l e : / unbbayes − 4 . 2 2 . 1 8 / COVID . owl# A s t h e n i a T a b l e −−>
<NamedIn d iv idua l r d f : a b o u t =

” f i l e : / unbbayes − 4 . 2 2 . 1 8 / COVID . owl# A s t h e n i a T a b l e”>
<r d f : t y p e r d f : r e s o u r c e =”&pr −owl2 ; D e c l a r a t i v e D i s t r i b u t i o n ”/>
<pr −owl2 : h a s D e c l a r a t i o n r d f : d a t a t y p e =”&xsd ; s t r i n g ”>
[ f a l s e = 0 . 8 9 ,

t r u e =0 .11
]
</pr −owl2 : h a s D e c l a r a t i o n>

</NamedInd iv idua l>

4.4. Probabilistic inference using a probabilistic ontology of COVID-19

When a query is submitted, we use the proposed reasoning in MEBN, consisting construct
a BN to answer the query, this process is called SSBN construction. Reasoning in MEBN
consists of the generation of a Situation-Specific Bayesian Network (SSBN), a minimal
Bayesian network sufficient to solve a set of target nodes for which it is necessary to
calculate the probability.

The reasoning process for predicting COVID-19 diagnosis is realized by generating
an SSBN for each patient, the set of nodes in SSBN represents a set of evidence of a
patient, which represents the different values of symptoms and risk factors.
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To construct the SSBN for each query of a patient, the process of reasoning is an itera-
tive bottom-up process on the MFrags having a prior knowledge base of prior probability
distribution across the resident random variables. This algorithm involves d-separation
and inferring an intermediate Bayesian Network obtained from the set of Resident ran-
dom variables for every iteration until the iterations are terminated.

The output of this process is an SSBN, which is a minimal Bayesian Network suffi-
cient to obtain the posterior distribution for a set of instances of target random variables,
given a set of occurrences of random variables. A standard Bayesian network inference
algorithm is applied to SSBN.

The algorithm used for Bayesian inference is the junction tree algorithm; it propagates
evidence through the whole structure of BN. Junction tree inference is used to perform ef-
ficient probabilistic inference in Bayesian networks. It involves transforming the network
into a junction tree, where each node represents a cluster of related variables and joint
probability distributions over those variables. The tree is constructed as a set of maximal
cliques, and messages containing information about the joint probability distributions are
passed between nodes to perform inference.

Finally, the answer to the query is obtained by inspecting the posterior probabilities
of the target nodes.

In order to illustrate the mechanism of the inference in our system, let’s suppose that
we have a patient named “p2”, with a set of evidences.

The SSBN generated for the query IsTouchedBy (p2) is shown in figure 4. For “p2”
with a set of its evidences, we can see in the SSBN that there is a chance of 56, 25% that
p2 is not suffering from COVID-19.

Fig. 4. The generated SSBN from evidences of p2

5. Experimentation

We have constructed our COVID-19 probabilistic ontology, to apply probabilistic in-
ference for the diagnosis task, it is represented by PR-OWL language using the tool
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UnbBayes1. UnBBayes is a probabilistic network framework written in Java, it has a
graphical interface.

In this section, we present the performance of our proposed modeling, tested on 20%
of the dataset dedicated to model testing. We have used metrics are accuracy, precision,
recall, and F1-score.

– Accuracy is the probability that the test will provide correct results, that is, be pos-
itive in sick patients and negative in healthy patients, it is the probability of the true
positives and true negatives.

– Precision is the rate of the positive predictions that are actually positive.
– Recall it is the rate of true positives and indicates the classifier’s ability to detect

people with COVID-19 correctly.
– F1-score can be used as a single measure of performance of the test for the positive

class. The F1-score is the harmonic mean of precision and recall.

This metric mainly is very applicable to cases of diagnosis in medicine since it allows for
increased confidence and acceptability of results, an illustration of these parameters on
our probabilistic ontology inference can be found in Table 1.

Table 1. Evaluation measures of our COVID-19 diagnosis model using ML metrics

Measures Values
Precision 0.95
Recall 1
F1-score 0.97
Accuracy 0.97

The diagnosis accuracy metric was used to evaluate the ability of a diagnostic COVID
to correctly identify by the probabilistic inference. In the medical world, the use of sen-
sitivity, specificity, Positive predictive value (PPV), and Negative Predictive Value (NPV)
metrics are more frequent, than other metrics.

– Specificity metric is the capacity of classifying healthy patients as negatives. It is the
rate of true negatives.

– Sensitivity metric can be calculated in the same way as recall. it measures the ability
to give a positive result when a hypothesis is verified, it refers to the ability to detect
a maximum number of patients.

– Positive Predictive Value (PPV) It is the ratio of patients truly diagnosed as posi-
tive to all those who had positive test results (including healthy subjects who were
incorrectly diagnosed as patients).

– Negative Predictive Value (NPV) It is the ratio of subjects truly diagnosed as nega-
tive to all those who had negative test results.

This metric mainly is very applicable to cases of diagnosis in medicine since it allows for
increased confidence and acceptability of results, an illustration of these parameters on
our probabilistic ontology inference can be found in Table 2.

1 https://sourceforge.net/projects/unbbayes

 https://sourceforge.net/projects/unbbayes
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Table 2. Evaluation measures of our COVID-19 diagnosis model using Diagnostic test
evaluation

Measures Values
Specificity 94.12%
Sensitivity 100%
Positive Predictive Value 95.92%
Negative Predictive Value 100.00%

Discussion: According to the presented results in Table 1 and Table 2:

– We note a high-specificity value in our system, which means it will correctly rule out
almost everyone who doesn’t have the disease and won’t generate many false-positive
results. The specificity value with 94% will correctly return a negative result for 94%
of people who don’t have the disease but will return a positive result (a false-positive
for 6% of the people who don’t have the disease and should have tested negative.

– Sensitivity measures how often a test correctly generates a positive result for people
who have the condition that’s being tested for (also known as the “true positive”
rate). The Sensitivity value in our system is 100%, so, it will flag everyone who has
the disease and not generate false-negative results. Therefore, it will correctly return a
positive result for 100% of people who have the disease, but it won’t return a negative
result for the people who have the disease (the false Negative value is 0%).

– The PPV is the probability that the disease is present when the test is positive, in our
system, we have a 95.92% value of PPV, which is a high value that indicates that a
positive test result is likely correct, in 5% of healthy subjects who were incorrectly
diagnosed as patients.

– NPV is the probability that the disease is not present when the test is negative, in our
system we have a 100% value of NPV, so all subjects who were diagnosed as healthy
are healthy subjects, and there are no patients who were incorrectly diagnosed as
healthy.

– We can conclude that using the reasoning-based probabilistic ontology increases the
prediction quality in terms of precision, recall, accuracy and F1-Score and handle the
uncertainty related to the diagnosis of COVID-19. So, our system gives very good
performance values, applied to the dataset instances used for the test.

A comparative analysis of the performance of our proposed approach was carried
out with the machine learning methods: Logistic regression (LG), Support Vector Classi-
fier(SVC), Decision tree (DT), Random Forest (RF), Gaussian Naive Bayes (GNB), and
our model of Probabilistic Ontology (PO). The results of the performed evaluation are
summarized in Table 3.

From Table 3, we can note that the experimental results for various machine learn-
ing models reveal that they provide less values of evaluation parameters regarding the
probabilistic approach.

The best value of precision (1), is presented using SVC and FR methods, but they
haven’t the best value of recall which is 0.75, which resulted in a 0.83 of F1-Score, how-
ever, GNB and DT presented the best value of recall (1), but, it presented respectively 0.5
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Table 3. Evaluation results using machine learning methods

Measures LR SVC DT RF GNB PO
Precision 1 1 0.75 1 0.5 0.95
Recall 0.75 0.75 1 0.75 1 1
F1-score 0.83 0.83 0.83 0.83 0.66 0.97
Accuracy 0.87 0.87 0.75 0.87 0.5 0.97

and 0.75 for precision value, which decreases its F1-Score measure to 0.5 for GNB and
0.75 for DT. LR presented intermediary values of precision and recall.

The proposed probabilistic model has exhibited promising predictive ability. It can
be seen from Table 3 that the prediction for the probabilistic inference have the highest
precision, recall, F1-Score, and accuracy and are, respectively, about 0.95, 1, 0.97, and
0.97, which signifies that the prediction basing on probabilistic inference is near to the
prediction of the expert domain.

Histogram in Figure 5 outline the evaluation results using the standard evaluation
measures defined in Table 3.

Fig. 5. Histogram of evaluation results

Discussion: The validity of a diagnostic test is evaluated in terms of its ability to detect
subjects with COVID-19 as well as its capacity to exclude subjects without COVID-19.
We can see from Figure 5 that:

– Recall: Our probabilistic ontology presents the best value of recall score (1), it is
among the best learning machine methods which have the same value of recall, the
two methods are: GNB and DT.

– Precision: Regarding precision value, OP achieved a very good value (0.95). It presents
the second-best value after the methods of RH, SVC, and RD.
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– F1-Score: For F1-Score, which combines precision and recall, the proposed modeling
presents a high value (0.97), greater than the learning machine methods.

– Accuracy: For accuracy value, Our modeling based on probabilistic ontology presents
the best value of accuracy (0.97) compared with machine learning methods.

The conducted evaluation of our modeling demonstrates that the probabilistic model
based on Multi-Entity Bayesian Networks using ontology structure has improved the per-
formance of the probabilistic ontology reasoning task, applied to COVID-19 diagnosis,
so, probabilistic knowledge helps in improving tasks like disease prediction and risk prop-
agation.

The current paper demonstrates the great potential of the probabilistic model as Multi-
Entity Bayesian Network in tackling the uncertainty in knowledge for diagnosing COVID-
19 by facilitating complex decision-making and fact interrogation.

6. Conclusion

In the medical field, doctors are regularly called upon to make several decisions; some
of these decisions are taken easily when the diagnosis is easy, the treatment chosen is
effective, and the risks are zero, while in other cases, such as COVID-19, the right decision
to make is not obvious, because it is a new disease, it appeared recently in December 2019.
The information necessary for its diagnosis is filled with uncertainty.

We aim to handle the uncertainty associated with the diagnosis of the new COVID-
19 pandemic. Unlike the commonly known influenza, it came with limited information
and very high uncertainty. Therefore, knowledge regarding the new epidemic needs to be
treated due to the absence of a prior case similar to the recent pandemic. In this work, we
are interested in tackling two types of uncertainty associated with the COVID-19 process:
randomness and incompleteness.

Many studies applied ontology to represent knowledge, Ontologies are used for struc-
turing and sharing knowledge because the common good practice of ontology engineering
hinges on reusing and integrating existing ontologies. With the emergence of the im-
mense quantity of data from various contexts, the need for shareable integration of do-
main knowledge increases. Ontologies are the key element for interoperability. However,
classical ontologies do not have built-in mechanisms for representing or inferring with
uncertain knowledge.

Network is a well-established technique for handling uncertainty within the artificial
intelligence (AI) community. They exploit Bayes’s probabilistic reasoning to provide in-
sights into the causal relationships between the contributors and outcomes of an event.

The objective of this proposal is to predict the diagnosis of COVID-19 using the un-
certainty management techniques in the field of AI, particularly the theory of probability,
and the associated techniques, such as Bayesian networks and probabilistic ontologies.

The aim was to develop a probabilistic ontology for the aided diagnosis of COVID-19
infection in an individual, to take the necessary measures before reaching danger.

This model combines the advantages of classical ontologies for representing the knowl-
edge base, the Multi-Entity Bayesian network for the uncertainty treatment associated
with the prediction process, and the provided probabilistic inference mechanism.

We tested our modeling system on the collected dataset cases, and it gave good results
in terms of precision and recall. The advantage of a Bayesian network is that it can predict
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the diagnosis even in the case of missing values, without requiring some biological tests.
With only a few symptom values, the system can respond to the given observations.

To treat the various symptoms and risk factors associated with COVID-19 variants,
we envisage following the development of these variants, and testing our method on big
data.
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Abstract. During the last couple of years, non-fungible tokens became the most
prominent implementation of blockchain technology apart from cryptocurrencies.
This is mainly due to their recent association with digital art, but the application
of non-fungible tokens has been in the focus of researchers since the appearance
of Blockchain 2.0. It was usually tightly coupled with the research on possible ap-
plications of blockchain technology in some real-life applications, such as land ad-
ministration, healthcare, or supply chain management. Since the initial release of
the Ethereum blockchain in 2015, until 2022, more than 44 million smart contracts
have been created, and out of those that are still active, more than 70% are based
on some prominent templates. In the Ethereum blockchain, the creation of non-
fungible tokens is usually based on Ethereum Request for Comments 721. In this
paper, the authors are proposing the creation of a new standard that would support
fractional ownership of non-fungible tokens. Fractional ownership is necessary so
non-fungible tokens and blockchain technology could be applied to an even wider
number of use cases. This paper also presents an example of a possible implemen-
tation of the newly proposed standard in the Solidity programming language.

Keywords: blockchain, smart contract, non-fungible tokens, NFT, Ethereum, ERC

1. Introduction

In 2009, a white paper titled "Bitcoin: A Peer-to-Peer Electronic Cash System" was pub-
lished and even though it was nowhere directly mentioned by that name, blockchain tech-
nology (BT) was born. BT represents the first implementation of distributed ledger tech-
nology (DLT). DLT is a solution that, instead of a centralized registry, has a unique reg-
istry that is distributed among multiple nodes with decentralized control. These nodes
record, share and synchronize data across the network, making the data secure by reach-
ing a consensus on the content of the registry [39]. The first concrete implementation of
BT is the Bitcoin blockchain, but over the years various DLT platforms have been imple-
mented [12].

⋆ Based on extended abstract titled "Ethereum Request for Comments for Fractional Ownership of Non-
Fungible Tokens" that was presented at XVIII International Symposium - SymOrg2022, Belgrade, Serbia
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In BT, transactions are stored in the chain of blocks. Blocks are added in chronological
order making the possibility of manipulation or forgery highly unlikely [25]. The system
is secured by making data falsification almost impossible because the data is distributed
among a large number of interconnected nodes, the so-called blockchain network. Dis-
tributed data and the fact that there is no single point of failure make the system resilient,
and the fact that the use of the system is public makes it transparent [30]. It is very im-
portant to eliminate or at least minimize the possibility of manipulation or forgery within
the transactions stored in a blockchain. To achieve this, BT relies on a cryptographic hash
function, asymmetric cryptography, and distributed consensus mechanism [55]. The role
of the consensus mechanism in the blockchain network is to make it possible for nodes
to reach an agreement on the single state of the network [2]. The new block is added to
the chain only once nodes perform the same computation, achieving the same result, and
reaching a consensus on that result [21]. Some of the advantages of BT are efficiency,
security, resilience, and transparency. The fact that it is possible to easily monitor and
manage complex data logs with the help of BT makes this solution very effective.

One of the most common classifications divides blockchains into three categories:
public permissionless blockchains, consortium/hybrid/public permissioned blockchains,
and private blockchains [46]. Public blockchains are blockchains where all transactions
are public and anyone can join the network as a node and participate in the process of con-
firmation of transactions[55][35]. In consortium/hybrid/public permissioned blockchains,
transactions are also public, but only a set of predetermined nodes participate in confir-
mations of transactions. Private blockchains are blockchains where only selected nodes
can see and participate in process of confirmations of transactions [28] [45].

The main characteristics of BT are decentralization, persistence, anonymity, and au-
ditability [13][21][35][49][55].

In BT, decentralization is achieved by the possibility for every node to manage and
store transactions. Information about transactions is exchanged between all the nodes on
the network, thus eliminating the need for a trusted third party [49].

Blocks are added onto a chain by having the content of the previous block, through
its hash value, participating in the content of the next block. In that way, each block
in the chain participates in the content of its successor block. This implies that in case
the content of a previous block, which is already a part of a blockchain, is changed, it
would invalidate all the following blocks [13]. In this way, persistency of the transactions
recorded within the blockchain is achieved. The new transactions can be added to the
blockchain while the possibility of deleting or updating previously registered transactions
is highly unlikely [35].

Anonymity is a characteristic of public permissionless and partly of consortium/hy-
brid/public permissioned blockchains. In these blockchains interested parties could par-
ticipate as clients by exchanging assets, or even as a node in a public permissionless
blockchain, without the need to expose their identity, thus preserving their anonymity.

In [31], Bitcoin is described as a peer-to-peer distributed timestamp server, meaning
that all transactions that happen on the blockchain are timestamped. As each transaction is
timestamped and since forgery is highly unlikely, as previously mentioned, an interested
party can search the blockchain for any previous transactions, thus making the blockchain
auditable [13][55].
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All mentioned advantages and characteristics related to BT are applicable to smart
contracts, too. The term smart contract was mentioned for the first time in 1996 and it
was defined as a "set of promises, specified in digital form, including protocols within
which the parties perform on these promises" [43]. The idea was based on the possibility
for contract clauses to be implemented either through hardware or software in a way that
any breach of contract would cause significant expense for a breaching party [43]. In
BT, a smart contract is a computer program that is deployed on the blockchain network
and that is governed by the same rules that govern transactions [42]. They could be used
to automatically verify and execute contract clauses once predetermined conditions have
been met [17].

The most common way of representing real-life assets in smart contracts is through
tokens, and in the Ethereum blockchain, tokens are usually created in accordance with
ERC-20 and ERC-721 standards. ERC-20 token standard represents an interface that will
allow the creation of fungible tokens that can be used by other applications, such as wal-
lets and exchanges. Fungible tokens are used for representing interchangeable assets, for
example for the creation of new cryptocurrencies. ERC-721 non-fungible token standard
represents an interface that will allow the creation of non-fungible tokens (NFT) that can
be used in the same manner as ERC-20 tokens but are used to represent unique assets,
that can not be interchanged, such as artwork or real-estate. Although these two standards
can cover a wide range of use cases, there is a significant number of use cases that can
not be fully supported by either of these tokens and those are mainly related to fractional
ownership of non-fungible tokens. For example, in previously mentioned applications of
land administration and supply chain management, it would surely be necessary for smart
contracts to support fractional ownership and use cases in which:

– multiple entities could share ownership of an item,
– entities might have different shares in the ownership, and
– entities having a share of ownership could transfer less than their share of ownership

to another entity.

The lack of an adequate standard for supporting fractional ownership of NFTs leads to
the creation of smart contracts with different sets of application programming interfaces
(APIs). This means that any application that needs to communicate with such a smart
contract would need to be tailored to that specific set of APIs. This could especially be
problematic if an application needs to communicate with a large number of non-standard
smart contracts because it would need to be tailored to each of those smart contracts’
specific set of APIs. This represents a major issue and this paper proposes a solution for
it.

The solution for this issue is proposed in this paper in a form of a new ERC that will
be built upon existing ERC-721 standards and that will propose a solution for the problem
of fractional asset ownership and its sharing. Furthermore, the proposed solution defines
a standard set of APIs that would make smart contracts implementing this new standard
easily interoperable with other applications. This ERC will be proposed in a form of a
Unified Modeling Language (UML) class diagram and as a programming interface written
in Solidity programming language. The main contribution of the proposed solution is the
definition of a novel ERC that could be introduced as a new standard to the existing body
of ERC.
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Apart from the Introduction and Conclusion, this paper is organized as follows, in
Section 2 a short literature review is presented. In Section 3 ERC-20 and ERC-721 stan-
dards are presented together with the proposal of the new standard in section 4 and an
example of implementation of the proposed standard in section 5.

2. Literature review

Bitcoin blockchain, now often referred to as Blockchain 1.0 [10][53], was introduced
with the intention of creating of peer-to-peer electronic cash system that would not suffer
from the problem of double spending and will not need a trusted third party to execute
transactions [31]. Bitcoin blockchain had some possibilities of application in fields other
than cryptocurrency, but true advances came with Blockchain 2.0. Blockchain 2.0 is a
term used to represent blockchain that supports smart contracts [34][48]. Smart contracts
are programs executed on the blockchain network and their correctness is enforced by the
consensus mechanism [4][26]. Smart contracts first appeared on blockchain in 2015 with
the Ethereum blockchain network. Ethereum blockchain network was first mentioned in
2014, in a white paper by Vitalik Buterin, where it was announced as a platform for
developing Decentralized Applications (DApps) based on smart contracts [8][27].

Since then, the application of BT in fields other than cryptocurrency has come into
the focus of scientific research. A literature review conducted in 2017, examining Web of
Science, IEEE Xplore, the AIS Electronic Library, ScienceDirect, and SSRN for scholarly
journal articles and conference proceedings, looking for conceptual papers or empirical
analyses on possible application, use, or implications that BT could have on humans, or-
ganizations, and markets, has discovered only 69 papers on these subjects [36]. In 2019,
another literature review paper presented the results of research conducted at the begin-
ning of 2018, has shown a significant increase in the number of published papers on this
subject. In this research, the main source of scientific papers was Scopus, and 245 papers
were identified in fields other than cryptocurrency and finance. Out of those 245 papers,
most were in the field of business and industry with 56 papers in total [11]. Research
conducted in 2021, which included only journal articles on the subject of security, appli-
cation, and challenges in BT, that were indexed in Scopus, IEEE Xplore, Google scholar,
ScienceDirect, SpringerLink, and Web of Science, showed that this trend continues with
335 analyzed papers [24].

Some of the more prominent examples of possible applications of BT in fields other
than cryptocurrency are healthcare [22][29][50], land administration [7][40][42], govern-
ment [19][23][32], IoT [1][3][52] and supply chain management [5][18][37][38].

According to [51], since the genesis block, the first block of the Ethereum blockchain,
over 44 million smart contracts have been deployed on this network. Half of that number
has been destroyed, but from the remaining 22 million, around 70% are created based
on only 15 templates. These data emphasize the importance of these templates, and in the
case of the Ethereum blockchain, templates are usually built in accordance with Ethereum
Request for Comments (ERC). In the Ethereum blockchain ERCs represent one of the
Ethereum Improvement Proposal (EIP) types that are intended for defining application-
level standards and conventions, such as token standards, URI schemes, library/package
formats, and name registries.
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The introduction of smart contracts into BT has opened the possibility for the develop-
ment of DApps and Decentralized Autonomous Organizations (DAOs). As the blockchain
network represents a distributed system, with no central authority, where decisions are
made based on a decentralized consensus mechanism, in the same way, applications that
are executed on blockchain networks are also decentralized and represent a special kind
of software whose execution is not controlled by a single entity [47]. DAO represents a
long-term smart contract for managing certain digital properties that holds all the business
rules for one organization and functions without any human intervention [8][9].

Compared to traditional contracts, the following advantages of smart contracts have
been recognized.

– Reducing risks – due to the manner in which persistence is achieved in BT, once smart
contracts are deployed on a blockchain network, their implementation can not be
changed, furthermore, since all transactions are public and since they are being saved
on all full nodes they can be audited, thus reducing the risk of malicious behavior.

– Reducing administration and service costs – unlike centralized systems, where there
are costs associated with operating trusted third parties, in blockchain networks it is
a consensus mechanism that is tasked with confirming transactions, thus reducing the
associated costs.

– Improving the efficiency of business processes – the possibility to execute contract
clauses automatically, as soon as preconditions are met, can have significant time
reduction compared to that required for the process to be executed by a trusted third
party [54].

According to [45][54] life cycle of a smart contract consist of the following stages:

– Creation – involved parties, in some cases with help of a solicitor or other legal coun-
sel, draft the initial contract. Software engineers convert this contract into a smart
contract. The process of development of smart contracts passes the usual stages of
software development, such as design, implementation, and validation.

– Deployment – in this stage, a smart contract is being deployed on the blockchain net-
work. As previously mentioned, once deployed, a smart contract can not be changed
and if any change is necessary, then a new smart contract must be deployed.

– Execution – once a smart contract has been deployed, contracted clauses are being
monitored. When conditions are met, required functions are executed.

– Completion – once a smart contract has been executed, the state related to all parties
in the contract has been updated and the new state has been saved onto the blockchain
network.

The first application of smart contracts that achieved public prominence during the last
couple of years was NFTs [14]. This prominence came as a result of hype related to digital
collectibles. NFTs represent a tokenized item of value where each token owns a unique set
of characteristics [33]. In some cases, those tokens can be a part of the same "universe"
and still have different values, such as is the case with virtual collectibles Bored Ape
Yacht Club, CryptoPunks, and Mutant Ape Yacht Club, or could represent unique digital
artwork such as The Merge, The First 5000 Days, and Clock that were sold for almost
92m, 70m, and 53m dollars respectively [20]. Apart from these more prominent examples,
significant efforts have been put into research related to the application of NFTs in other
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fields, and those fields mainly coincide with the previously mentioned field of interest
for the general application of BT. NFTs are often classified into six different categories:
collectibles, art, metaverse, utility, and others [6]. In some of those categories, having
a standard interface that would enable fractional ownership of NFTs would surely be
beneficial, while in others, especially those related to real-life goods, it’s not just that it
would be beneficial, but in fact, it would be necessary.

This paper is based on extended abstract that was presented at SymOrg 2022 - XVIII
International Symposium [41]. Presented extended abstract gave a short introduction to
the need for a standard that will support fractional ownership of NFTs and provided a
draft version of the necessary function that was used as a foundation of this research. The
draft UML class diagram presented in this extended abstract was extended, elaborated,
and refined for this paper. Based on this new UML class diagram, in this paper, a pro-
gramming interface written in Solidity programming language is presented. Additionally,
the proposed programming interface is accompanied by constraints that an implementa-
tion of this interface must satisfy. An example of such implementation of a smart contract,
that satisfies all the required constraints, also represents an addition to the previously pub-
lished extended abstract.

3. Existing ERC standards

In the Ethereum blockchain network, changes related to core protocol, smart contracts,
and client APIs are made based on the Ethereum Improvement Proposal (EIP). EIP repre-
sents a standard for specifying potential new capabilities and processes on the Ethereum
network. EIPs are divided into several categories, and those categories are:

– Standard track – used for changes that affect almost all segments of the Ethereum
network, such as network protocol changes. At the end of 2022, there were 531 EIPs
in this category.

– Core – improvements that consensus fork in the consensus mechanism. At the end of
2022, there were 197 EIPs in this category.

– Networking – improvements related to the implementation of devp2p Wire Protocol,
RLPx Discovery Protocol and RLPx TCP Transport Protocol. At the end of 2022,
there were 14 EIPs in this category.

– Interface – improvements related to API/remote procedure calls (RPC), standards
related to method naming, and application binary interface (ABI) of smart contracts.
At the end of 2022, there were 46 EIPs in this category.

– ERC – improvements related to standards and conventions at the application level,
such as standards for tokens, name registries, uniform resource identifier (URI) schema,
and library and package formats. At the end of 2022, there were 274 EIPs in this cat-
egory, and out of those 274, 46 were in status final, 9 were in the last call, 24 were in
review, 73 were in status draft, 117 were stagnant, and 5 were withdrawn.

– Meta – improvements related to the processes surrounding the Ethereum network, but
unlike the Standard track, they do not refer to the Ethereum protocol itself. At the end
of 2022, there were 20 EIPs in this category.

– Informational – do not represent improvement suggestions, but provide instructions,
guidelines, or information to the Ethereum community. At the end of 2022, there were
6 EIPs of this type [16].
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Among the 46 ERC standards that are in final status, 7 represent standards related to
tokens:

– ERC-20 Token Standard – defines a standard interface that enables the creation of
new tokens, which will be used by other applications,

– ERC-721 Non-Fungible Token Standard – defines a standard interface for creating
unique (non-fungible) tokens,

– ERC-777 Token Standard – defines the improvement of the ERC-20 Token Standard,
– ERC-1155 Multi Token Standard – defines a standard interface for smart contracts

managed by several different tokens,
– ERC-1363 Payable Token – defines the improvement of the ERC-20 Token Standard,
– ERC-3525 Semi-Fungible Token – defines a standard interface for creating tokens

that will have part of the features described in ERC-20, and part of the features de-
scribed in ERC-721, and

– ERC-4626 Tokenized Vaults – defines an enhancement of the ERC-20 Token Stan-
dard to provide support for the implementation of tokenized Vaults.

Out of those 7 standards, there are only two basic standards for creating tokens on the
Ethereum network, namely ERC-20 and ERC-721, while the remaining five represent
improvements of these standards. ERC-20 and ERC-721 are defined in the form of pro-
gramming interfaces written in the Solidity programming language. In both cases, a set
of APIs is defined that should allow tokens created in accordance with these standards to
be used by various applications, cryptocurrency wallets, and decentralized exchanges. By
implementing either of these two standards, functionality will be implemented that will
enable the transfer of tokens by the owner or another authorized entity [15][44]. Both stan-
dards will be presented in the form of UML class diagrams and their function calls will
be explained. UML class diagram representing the ERC-20 standard is shown in Fig. 1.

Fig. 1. UML class diagram of ERC-20 standard

Functions name(), symbol(), decimals(), and totalSupply() return values representing
a name, symbol, decimal value, and total supply of a created token. These values are
optional, and while they may improve application usability, other interfaces and smart
contracts cannot expect that token name value will exist in every ERC-20 implementation.
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Function balanceOf () returns a number representing the amount of tokens owned by
that address passed as the argument in the function call. Address type in Solidity pro-
gramming language represents a 20-byte value of Ethereum address. Depending on the
function the address type is used to either represent the current or future owner of a token.

Functions transfer() and transferFrom() transfer the amount of tokens specified in the
function call from either function caller or from the address passed as an argument.

Functions approve() and allowance() make it possible for an address to be approved
to transfer a certain amount of tokens on the behalf of the owner.

Transfer() and Approval() events are emitted when corresponding functions are suc-
cessfully executed [44]. Events are abstractions of the Ethereum logging protocol. In the
case of their call, the passed arguments are stored in the transaction log, which is a special
data structure on the blockchain. These logs are linked to the smart contract address and
are permanently stored on the blockchain.

UML diagram representing the ERC-721 standard is shown in Fig. 2.

Fig. 2. UML class diagram of ERC-721 standard

Functions balanceOf () and ownerOf () return the amount of NFTs that an address
owns or the address of a token owner, respectively.

Functions safeTransferFrom() and transferFrom() transfer ownership of a specific to-
ken from a previous owner to a new owner. Declarations of two safeTransferFrom() func-
tions differ in data parameter which could be used to store additional information. Func-
tion transferFrom() does not perform validity checks related to the new owner.

Functions approve(), setApprovalForAll(), getApproved(), and isApprovedForAll() are
providing a possibility for an entity other than the owner to be approved to transfer the
ownership on behalf of the owner and to query information related to those possibilities.

Events Transfer(), Approval(), and ApprovalForAll() are emitted once corresponding
functions are successfully executed.

Based on the described characteristics of ERC-20 and ERC-721, it is clear that neither
of these two standards meets the needs for managing fractional ownership of non-fungible
tokens. Mainly in ERC-20, there is no support for NFTs, while in ERC-721, there are no
APIs that will enable storing data about fractional ownership or transferring less than
full ownership of a token. To achieve this possibility, different solutions have been used
over the years, most commonly creating a combination of two existing standards, but
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having different implementations makes it hard for smart contracts to communicate with
each other because there are no common APIs. Therefore, defining a new standard, with
the intention to provide a common set of APIs for managing fractional ownership of
non-fungible tokens would be beneficiary. The proposed standard is built upon existing
ERC-20 and ERC-721 standards.

4. New ERC standards proposal

UML class diagram representing the proposed standard is shown in Fig. 3.

Fig. 3. UML class diagram of new ERC standard

Function ownersOf(_tokenId: uint256): address[] – unlike the function ownerOf ()
from ERC-721 where function call would return the only owner of a token, in case of the
proposed function ownersOf (), for a token identifier, passed as a _tokenId argument of
type uint256, the function returns the array of data type address representing the addresses
of the owners of the token.

Function tokensOf(_owner: address): uint256[] – this function is based on function
balanceOf () from ERC-721, but instead of providing a count of owned tokens, a call
to proposed tokensOf () function for the owner who is identified by argument passed as
a _owner argument of type address, the function returns the array of data type uint256
representing identifiers of all the tokens that that specific owner owns. In case the function
is called with an argument representing a zero address, an exception should be thrown.

Function shareOf(_owner: address, _tokenId: uint256): uint16 – for the owner that
is identified as _owner argument of data type address, the function will return the share
of ownership as data type uint16, representing the share that that specific owner has in
the token that identified as _tokenId argument of data type uint256 that is passed in the
function call. In case the function is called with an argument representing a zero address,
an exception should be thrown.

Function safeTransferFrom(_from: address, _to: address, _tokenId: uint256,
_share:uint16, _data: bytes): void – Similarly to safeTransferFrom() function ERC-721
this function for the address of the current owner, which is passed as the _from argument,
to the address that is passed as _to argument, the ownership of the token whose identifier
is passed as the _tokenId argument, is being transferred, with additional argument _share,
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representing the share of ownership that is being transferred. The function keeps the addi-
tional parameter _data for the same purpose as is the case in ERC-721. The function does
not return data. An exception should be thrown if the address that calls the function is not
the owner of the token, if the address is not approved for the transfer of ownership of a
specific token, if _tokenId is not a valid identifier if the _to argument is not a valid address
or if transfer share specified in _share argument is bigger than the share the owner has in
the specific token.

Function safeTransfer(_from: address, _to: address, _tokenId: uint256), _share: uint16):
void – the function works as in the previous case with the difference that the function does
not have an input parameter data, and the value data is set to an empty string (””).

Function transferFrom(_from: address, _to: address, _tokenId: uint256, _share: uint16):
void – from the address of the current owner, passed as the _from argument, to the address
passed as the _to argument, ownership of the token whose identifier is passed as _tokenId
is transferred in a share that is specified with argument _share. In this case, the function
is not expected to check whether the address passed as the _to argument is valid, but
the check should be done by the client calling the function. An exception will occur in
the function if the address calling the function is not the owner of the token, if it is not
approved for the transfer of ownership of the specific token, if _tokenId is not a valid iden-
tifier or if transfer share specified in _share argument is bigger than the share the owner
has in the specific token.

Functions approve(), setApprovalForAll(), getApproved(), and isApprovedForAll() de-
clare the same behavior as already presented in ERC-721, so they will not be presented
again.

Event Transfer(_from: address, _to: address, _tokenId: uint256, _share: uint16) –
an event that must be triggered in the case of a transaction and that will broadcast that
ownership has been transferred from the address passed as the _from argument to the
address passed as the _to argument over the token with the identifier passed in the _tokenId
argument in a share passed as _share argument. The requirements set for Transfer() event
in ERC-721 are valid in the case of this newly proposed Transfer() event.

Events Approval() and ApprovalForAll() declare the same behavior as already pre-
sented in ERC-721, so they will not be presented again.

In the following section, a simple implementation of the newly proposed ERC stan-
dard in the Solidity programming language will be presented and discussed.

5. Example of implementation of the proposed ERC standard

In this section, one implementation of the proposed ERC standard, written in the Solidity
programming language, is presented. In Listing 1, the code representing the declaration of
the new programming interface is shown, to be followed by examples of implementations
of declared functions in Listings 2 through 6. Helper functions are presented in Listings 7
through 13, while error definitions are shown in Listing 14. The code is divided into
several listings to make it easier to comment. In the presented listings, three dots replace
the part of the smart contract code that is not relevant to the implementation currently
being presented.

1 // SPDX-License-Identifier: MIT
2 pragma solidity ^0.8.17;
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3
4 interface NewERCProposal {
5 function ownersOf(uint256 _tokenId) external view
6 returns (address[] memory);
7 function tokensOf(address _owner) external view
8 returns (uint256[] memory);
9 function shareOf(address _owner, uint256 _tokenId) external

view
10 returns (uint16);
11 function safeTransferFrom(address _from, address _to,
12 uint256 _tokenId, uint16 _share,
13 bytes memory _data) external;
14 function safeTransferFrom(address _from, address _to,
15 uint256 _tokenId, uint16 _share) external;
16 function transferFrom(address _from, address _to,
17 uint256 _tokenId, uint16 _share) external;
18 function approve(address _approve, uint256 _tokenId) external;
19 function setApprovalForAll(address _owner, address _operator)
20 external;
21 function getApproved(uint256 _tokenId) external view
22 returns (address);
23 function isApprovedForAll(address _owner, address _operator)
24 external view returns (bool);
25
26 event Transfer(address indexed _from, address indexed _to,
27 uint256 indexed _tokenId, uint16 _share);
28 event Approval(address indexed _owner,
29 address indexed _approved,
30 uint256 indexed tokenId);
31 event ApprovalForAll(address indexed _owner,
32 address indexed _operator,
33 bool indexed _approved);
34 }
35 ...

Listing 1. Interface declaration

In Listing 1 the functions are declared using the function reserved word, while events
are declared using the event reserved word. In addition to these reserved words, the fol-
lowing reserved words are also used in the declaration of functions and methods: external,
which represents one of the four function visibility specifiers in Solidity, view, which in-
dicates that the function is not allowed to change the state of the blockchain, memory,
which indicates that the argument passed to the function call will be saved only temporar-
ily, during the execution of the function, and it will be deleted afterward, and indexed,
which is used in events and indicates that arguments marked as indexed will be saved as
a so-called topic and that events can be searched for by these values. In Listing 2, smart
contract and state variables definitions are presented.

35 ...
36 contract FractionalOwnership is NewERCProposal {
37 address creator;
38 uint16 maximumShare;
39 mapping(uint256 => address[]) owners;
40 mapping(address => uint256[]) tokens;
41 mapping(uint256 => mapping(address => uint16)) share;
42 mapping(uint256 => address) approved;
43 mapping(address => address) approvedForAll;
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44
45 constructor(uint16 _maximumShare) {
46 creator = msg.sender;
47 maximumShare = _maximumShare;
48 }
49 ...

Listing 2. Smart contract and state variables definitions

Listing 2 begins with the reserved word contract, followed by the name of the smart
contract FractionalOwnership, and in line 36 it is declared that the smart contract im-
plements the NewERCProposal interface. In listing 2, the following state variables are
declared:

– creator – variable representing the address that was used to deploy the smart contract,
and that will be used in the mint() function that will be presented in Listing 7;

– maximumShare – variable of type uint16 that represents the maximum share in the
ownership of a token. The value should be large enough to cover all the necessary use
cases in the specific application;

– owners – variable of type mapping, mappings in the Solidity programming language
represent the so-called key/value structure and in this case, it represents the relation-
ship between the uint256 value, which represents a token, and an array of address
data type, which represent the owners of the token, is mapped;

– tokens — maps the relationship between the address, which represents the owner,
and a series of uint256 values, which represent tokens over which the address has
ownership shares;

– share — maps the relationship between the uint256 value, which represents the token,
and the mapping that maps the relationship between the address, representing the
owner, and the uint16 value, representing the ownership share;

– approved - maps the relationship between the address, which represents the approved
address for managing a token identified by uint256 value;

– approvedForAll - maps the relationship in which key address grants the rights to value
address to manage all of key address’s tokens.

In addition to state variables, a constructor is declared and implemented in Listing 2. In
smart contracts, the constructor is a function that is called only once, when the smart
contract is placed on the blockchain network. In this particular case, the implementation
of the smart contract is such that in line 46 the smart contract first queries which address
sent the request for its creation and sets that value in the creator state variable and then
in line 47, it sets the passed uint16 argument in the maximumShare state variable. In
Listing 3 implementation of ownersOf () function will be presented.

58 ...
59 function ownersOf(uint256 _tokenId) override external view
60 returns (address[] memory){
61 if(isOwnerZeroAddress(_tokenId)) {
62 revert zeroAddress({
63 _owner: address(0),
64 _message:
65 bytes("Zero address can not be queried.")
66 });



The Proposal of New ERC for Supporting... 1145

67 }
68 return owners[_tokenId];
69 }
70 ...

Listing 3. Example of implementation of ownersOf () function

The reserved word override in the ownersOf () function declaration in Listing 4 indi-
cates that it is an implementation of the function declared in NewERCProposal interface.
In lines 61 to 67, a check is made to see if the argument passed in the function call is bound
to the zero address. This is done by calling isOwnerZeroAddress() function that will be
presented Listing 10. In the case that this function call returns true, revert() function is
called. The revert() function, will revert any changes that might have happened during
the execution of the initial function call and throw zeroAddress error. The error zeroAd-
dress accepts as parameters a zero address and the message that zero addresses cannot be
queried. In case the call to the isOwnerZeroAddress function returns false, the function
will perform a query on the owners state variable by passing the _tokenId argument and
get a list of addresses representing all owners of a token. In Listing 4, implementations of
tokensOf () and shareOf () functions will be presented.

70 ...
71 function tokensOf(address _owner) override external view
72 returns (uint256[] memory) {
73 if(_owner == address(0)) {
74 revert zeroAddress({
75 _owner: address(0),
76 _message:
77 bytes("Zero address can not be queried.")
78 });
79 }
80 return tokens[_owner];
81 }
82
83 function shareOf(address _owner, uint256 _tokenId) override
84 public view returns (uint16){
85 if(_owner == address(0)) {
86 revert zeroAddress({
87 _owner: address(0),
88 _message:
89 bytes("Zero address can not be queried.")
90 });
91 }
92 return share[_tokenId][_owner];
93 }
94 ...

Listing 4. Example of implementation of tokensOf () and shareOf () functions

The role of the tokensOf () function is to make it possible to find out all the tokens
associated with a specific address. In lines 73 to 79 requirements related to zero address
are checked and in case those requirements are met in line 80 array of tokens owned by
the address for which the function is called is returned.

The shareOf () for the arguments representing the owner and a token, if requirements
related to zero address are met, as shown in Lines 85 to 91, will in line 92 return the share
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of ownership that _owner had over _tokenId. In Listing 4, implementations of safeTrans-
ferFrom() and transferFrom() functions will be presented.

94 ...
95 function safeTransferFrom(address _from, address _to,
96 uint256 _tokenId, uint16 _share,
97 bytes memory _data) override public {
98 if(_to == address(0)) {
99 revert zeroAddress({

100 _owner: address(0),
101 _message:
102 bytes("Tokens can not be sent to zero address."

)
103 });
104 }
105 transferFrom(_from, _to, _tokenId, _share);
106 }
107
108 function safeTransferFrom(address _from, address _to,
109 uint256 _tokenId, uint16 _share)
110 override external {
111 safeTransferFrom(_from, _to, _tokenId, _share, "");
112 }
113
114 function transferFrom(address _from, address _to,
115 uint256 _tokenId, uint16 _share)
116 override public {
117 checkIfTransferIsPermited(_from, _tokenId, _share);
118
119 share[_tokenId][_from] -= _share;
120 share[_tokenId][_to] += _share;
121 addToTokensIfNewToken(_tokenId, _to);
122 removeFromOwnersIfNoShare(_tokenId, _from);
123 addToOwnersIfNewOwner(_to, _tokenId);
124 removeFromTokensIfNoShare(_from, _tokenId);
125 emit Transfer(_from, _to, _tokenId, _share);
126 }
127 ...

Listing 5. Example of implementation of safeTransferFrom() and transferFrom()
functions

In Listing 5, starting from line 95, safeTransferFrom() function is implemented. Firstly
in lines 98 through 104 requirements related to zero address are checked, to be followed
by a call to transferFrom() function.

In lines 108 through 111, function implementation of safeTranferFrom() function is
shown for the call that does not have _date parameter, or as required, call that has an
empty string for _date.

Implementation of transferFrom() function is shown in lines 113 through 124. Firstly,
function checkIfTransferIsPermited() is called to check if necessary conditions for trans-
fer have been met, this function will be presented in Listing 8. If all conditions are met, in
lines 119 and 120 the share of ownership will be reduced and increased for old and new
owners, to be followed by calls to function addToTokensIfNewToken(), removeFromOwn-
ersIfNoShare(), addToOwnersIfNewOwner(), and removeFromTokensIfNoShare() in lines
121 through 124, for adding/removing tokens/owners from owners and tokens state vari-
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ables. These functions will be presented in Listing 12 and 13. In line 125 required Trans-
fer() event is being emitted. In Listing 6, implementations of functions approve(), setAp-
provalForAll(), isApprovedForAll(), and getApproved() are presented.

127 ...
128 function approve(address _approve, uint256 _tokenId)
129 override external{
130 require(isInOwners(msg.sender, _tokenId),
131 "Caller is not the owner.");
132 if(_approve == address(0)) {
133 revert zeroAddress({
134 _owner: address(0),
135 _message: bytes
136 ("Zero address can not be approved")
137 });
138 }
139 approved[_tokenId] = _approve;
140 emit Approval(msg.sender, _approve, _tokenId);
141 }
142
143 function setApprovalForAll(address _owner, address _operator)
144 override external {
145 approvedForAll[_owner] = _operator;
146 }
147
148 function isApprovedForAll(address _owner, address _operator)
149 override external view returns (bool){
150 return approvedForAll[_owner] == _operator;
151 }
152
153 function getApproved(uint256 _tokenId) override external view
154 returns (address){
155 return approved[_tokenId];
156 }
157 ...

Listing 6. Example of implementation of approve(), setApprovalForAll(),
isApprovedForAll(), and getApproved() functions

In Listing 6, starting with line 128 approve() function is implemented. In lines 129
and 130 requirement that the caller has a share in the ownership of a token is checked.
The requirement that zero address can not be approved is checked in lines 131 through
137. If all requirements are met in line 138 state variable approved is updated with the
new approval and in line 139 Approval() event is emitted.

In lines 142 through 145 function setApprovalForAll() is implemented by mapping
_owner and _operator in approvedForAll state variable in line 144.

Functions isApprovedForAll() and getApproved() are implemented in lines 147 through
150 and 152 through 155 respectively returning results of calls to approvedForAll and ap-
proved state variables.

49 ...
50 function mint(uint _tokenId) external {
51 require(msg.sender == creator,
52 "Sender not creator address.");
53 addToOwnersIfNewOwner(creator, _tokenId);
54 addToTokensIfNewToken(_tokenId, creator);
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55 share[_tokenId][creator] = maximumShare;
56 emit Transfer(address(0), creator, _tokenId, maximumShare);
57 }
58 ...

Listing 7. Example of implementation of mint() function

The mint() is not declared in NewERCProposal interface, but it represents a common
solution for the initial creation of tokens and usually, it is only available for the address
that initially deployed the contract and that is why that address is preserved in the cre-
ator state variable. The function accepts the parameters _tokenId, which represents the
identifier of the token to be created. In lines 52 and 53, the requirement that the function
call came from the creator address is checked, and if this requirement is met in lines 54
through 56 functions required for the creation of new token are called in a similar way
as it was the case with transferFrom() function. In line 57, Transfer() event is emitted.
Helper function checkIfTransferIsPermited is presented in Listing 8.

The remaining, helper functions will be presented in the following listings: in Listing 8
checkIfTransferIsPermited() function, functions isInOwners() and isInTokens() are pre-
sented in Listing 9, to be followed by the implementation of isOwnerZeroAddress() func-
tions in Listing 10. Listing 11 presents implementations of functions getIndexOfOwner()
and getIndexOfToken() functions, while in Listing 12 addToOwnersIfNewOwner() and
removeFromOwnersIfNoShare() are presented. Listing 13 holds implementations of func-
tions addToTokensIfNewToken() and removeFromTokensIfNoShare(), to be concluded with
error declarations in Listing 14.

157 ...
158 function checkIfTransferIsPermited(address _from,
159 uint256 _tokenId, uint16 _share)
160 internal view{
161 if(_from == address(0)) {
162 revert zeroAddress({
163 _owner: address(0),
164 _message: bytes
165 ("Transfers from zero address are not allowed.")
166 });
167 }
168
169 if (!isInOwners(msg.sender, _tokenId)
170 && !(msg.sender == approved[_tokenId]
171 && !(msg.sender == approvedForAll[_from]))) {
172 revert notOwnerOrApproved({
173 _tokenId: _tokenId,
174 _from: _from
175 });
176 }
177
178 if (shareOf(_from, _tokenId) < _share) {
179 revert notOwningBigEnoughShare({
180 _tokenId: _tokenId,
181 _from: _from,
182 _owningShare: shareOf(_from, _tokenId),
183 _transferingShare: _share
184 });
185 }
186 }
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187 ...

Listing 8. Example of implementation of checkIfTransferIsPermited() function

187 ...
188 function isInOwners(address _address, uint256 _tokenId)
189 internal view returns (bool) {
190 address[] memory allOwners = owners[_tokenId];
191 for (uint i=0; i < allOwners.length; i++) {
192 if (allOwners[i] == _address ) {
193 return true;
194 }
195 }
196 return false;
197 }
198
199 function isInTokens(uint256 _tokenId, address _address)
200 internal view returns (bool) {
201 uint256[] memory allOwned = tokens[_address];
202 for (uint i=0; i < allOwned.length; i++) {
203 if (allOwned[i] == _tokenId ) {
204 return true;
205 }
206 }
207 return false;
208 }
209 ...

Listing 9. Example of implementation of isInOwners() and isInTokens() functions

209 ...
210 function isOwnerZeroAddress(uint256 _tokenId)
211 internal view returns (bool) {
212 address[] memory allOwners = owners[_tokenId];
213 for (uint i=0; i < allOwners.length; i++) {
214 if (allOwners[i] == address(0) ) {
215 return true;
216 }
217 }
218 return false;
219 }
220 ...

Listing 10. Example of implementation of isOwnerZeroAddress() function

220 ...
221 function getIndexOfOwner(uint256 _tokenId,
222 address _owner)
223 internal view returns (int){
224 for(uint i = 0;
225 i < owners[_tokenId].length; i++){
226 if(_owner == owners[_tokenId][i])
227 return int(i);
228 }
229 return -1;
230 }
231
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232 function getIndexOfToken(uint256 _tokenId,
233 address _owner)
234 internal view returns (int){
235 for(uint i = 0; i < tokens[_owner].length; i++){
236 if(_tokenId == tokens[_owner][i])
237 return int(i);
238 }
239 return -1;
240 }
241 ...

Listing 11. Example of implementation of getIndexOfOwner() and getIndexOfToken()
functions

241 ...
242 function addToOwnersIfNewOwner(address _owner, uint256 _tokenId

)
243 internal {
244 if (!isInOwners(_owner, _tokenId)) {
245 owners[_tokenId].push(_owner);
246 }
247 }
248
249 function removeFromOwnersIfNoShare(uint256 _tokenId,
250 address _from) internal {
251 if (shareOf(_from, _tokenId) == 0) {
252 int i = getIndexOfOwner(_tokenId, _from);
253 if (i != -1) {
254 owners[_tokenId][uint(i)] =
255 owners[_tokenId][owners[_tokenId].length - 1];
256 owners[_tokenId].pop();
257 }
258 }
259 }
260 ...

Listing 12. Example of implementation of ownersOf () function

260 ..
261 function addToTokensIfNewToken(uint256 _tokenId, address _owner

)
262 internal {
263 if (!isInTokens(_tokenId, _owner)) {
264 tokens[_owner].push(_tokenId);
265 }
266 }
267
268 function removeFromTokensIfNoShare(address _owner,
269 uint256 _tokenId) internal {
270 if (shareOf(_owner, _tokenId) == 0) {
271 int i = getIndexOfToken(_tokenId, _owner);
272 if (i != -1) {
273 tokens[_owner][uint(i)] =
274 tokens[_owner][tokens[_owner].length - 1];
275 tokens[_owner].pop();
276 }
277 }
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278 }
279 ...

Listing 13. Example of implementation of ownersOf () function

279 ...
280 error zeroAddress(address _owner, bytes _message);
281 error notApproved(address _from);
282 error notOwnerOrApproved(uint256 _tokenId, address _from);
283 error notOwningBigEnoughShare(uint256 _tokenId, address _from,
284 uint16 _owningShare,
285 uint16 _transferingShare);
286 error documentHashMustBeProvided(address _from, address _to,
287 uint256 _tokenId,
288 uint16 _share,
289 bytes _documentHash);
290 }

Listing 14. Example of implementation of ownersOf () function

6. Conclusion

BT has for some time been described as a technology that could be used in fields other
than cryptocurrency and fintech. Various possible applications that would benefit from the
advantages and characteristics of BT have been identified. The most common applications
of BT in those filed are tied to smart contracts and either fungible or NFTs. NFTs are
recognized as a possible way to represent unique items from the real world in a blockchain
network. What was identified as possible improvements related to NFTs was a standard set
of APIs for the representation of fractional ownership of NFTs. In this paper, a proposal
for a new ERC is made in a form of a UML class diagram and an interface written in
Solidity programming language. Also, the implementation of the proposed interface is
presented in a form of a smart contract, together with all the required constraints. The
adoption of such a new ERC would define a standard set of APIs for exchanging function
calls that would solve the issue that was usually resolved by combining multiple standards.

Future research could be directed into the possible optimization of smart contracts
implementing the proposed new ERC. The costs associated with running smart contracts
on the Ethereum network are related to the gas spent during the prices of execution of a
transaction. Limiting those costs should be of concern. This concern is of especially big
importance in use cases where there are a significant number of NFTs managed by a sin-
gle smart contract. Preliminary research on the proposed implementation shows that the
amount of gas spent related to the transaction could vary between 140.000 and 2.800.000
gas. Another possible research might be related to cost comparison between the applica-
tion of a single smart contract that will manage multiple NFTs, or multiple smart con-
tracts, each representing a single NFT.
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41. Stefanovic, M., Pržulj, D., Stefanović, D.: Making smart contracts smarter. In: Book of ab-
stracts of Symorg 2022. pp. 10–12. Faculty of Organizational Sciences, University of Belgrade,
Belgrade, Serbia (2022)
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Abstract. Search-Based Software Engineering (SBSE) is one of the techniques
used for software defect prediction (SDP), in which search-based optimization al-
gorithms are used to identify the optimal solution to construct a prediction model.
As we know, the ranking methods of SBSE are used to solve insufficient sample
problems, and the feature selection approaches of SBSE are employed to enhance
the prediction model’s performance with curse-of-dimensionality or class imbal-
ance problems. However, it is ignored that there may be a complex problem in the
process of building prediction models consisting of the above problems. To address
the complex problem, two multi-objective learning-to-rank methods are proposed,
which are used to search for the optimal linear classifier model and reduce redun-
dant and irrelevant features. To evaluate the performance of the proposed methods,
excessive experiments have been conducted on 11 software programs selected from
the NASA repository and AEEEM repository. Friedman’s rank test results show
that the proposed method using NSGA-II outperforms other state-of-the-art single-
objective methods for software defect prediction.

Keywords: Search-Based Software Engineering, software defect prediction, multi-
objective optimization algorithm, ranking method.

1. Introduction

Data quality [17], software metric, and classification algorithm are the main factors in
constructing a promising prediction model [27]. Thereby, many problems need to be ad-
dressed in the process of construction. Machine learning algorithm is the most popular
classification algorithm for SDP tasks, and it has a minimum requirement for the number
of training samples [8]. Because of the expensive efforts, the samples are difficult to be
collected in some systems, thus causing insufficient samples. Where engineers and re-
searchers use more metrics to collect information from software features, redundant and
irrelevant features can affect the efficiency of predictive models, leading to the curse of
dimensionality problems. In addition, the number of normal samples is much more than
the number of defective samples called the class imbalance problem. For this problem, Yu
et al. [33] propose two extended resampling strategies that effectively handle imbalanced
defect data to predict the number of defects.

Since SBSE was proposed by Harman [14], it has attracted more scholars and ad-
dressed the above problems in software defect prediction. A learning-to-rank method fits
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a linear classifier model to allow the data with insufficient samples problem. A feature
selection method solves the curse-of-dimensionality and class imbalance problem. Es-
pecially, a search-based optimization algorithm is employed to search optimal feature
subsets [25],[13], [24]. Although these approaches can address a single problem for SDP,
there are few methods for a complex problem which is consisted of the above problems.

Even though ensemble predictors like Random Forest, k-Nearest Neighbors, Support
Vector Machine, etc., are state-of-the-art for SDP tasks, these do not obtain a promising
performance on NASA datasets. In our previous work [15], the experimental results show
that the performance of these set predictors without the feature selection methods is quite
the same as that of random predictors. In other words, obtaining a promising SDP model
on NASA datasets is easier with other assist methods like feature selection. In addition,
some metrics like AUC [12], F-Measure, etc., are always used to evaluate the performance
of SDP models. However, fault-percentile-average (FPA) is frequently employed to esti-
mate the performance of SDP models in ranking tasks. In this study, two multi-objective
optimization algorithms are employed to obtain promising regression predictors in SDP
ranking tasks, optimizing the parameters of regression predictors and searching for an op-
timal feature subset. FPA is used to evaluate the performance of the proposed methods in
solving a complex problem, including insufficient samples, curse-of-dimensionality, and
class imbalance.

The remainder of this paper is organized as follows: some related work is introduced
in Section 2. The details of the SBSE multi-objective ranking method are described in
Section 3. Section 4 shows the experimental studies conducted on NASA datasets. Finally,
conclusions and future work are drawn in Section 5.

2. Literature Review

Software defect prediction is an important technique that can guide engineers to assign
limited resources to focus on probable defect-proneness [6]. SBSE is one of the most
popular approaches to improving the performance of SDP. Generally speaking, the rank-
ing method and feature selection using SBSE effectively solve different problems in SDP
tasks.

2.1. SBSE Ranking Method

The classification and ranking models are the two most frequently used prediction mod-
els. The goal of the ranking model is to predict an order of software modules based on
the predicted scores of each module, and the goal of the classification model is to pre-
dict whether a software module has a defect or not. Where there is an insufficient sample
problem, the ranking model is more efficient than the classification model in predicting
the defect-prone software modules. The ranking method is used to build a ranking model,
including the point-wise, pair-wise, and list-wise approaches. The SBSE ranking method,
called Learning-To-Rank (LTR), is one of the list-wise approaches that optimizes perfor-
mance measures to obtain a ranking model.

Yang et al. [29] first use CoDE to obtain the coefficients of the linear models instead
of classification models by least squares (LS) and use FPA to evaluate the ranking per-
formance. The experimental results on five data sets show that the proposed method is
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competitive with others ranking methods employing machine learning algorithms. Based
on this investigation, they improve their studies that a feature selection method InfoGain
is used to select a subset of metrics for the ranking task. Their empirical studies demon-
strate that the feature selection method is beneficial to obtain a linear model based on
data sets with large metrics [30]. However, the performance of the proposed LTR method
depends too much on the effectiveness of InfoGain.

Buchari et al. [4] propose a novel LTR approach using the Chaotic Gausspian Particle
Swarm Optimization algorithm (CGPSO) to optimize the ranking performance. Com-
pared with the LTR using CoDE, it improves the performance of FPA on most of the
eleven data sets. Peng et al. [20] propose the NABC algorithm to search the optimal co-
efficients of the linear models. It also obtains a better FPA than the LTR using CoDE.
An empirical study of the LTR method [32] compares 23 ranking algorithms on 41 data
sets from the PROMISE repository. In the comparison, the LTR method obtains the best
ranking performance. Li et al. [16] consider the SDP problem as multiple goals to be op-
timized so that the revised NSGA-II is used to optimize the ranking performance FPA and
prediction accuracy for the ranking task. The experimental results indicate that multiple-
objective optimization algorithms can further improve the performance of the LTR.

Based on these investigations, one can use the LTR method to improve the ranking
performance for SDP with insufficient samples. However, more research needs to be done
on addressing SDP alongside other problems using the LTR method.

2.2. SBSE Feature Selection Method

Various software metrics have been proposed to provide vital information for constructing
SDP models. Moser et al. [18] propose that adopting change metrics is more beneficial
for predictive performance than static code attributes. Bell et al. [3] propose to increase
the developer metrics to improve the prediction performance further. Choudhary et al. [7]
propose that mixed metrics are the best choice the more metrics used in the dataset, the
more serious the dimension problem. The SBSE feature selection method is an effective
approach to reducing redundant and irrelevant features. Additionally, it can be used to
search for an optimal feature subset to address class imbalance problems.

Balogun et al. [2] propose a study of performance analysis of feature selection meth-
ods using exhaustive and heuristic search. The performance of 7 search methods is eval-
uated using four classification algorithms on 5 data sets from the NASA repository. Al-
though using search methods for feature selection can effectively improve prediction ac-
curacy, the impact of the class imbalance problem on prediction performance cannot be
evaluated.

Turabieh et al. [26] provide a novel feature selection algorithm with a layered recur-
rent neural network for software fault prediction. Genetic algorithm (GA), particle swarm
optimization (PSO), and ant colony optimization (ACO) algorithms are randomly selected
to search for an optimal feature subset in each iteration. The results of performing 5-fold
cross-validation experiments on 19 data sets selected from the PROMISE repository us-
ing 20 metrics show that the proposed method improves the performance measure AUC
of the classification models.

Proposed by Balogun et al. [1], the performance of 13 SBSE feature selection meth-
ods is verified on 7 data sets. It can be concluded that feature selection based on the meta-
heuristic search methods outperforms others. An empirical study is shown by Nguyen
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et al. [19], because of the efficiency of swarm-based intelligence algorithms. These have
been embedded in feature selection to search for an optimal feature subset. Rostami et
al [21] showed more feature selection applications using swarm intelligence algorithms.

Based on the above investigations, the SBSE ranking methods enhance the perfor-
mance of ranking models with insufficient samples problem. The SBSE feature selec-
tion approaches improve the efficiency of the training process to obtain a classification
model by reducing redundant and irrelevant features. However, few studies consider the
complex problem, which contains insufficient samples, class imbalance, and curse-of-
dimensionality. Thereby, the issue is still an open question to be addressed. In this paper,
we propose a novel multi-objective learning-to-rank method using two multi-objective
optimization algorithms, which optimizes two objectives consisting of the optimal coef-
ficients of the linear model and the optimal features subsets. Besides, the 10-fold cross-
validation approach is used to verify the class imbalance problems.

3. Proposed Methodology

In this section, MSFFA [5] and NSGA-II [10] are employed to optimize the performance
of the ranking model based on some datasets with a complex problem. Minimizing the
size of feature subsets and maximizing FPA values are the two goals to achieve for com-
plex problems. Additionally, the 10-fold cross-validation method is employed for the class
imbalance problem. The 10-fold cross-validation makes little sense because splitting the
datasets into ten folds does not affect the class imbalance problem and may only deteri-
orate it further. In this case, if the SDP model achieves promising performance, it can be
shown that the adopted method solves well the class imbalance problem of SDP.

3.1. Optimization Algorithms

FA is an efficient swarm intelligence algorithm proposed by Yang [31]. In the search
space, due to the self-learning and self-organizing capability of the population, it can
effectively search for optimal solutions to objective functions by evaluating the fitness of
each firefly location. The pseudo-code of FA is expressed in Alg. 1.

To enhance the efficiency of FA, two strategies were proposed in our previous work,
including the multi-swarm strategy and the free strategy. While the multi-swarm strategy
reduces the redundant attractions, the free strategy guides the population to adaptively
change its state to balance the search ability between exploration and exploitation.

Each individual can update its position followed two status. In each interaction, where
the weakness firefly moves according to the FA rules shown in Equ. 1, the brightness
firefly follows free rules expressed in Equ. 2.

Xi(t+ 1) = xi(t) + β0e
(−γr2ij)(xj(t)− xi(t)) + αε (1)

Where γ stands for the light absorption coefficient, β0 expresses the attractiveness
when γ = 0, rij represents the Euclidean distance between the firefly i and the firefly j,
and xi(t) indicates the position of firefly i in tth iteration. α is a control parameter and ε
is a random vector in [0,1].

xi(t+ 1) = xi(t) + µ(
t+ 1

t
)timesi(xi(t)− xr) (2)
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Algorithm 1 Firefly Algorithm
Initialize population and generate N fireflies i, i = 1, 2, . . . , N , the maximum evaluations
MaxFEs;
while FEs ≤ MaxFEs do

for i=1 to N do
for j=1 to i do

if fitness(i) > fitness(j) then
Update the location of the firefly i and evaluate the fitness(i);

end if
end for

end for
Rank the fitness for all fireflies and find the best solution;
t=t+1;

end while
Output the optimal solution;

xi(t) represents the position of the current firefly, xr is the position of a firefly random
selected in the entire population, t is the tth iteration, µ is a random value between [0, 1],
timesi is the number of times that i has moved, the new position is xi(t+ 1).

NSGA-II is the other multi-objective algorithm used in this study. We use distribution
indexes of NSGA-II for crossover and mutation operators as 20, the crossover probability
is 0.9 and the mutation probability is 0.05. The pseudo-code of NSGA-II is expressed in
Alg.2

Algorithm 2 NSGA-II
Initialize: Set population size (number of solutions) to N , and randomly generate N solutions that
compose population P0. Sort the solutions in P0 using fast non-dominated sorting, and compute
the non-dominated rank value of each solution.
Evaluate the fitness of the multi-objective function for each solution, and sort the solutions in P0,
and compute the rank value of each solution. Set the generation number t = 0;
while t ≤ tmax do

Use binary tournament selection to select individuals from Pt for crossover and mutation to
generate the offspring population Qt;
Combine solutions in Pt and Qt to get Rt = Pt

⋃
Qt;

Sort Rt based on non-domination rank value and crowding distance, and select N elitist indi-
viduals to compose the new population Pt+1;
t=t+1;

end while
Return Pareto-optimal solutions in Pt+1;

3.2. Learning-to-rank method Using Multi-objective Optimization Algorithm

Once the features of a software module X are extracted by d metrics, it can be expressed
as

X = (x1, x2, · · · , xd) (3)
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The task of the proposed method is to predict the defect number of the module, which
can be denoted as f(X). We study a simple linear model which is good and realistic for
SDP proposed by Weyuker et al [28]:

f(X) = Σd
i=1aixi (4)

If the parameters ai is fixed, the prediction model is obtained.
Considering insufficient samples, we use optimization algorithms instead of machine

learning algorithms to optimize the parameters to obtain prediction models. Obtaining
an ordered list according to f(x) is not a good choice. We use FPA to evaluate the ob-
tained prediction models proposed by [28]. Different from other learning-to-rank methods
[29][30][20]), we add another task of the proposed method is to select more essential fea-
tures to improve the efficiency of the obtained prediction models. Once the performance
of the obtained prediction model is enhanced by reducing the redundant and irrelevant
features, the proposed method can also address the curse-of-dimensionality problem or
class imbalance problem.

A similar study proposed by Yang et al.[30] uses filter-based feature selection meth-
ods before training a prediction model. We know those wrapper-based feature selection
methods are more competitive than filter-based feature selection methods. We employ
a wrapper-based feature selection method using optimization algorithms to optimize the
goals of SDP for the feature selection task.

From the above goals of SDP for the ranking task, a multi-objective optimization algo-
rithm is used to obtain a promising prediction model addressing insufficient samples, class
imbalance, and curse-of-dimensionality. Therefore, two fitness functions are designed to
evaluate the performance of the prediction models obtained by the multi-objective opti-
mization algorithm. First, FPA is used to evaluate the ranking performance. The equation
of FPA is defined as Equ.5.

fFPA =
1

k
Σk

m=1

1

n
Σk

i=k−m+1ni (5)

Setting k as the modules number, f1, f2, ..., fk listed in an increasing order of pre-
dicted defect number, ni as the actual defect number of the modules i, and n = n1 + n2

+ ... + nk as the total number of defects. FPA is an average of the proportions of actual
defects in the top i predicted modules, the larger FPA, the better the performance.

Next, The ratio of selected features to total features is another fitness function shown
in Equ.6.

fratio =
S

T
(6)

S represents the number of selected features, T as the total number of features. The
solution representation is defined that the solution is encoded as a binary vector of length
equal to the total number of features shown in Fig. 1

In Fig. 1, N indicates the total number of features, and R is the selection threshold.
xi is a vector between 0 to 1, which indicates the index of the ith feature. So that one
optimization algorithm can search the index of the features to compose an optimal feature
subset. If the searched value xi is greater than R, the ith feature is selected so that yi is set
to 1. Otherwise, where the searched value xj is less than R, the jth feature is not selected
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Fig. 1. An example of a feature selection solution.

that yj is set to 0. R is set to 0.5 in this paper. Therefore, the smaller the ratio of selected
features, the more effective the ranking model is.

Additionally, the last task of the proposed method is to verify the class imbalance
problem, in which the 10-fold cross-validation method is employed. The 10-fold cross-
validation makes little sense because splitting the datasets into ten folds does not affect
the class imbalance problem and may only deteriorate it further. In this case, if the SDP
model achieves promising performance, it can be shown that the adopted method solves
well for the class imbalance problem of SDP.

3.3. Proposed Multi-Objective learning-to-rank Algorithm

This study uses MSFFA and NSGA-II as search techniques to obtain a set of Pareto-
optimal solutions for prediction models. The procedure of the proposed algorithm is
shown in Fig. 2

Fig. 2. The procedure of the proposed algorithm
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First, the 10-fold cross-validation method is used in the search process to obtain a fair
prediction model. Then, MSFFA and NSGA-II are employed to search for better solutions
for both fitness functions. Last, when the termination condition is reached, a set of Pareto-
optimal solutions are searched and saved. The average value of the best-level solutions is
computed and saved in experimental results. The pseudo-code of the proposed algorithm
is shown in Alg.3.

Algorithm 3 Proposed Multi-Objective learning-to-rank Algorithm
Initialize: load data, set data-length to D, set population size (number of solutions) to N , and
randomly generate N solutions that compose population P0.
Using k-fold cross-validation method;
for k = 1: to 10 do

Evaluate the fitness of the multi-objective function for each solution, and sort the solutions in
P0, and compute the rank value of each solution. Set the generation number t = 0;
while FEs ≤MaxFEs do

Use MSFFA (NSGA-II) to search new solutions that compose population Qt;
Evaluate the fitness of the multi-objective function for each solution in Qt;
Combine solutions in Pt and Qt to get Rt = Pt

⋃
Qt;

Sort Rt based on non-domination rank value and crowding distance, and select N elitist
individuals to compose the new population Pt+1;
t=t+1;

end while
Return Pareto-optimal solutions in Pt+1;

end for

4. Experimental Result and Discussion

In the experiments, 11 software programs selected from NASA [22] and AEEEM [9] are
used to verify the performance of the proposed method for a complex problem. More
details of the programs are shown in Tab.1.

Table 1. The details of the programs selected from NASA datasets and AEEEM datasets

program features modules defective modules ratio
NASA PC1 40 1107 76 0.074

MC1 38 9466 68 0.007
MW1 39 403 31 0.077
JM1 21 10878 2102 0.193
CM1 37 327 42 0.128
KC1 21 2107 325 0.154

AEEEM Eclipse JDT Core 15 997 463 0.464
Eclipse PDE UI 15 1562 401 0.257
Equinox framework 15 439 279 0.636
Mylyn 15 2196 677 0.308
Apache Lucene 15 691 103 0.149

From Tab.1, it can be seen that not only a few samples can be used to train predic-
tion models, but also more metrics are used to extract software features for most software
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programs. Besides, the number of defective modules is far more than that of normal mod-
ules. Therefore, a complex problem may exist in most of the programs, that the proposed
approach’s performance can be evaluated by employing these software programs in this
study.

To investigate the efficiency of the proposed approach, four single objective learning-
to-rank algorithms are compared to build a ranking model for SDP, including CoDE,
NABC, PSO proposed by D’Ambros et al.[11], and BSO proposed by Shi et al.[23]. A
maximum of 1000 individual evaluations is the termination iteration condition for all
algorithms. To verify the performance of the proposed multi-objective ranking methods,
the 10-fold cross-validation method is employed to build ranking models on all datasets.
For each dataset, the samples are divided into ten equal parts, and one of them is selected
as the testing set in turn, and the remaining part is used as the training set to train a ranking
model.

All experiments are performed on a computer with Intel Core i7-8700 CPUS, MAT-
LAB language, and Windows 10 platform chosen for building the experimental environ-
ment.

The average of training FPA and the average of testing FPA are recorded in Table.2
and Table.3. From Table.2, one can see that the proposed multi-objective ranking methods
obtain the best performance of training FPA on 4 out of 11 data sets, and PSO obtains the
best performance of training FPA on the remaining data sets. In the Table.3, it shows that
the proposed methods provide the best testing FPA to ranking models on 7 out of 11 data
sets, and NABC receives the best performance of testing FPA on the remaining testing
data sets.

Table 2. The performance of FPA using CoDE, NABC, PSO, BSO, NSGA-II, and
MOMSFFA in training data sets

Single-objective methods Proposed multi-objective methods
CoDE NABC PSO BSO NSGA-II MOMSFFA

PC1 0.5433 0.5422 0.5452 0.5443 0.5457 0.5413
MC1 0.8967 0.8956 0.9001 0.8971 0.8993 0.8945
MW1 0.5141 0.5133 0.5156 0.5141 0.5157 0.5127
JM1 0.7414 0.7378 0.7600 0.7426 0.7604 0.7169
CM1 0.7334 0.7316 0.7355 0.7336 0.7358 0.7321
KC1 0.7981 0.7986 0.8015 0.7980 0.7979 0.7927
jdt 0.8150 0.8200 0.8251 0.8210 0.7971 0.7885
pde 0.7590 0.7668 0.7787 0.7692 0.7575 0.7430
luce 0.8392 0.8494 0.8618 0.8468 0.8198 0.8110
equ 0.7799 0.7832 0.7911 0.7797 0.7880 0.7807

mylyn 0.7499 0.7744 0.7951 0.7581 0.6701 0.6021

Interestingly, both the best training FPA and the best testing FPA are obtained by the
proposed multi-objective ranking methods on six software programs selected from the
NASA repository. In other words, there may be a complex problem in these programs
that multi-objective ranking methods can improve the performance of FPA and reduce the
redundant features to enhance the efficiency of ranking models. Based on five programs
selected from the AEEEM repository, the single-objective ranking methods are superior
to the proposed multi-objective ranking methods. It is to say that reducing the number of
features is not beneficial to improve the performance of FPA on AEEEM data sets.
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Table 3. The performance of FPA using MOMSFFA, CoDE, NABC, PSO, BSO, and
NSGA-II in testing data sets

Single-objective methods Proposed multi-objective methods
CoDE NABC PSO BSO NSGA-II MOMSFFA

PC1 0.5439 0.5455 0.4875 0.5461 0.5479 0.5529
MC1 0.8914 0.8892 0.5789 0.8882 0.8951 0.8832
MW1 0.5265 0.5247 0.4970 0.5253 0.5280 0.5310
JM1 0.7213 0.7194 0.5972 0.7067 0.7401 0.7034
CM1 0.7335 0.7316 0.6448 0.7324 0.7411 0.7344
KC1 0.7931 0.7930 0.6291 0.7905 0.7986 0.7964
jdt 0.7992 0.8082 0.7537 0.7973 0.7771 0.7485
pde 0.7316 0.7474 0.7121 0.7438 0.7447 0.7284
luce 0.7982 0.8098 0.7662 0.7831 0.7802 0.7750
equ 0.7668 0.7652 0.6335 0.7682 0.7863 0.7752

mylyn 0.7460 0.7567 0.6874 0.6905 0.6674 0.6131

Additionally, the Friedman test is used in the significance test and employed in the
rank-sum test. In the proposed study, it is used to obtain the rank order of the competitors’
performance in SDP ranking tasks. Based on the numerical results of training FPA and
testing FPA, the average rankings of the competitors are shown in Table.4. One can see
that the proposed NSGA-II ranking method obtains the best performance to build ranking
models for SDP. Although the proposed MOMSFFA ranking method is inferior to all
single-objective ranking methods, the ranking models using MOMSFFA are more stable
than those with single-objective ranking methods.

Table 4. Average Rankings of the algorithms based on the experimental results of FPA
using Friedman test

Algorithm Ranking
CoDE 3.4318
NABC 3.3636
PSO 3.5455
BSO 3.3864

NSGA-II 2.5909
MOMSFFA 4.6818

To analyze the performance of these competitors in-depth, an intuitive comparison of
competitors in terms of FPA results can be seen that boxplots of the training FPA and the
testing FPA based on each program are shown in Fig.3− 13.

To comprehensively investigate the performance of the proposed multi-objective rank-
ing methods, the solutions of reducing features based on all data sets are recorded in Ta-
ble.5. One can see that the proposed multi-objective ranking methods reduce features on
all data sets. Thereby, the efficiency of building the ranking model is improved. Consider-
ing the performance of FPA, it can be concluded that the proposed multi-objective rank-
ing method can address the complex problem of most of the programs selected from the
NASA repository. The complex problem may not exist in the programs selected from the
AEEEM repository that the single objective ranking methods are superior to the proposed
approaches to improve the performance FPA of ranking models. However, sometimes
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All methods achieve similar FPA performance. Using NSGA-II is slightly better than other methods in the
training set and employing MOMSFFA slightly better than the other approaches in the testing set. The ranking

model obtained by PSO shows performance degradation in testing set. In other words, compared with
single-objective ranking methods, the proposed multi-objective ranking methods are beneficial to build a

ranking model based on PC1.

Fig. 3. The performance FPA of ranking models based on program PC1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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The proposed multi-objective ranking methods are slightly better than CoDE and NABC both in the training
FPA and testing FPA, significantly better than BSO in training FPA, and superior to PSO in testing FPA. In

other words, compared with single-objective ranking methods, the proposed multi-objective ranking methods
are beneficial to build a ranking model based on KC1.

Fig. 4. The performance FPA of ranking models based on program KC1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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The proposed NSGA-II ranking method obtains the best performance both in the training FPA and testing FPA.
Although the performance of the proposed MOMSFFA ranking method is inferior to that of the single

objective ranking methods in training FPA, it is similar to these in the testing FPA. In other words, compared
with single-objective ranking methods, the proposed ranking method using NSGA-II is beneficial to build a

ranking model based on MC1.

Fig. 5. The performance FPA of ranking models based on program MC1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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The proposed multi-objective ranking methods are superior to CoDE, NABC, and BSO both in the training
FPA and testing FPA. Although the performance of the proposed MOMSFFA ranking method is similar to that

of PSO in training FPA, it is significantly better than PSO in testing FPA. In other words, compared with
single-objective ranking methods, the proposed MOMSFFA ranking method is beneficial to build a ranking

model based on MW1.

Fig. 6. The performance FPA of ranking models based on program MW1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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The proposed NSGA-II ranking method obtains the best performance in training FPA and in testing FPA. It can
be concluded that compared with single-objective ranking methods, the proposed NSGA-II ranking method is

beneficial to build a ranking model based on CM1.

Fig. 7. The performance FPA of ranking models based on program CM1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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The proposed NSGA-II ranking method is superior to CoDE, NABC, and BSO both in the training FPA and
testing FPA. Although the performance of the proposed NSGA-II ranking method is similar to that of PSO in

training FPA, it is significantly better than PSO in the testing FPA. In other words, compared with
single-objective ranking methods, the proposed NSGA-II ranking method is beneficial to build a ranking model

based on JM1.

Fig. 8. The performance FPA of ranking models based on program JM1 using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA
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Where PSO obtains the best performance in the training FPA, NABC receives the best solutions in the testing
FPA. Although the proposed multi-objective ranking methods are inferior to all single objective approaches in
the training FPA and in the testing FPA, NSGA-II and MOMSFFA reduce the number of features from 15 to 4
and 2, respectively. In other words, where single objective methods can improve the ranking performance of

FPA on JDT, multi-objective algorithms can enhance the efficiency of building ranking models on JDT.

Fig. 9. The performance FPA of ranking models based on program Eclipse JDT Core
using CoDE, NABC, PSO, BSO, NSGA-II, and MOMSFFA
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Where PSO obtains the best performance in training FPA, NSGA-II receives the best solutions in testing FPA.
Considering the other objective that reducing the number of features, NSGA-II is the best choice to build a

ranking model on PDE.

Fig. 10. The performance FPA of ranking models based on program Eclipse PDE UI using
CoDE, NABC, PSO, BSO, NSGA-II, and MOMSFFA
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Where PSO obtains the best performance in training FPA, NABC receives the best solutions in testing FPA.
The performance of the proposed multi-objective ranking methods is inferior to that of all single-objective

approaches in training FPA but the performance of all methods is similar in testing FPA. In other words, the
proposed multi-objective ranking methods are more stable than single-objective algorithms on Apache Lucene.

Considering the other objective that mining the numbers of selected features, the proposed multi-objective
ranking methods are beneficial to build ranking models on Apache Lucene.

Fig. 11. The performance FPA of ranking models based on program Apache Lucene using
CoDE, NABC, PSO, BSO, NSGA-II, and MOMSFFA
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Where PSO obtains the best performance in training FPA but provides the worse performance in testing FPA,
NSGA-II receives similar solutions to PSO in training FPA but obtains the best solutions in testing FPA.

Considering the other objective that mining the numbers of selected features, the proposed NSGA-II ranking
method is beneficial to build ranking models on Equinox framework.

Fig. 12. The performance FPA of ranking models based on program Equinox framework
using CoDE, NABC, PSO, BSO, NSGA-II, and MOMSFFA
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Where PSO obtains the best performance in training FPA, NABC receives the best solutions in testing FPA. All
single-objective approaches are superior to the proposed multi-objective ranking methods in training FPA and
in testing FPA. In other words, single objective methods are beneficial to build ranking models to improve the

performance APF on Mylyn.

Fig. 13. The performance FPA of ranking models based on program Mylyn using CoDE,
NABC, PSO, BSO, NSGA-II, and MOMSFFA

feature selection is more important than using metrics that the proposed multi-objective
ranking methods can be used to enhance the efficiency of building the ranking models on
these datasets.

Additionally, The time cost of all competitors to build the ranking model is saved
in Table.6. One can see thoes single-objective ranking methods are superior to multi-
objective ranking methods on 8 programs. The proposed MOMSFFA ranking method is
more efficient on KC1, jdt, and pde. Considering the similar solutions of all competitors to
the complex problem of these 3 programs, MOMSFFA is the best choice to build ranking
models.

From the above experimental results, the advantage of each optimization algorithm
should be analyzed in the process of building ranking models. One can see that six styles
of evolutionary algorithms are used to optimize the ranking performance based on 11
software programs. Although PSO performs advantages of global search ability and con-
vergence to obtain better solutions to the training FPA on most of the AEEEM data sets,
it receives the worst ranking performance of testing FPA. It is to say that it is not a good
choice to use PSO to build ranking models based on these data sets. Considering the
performance of ranking models obtained by CoDE, NABC, and BSO, where NABC has
advantages of the global search ability to CoDE and BSO on AEEEM data sets, BSO
performs the best global search ability than CoDE and NABC on NASA data sets, NABC
obtains the best solutions on AEEEM data sets, and CoDE is superior to NABC and BSO
on convergence for most of data sets. Compared with the above single-objective rank-
ing methods, where NSGA-II has the advantage of global search ability on most NASA
data sets, MOMSFFA not only searches stable solutions to build ranking models for PC1
and MW1 but also converges fast for KC1, jdt, and pde. It can be concluded that where
CoDE is beneficial to reduce the time cost of building ranking models based on most
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Table 5. The experimental results of selected features used to build ranking models on all
data sets

Single-objective methods Proposed multi-objective methods
CoDE NABC PSO BSO NSGA-II MOMSFFA

PC1 40 40 40 40 6 13
MC1 38 38 38 38 5 14
MW1 39 39 39 39 5 13
JM1 21 21 21 21 2 5
CM1 37 37 37 37 5 12
KC1 21 21 21 21 2 5
jdt 15 15 15 15 1 5
pde 15 15 15 15 2 4
luce 15 15 15 15 2 3
equ 15 15 15 15 1 4
mylyn 15 15 15 15 2 3

Table 6. The time cost using MOMSFFA, CoDE, NABC, PSO, BSO, and NSGA-II

MOMSFFA CoDE NABC PSO BSO NSGA-II
PC1 37.8 36.2 39.7 37.4 36.8 37.9
MC1 2135 1671 2260 1968 1840 1842
MW1 11.7 7.1 8.6 8.2 9.8 7.5
JM1 2640 2164 2796 2605 2565 2407
CM1 6.1 5.5 5.6 5.3 5.8 5.7
KC1 100 108 111 112 107 110
jdt 27.9 29.3 30.7 29.2 29.8 34
pde 54.5 58.1 61.5 58.3 58.5 62.6
luce 16.6 15.5 15.9 15 15.8 16.7
equ 6.1 5.6 5.4 5.1 5.9 5.5

mylyn 86.9 79.8 83.5 77.8 78.8 87.2
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datasets, NABC is the best choice to build ranking models on AEEEM datasets, the pro-
posed multi-objective algorithms obtain the best performance of global search ability on
most of NASA data sets. The most important advantage of the proposed multi-objective
ranking method is that it enhances the efficiency of ranking models by reducing redundant
features. Thereby, the proposed multi-objective ranking methods can address the complex
problem in NASA data sets.

The performance of an SDP model mainly depends on the quality of the datasets. In
other words, where single-objective optimizers can obtain one goal in the SDP tasks,
multi-objective optimizers can archive multi-goals in the SDP tasks. However, if the
datasets have only one problem to solve, the performance of all the optimizers seems
the same. It is to say that the more problems in the dataset, the greater the performance
difference between the single-objective optimizer and the multi-objective optimizer.

5. Threats to Validity

In this section, we discuss three validity threats to the experimental results of our work.
One threat to validity is that the proposed method may not obtain promising results on
other datasets. The metrics have the most impact on the ranking task for different datasets.
In other words, the metrics cause different effects on different datasets for SDP problems.
Another threat to validity is that all the compared methods are single-objective evolu-
tionary algorithms, which optimize a single goal on datasets for the ranking task. The
performance of those methods depends on the quality of the datasets. Generally speaking,
single-objective evolutionary algorithms obtain good performance on datasets with a sin-
gle problem and worse results on datasets with complex problems. It is the reason that the
proposed methods perform better than other competitors on NASA datasets and perform
worse than other competitors on AEEEM datasets. The last threat to validity is that we
use Friedman’s rank test to statistically analyze the six competitors and use FPA as the
evaluation measure. Our work can also use the Wilcoxon rank test and mean square error
(MSE).

6. Conclusion

In this study, two multi-objective ranking methods are proposed to address a complex
problem which is consisted of insufficient samples, curse-of-dimensionality, and class im-
balance. Compared with four single objective algorithms based on 11 software programs,
although learning-to-rank methods improve the ranking performance for SDP, curse-of-
dimensionality and class imbalance are ignored in building ranking models for software
defect prediction. Where the proposed multi-objective ranking methods are used to build
ranking models, the ranking performance of these ranking models is enhanced by se-
lecting the related feature subsets. In other words, the proposed multi-objective ranking
methods can address the complex problem of SDP.

The main reason for the outperformance of the proposed methods on NASA datasets
should be discussed. Where NASA uses 40 metrics to collect the information for pro-
grams, AEEEM employs only 15 metrics to dig the information for its software system.
In other words, as the number of metrics increases, the relationship between them and
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the performance of prediction methods becomes more complex. From our experimen-
tal results, feature selection methods always enhance the performance of the SDP tasks,
especially on datasets using a large number of metrics. However, the feature selection
methods have little impact on the SDP tasks of AEEEM datasets. One can see that the
proposed multi-objective ranking methods outperform single-objective ranking methods
in addressing complex problems in datasets. It can be concluded that the optimized goal
of reducing redundant and irrelevant features is effective for SDP tasks on datasets with a
large number of metrics, which is missed in ranking tasks using single-objective optimiza-
tion algorithms. In addition, NSGA-II and MSFFA win the best performance compared
with other single-objective optimization algorithms for most SDP ranking tasks. It is to
say that NSGA-II and MSFFA obtain a good balance between exploration and exploita-
tion to solve complex problems in SDP ranking tasks.

In the future, the performance of the proposed methods will be verified by more pub-
licly available datasets containing more features.
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Abstract. This paper introduces a multi-perspective approach to deal with curation
and exploration issues in historical newspapers. It has been implemented in the
platform LACLICHEV (Latin American Climate Change Evolution platform).
Exploring the history of climate change through digitalized newspapers published
around two centuries ago introduces four challenges: (1) curating content for track-
ing entries describing meteorological events; (2) processing (digging into) collo-
quial language (and its geographic variations5) for extracting meteorological events;
(3) analyzing newspapers to discover meteorological patterns possibly associated
with climate change; (4) designing tools for exploring the extracted content.
LACLICHEV provides tools for curating, exploring, and analyzing historical news-
paper articles, their description and location, and the vocabularies used for referring
to meteorological events. This platform makes it possible to understand and iden-
tify possible patterns and models that can build an empirical and social view of the
history of climate change in the Latin American region.

Keywords: data curation, metadata extraction, data collections exploration, data
analytics.

1. Introduction

Ninety-seven per cent of climate scientists agree that climate-warming trends over the
past century are very likely due to human activities6. Some observation reports and studies
reveal that the planet’s average surface temperature has risen about 2.0 degrees Fahren-
heit (1.1 degrees Celsius) since the late 19th century. The hypothesis is that this change
has been mainly driven by increased carbon dioxide and other human-made atmospheric
emissions.

5 In Iberoamerica, Spanish has variations in the different countries, even if all Spanish-speaking people can
perfectly understand each other.

6 https://climate.nasa.gov/scientific-consensus/



1180 Genoveva Vargas-Solar et al.

Technological advances have allowed understanding of phenomena and complex sys-
tems by collecting many different types of information. Data collections are exported un-
der different releases with different sizes and formats (e.g., CSV, text, excel), sometimes
with various quality features. Tools helping to understand, consolidate and correlate data
collections are crucial. Even if there is an increasing interest in analysing digital data col-
lections for performing historical studies on climatologic events, the history of climate
behaviour is still an open issue that has not revealed missing knowledge. Long histor-
ical data studies could make it possible to compute more complete models of climatic
phenomena and the conditions in which they emerged. However, meteorology is a young
science that started around the 19th century. It is supported by more or less recent data,
making it challenging to run an analysis that can give more historical pictures of climatic
evolution and its implications using observations instead of extrapolations. Those willing
to promote changes in the behaviour of society and industry to reduce emissions that have
a role in climate change must convince civil society of the importance of the challenges.
For this reason, our work addressed the problem of collecting and analyzing the history
of meteorological events to explore how they were described, lived and perceived by civil
society. In this sense, the digitalization of data collections has an increasingly vital role
in collecting vast amounts of hidden data. Thus, considering that digital archives become
more easily accessible every time and contain explicit and implicit spatio-temporal in-
formation, researchers in GIScience [18], are becoming aware of these new data sources
[10], [9], [34], [41]. Moreover, digital data collections make it possible to have an analytic
vision of the evolution of environmental, administrative, economic and social phenomena.
In this context, our work deals with data collections that report the emergence of mete-
orological events (e.g., temperature changes, avalanches, river flow growth, or volcano
eruptions). However, the digitized collections have some implicit issues. They are often
riddled with Optical Character Recognition (OCR) errors that hamper the performance
of information retrieval systems. Therefore, handling OCR errors is one of the two sig-
nificant problems for information retrieval from collections of historical documents. On
the other hand, these sources’ problems are related to historical language changes since
digitized texts are written in the language of their origin.

This paper proposes an extended description of the Latin American Climate Change
Evolution platform called LACLICHEV [37]. The objective of LACLICHEV is to provide
an integrated platform to expose and study meteorological events described in historical
newspapers that are possibly related to the history of climate change in Latin America.
In this sense, we hypothesize that the history (in Latin America) is contained in newspa-
per articles in digital collections available in national libraries of four countries, namely
Mexico, Colombia, Ecuador, and Uruguay. Considering this starting point, LACLICHEV
addresses the following issues (see Figure 1):

i First, newspaper archaeology, by chasing articles about climatological events using
specific vocabulary to discover as many articles as possible (see the left side of the
Figure 1). The challenge is choosing adequate vocabulary to increase the chances of
getting articles about climatologic events.

ii Second, once an article talks about a climatologic event, it is tagged with Geo-Temporal
metadata specifying what happened, where and when it happened, its duration and ge-
ographical extent (see the centre of Figure 1). The objective is to build a climatologic
event history of empirical observations.
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iii Finally, on top of this history, the objective is to run analytics questions and visualize
results in maps given that the content is highly spatial (see the right side of the Figure
1).

Fig. 1. Problem Statement

The main contribution of our work is LACLICHEV. It is a data collections explo-
ration platform that applies data collections curation and exploration techniques. These
techniques are combined with data retrieval, data analytics, and visualization for under-
standing the content of articles that report historical meteorological events. These data
with high geospatial and temporal content can be aggregated into maps. Maps give a one-
shot view of the history of meteorological events observed from the empirical perspective
of civil society before the emergence of meteorology as a science [39, 6].

The second contribution is a meteorological event knowledge model that provides sev-
eral perspectives to describe an event. Perspectives organize metadata that represent such
an event is reported through empirical narratives that can appear in newspaper articles, as
in the context of our work.

The third contribution is the experimental use of LACLICHEV to build the history of
climate change in Latin America from digital newspapers. To track meteorological events,
we explored newspapers to search articles that could report such events, the conditions in
which they happened, their duration, the places in which they occurred, and their impact
in terms of an approximate number of casualties and the kind of damages, etc. As an
experimental scenario, we chose the XVIII and XIX centuries, which define a golden age
for newspapers in Latin American countries [13], namely, Mexico, Colombia, Ecuador,
and Uruguay.

The remainder of this paper is organized as follows. Section 2 introduces the general
architecture of LACLICHEV and its functions implemented by its main modules. Section
3 describes the knowledge model we propose for modelling meteorological events as de-
scribed in empirical narratives written in natural language. Section 4 describes the general
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curation and exploration processes implemented by LACLICHEV to deal with the cura-
tion and exploration of historical newspaper articles potentially reporting on climatologic
events. It also describes the use cases that we conducted to evaluate it. Section 5 studies
approaches that promote datasets exploration for defining the type of analysis possible
on top of them. Finally, Section 6 concludes the paper underlying the contribution and
discusses future work.

2. LACLICHEV for Curating and Exploring Historical Newspapers
Articles

Figure 2 shows the general architecture of LACLICHEV organised into three layers:

i frontend with an interface providing functions for curating articles and creating events
descriptions; and giving access to explore the event history containing curated articles
reporting meteorological events;

ii backend with the meteorological event history stored in a document management sys-
tem (see number 1 in Figure 2) and modules for curating (pre-processing and tagging
the textual content of newspaper articles - number 2 in Figure 2) and exploring events
(see number 3 in Figure 2);

iii external layer connecting to document providers that are available through servers
accessible on the Web and APIs exported, for example, by libraries.

Application
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Maps API

Information source

Curate 
articles

Request Information
(HTTP)

(PDF, JSON, XML, HTML)

Tag Content

Meta-data 
Manager 

Location

Coordinates

Coordinates
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Documents 
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Source 
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Fig. 2. General functional architecture of LACLICHEV

In the following sections, we describe the core layer of LACLICHEV, namely the
backend with its main components, the meteorological event’s history, and associated
curation modules used to feed the history and exploration modules to process queries to
explore this history.
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2.1. Meteorological Events History

The event history (storing metadata describing an event from several perspectives, see
number 1 in Figure 2) is based on an event knowledge model that we proposed and that
is described in Section 3. Through this knowledge model, it is possible to represent the
empirical description of a meteorological event with metadata from several perspectives:
descriptive (the vocabulary used for describing a meteorological event and the statistics
of its use); linguistic (the structure of the sentences used in a narrative describing a mete-
orological event); the meteorological perspective (represents factual data about an event,
location, duration, type, intensity, etc.); and the domain knowledge perspective (meta-data
about empirical and factual observations provided by meteorology experts, e.g., the fact
that strong rainfall can correspond to more the 75 mm/hr rain).

Metadata is stored in persistence support, a key-value or a document store, depending
on the technology adopted by each library. In contrast, the raw documents remain archived
in a different server or the same store. LACLICHEV uses a document store (i.e., Mon-
goDB7) for storing geo-temporally tagged meteorological events. These events’ history
provides an interface for performing querying and analytics tasks on top of it. The digital
collection can be initially queried by filtering the documents by region, country, or year.
Digital libraries offer front-ends for performing this classic information retrieval process.
For example, select newspapers published in Uruguay (i.e., geographic filter) between
1800-1810 (i.e., temporal filter). It can also perform analytics queries. For example, lo-
cate events during the XIX century, enumerate and locate the most famous meteorological
events in the region, and create a heat map of the events in Latin America that happened
in the last ten years of the XIX century.

2.2. Curating Newspapers Content Modules

The backend of LACLICHEV includes of a set of modules devoted to implement dif-
ferent operations of data curation (see number 2 in Figure 2). The objective of curating
(historical) newspaper articles is to build a meteorological events history that newspaper
articles reporting events with metadata, providing as much information as possible about
the reported event.

Figure 3 shows the newspapers curation process that is a semi-automatic process de-
voted to:

– find articles reporting this type of events within digital collections available in existing
digital libraries repositories;

– geo-tag interactively and store those articles that actually report such events for build-
ing a meteorological event database.

LACLICHEV relies on a knowledge graph that integrates a thesaurus classifying me-
teorological event types, Wordnet and a glossary defining meteorologic characteristics of
meteorological events.

Curation process. Curation tasks can be recurrent and include a human-in-the-loop
strategy for validating and adjusting results. For example, suppose an event is geo-tagged
to associate it with a geographic location, and the event is described in an article about

7 This is a recurrent storage strategy when building databases as a result of processing textual content [32].
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Fig. 3. Newspapers curation process

Montevideo news from Uruguayan newspaper collections. In that case, a human will
verify that the geographic location refers to Montevideo in Uruguay and not Minnesota
(United States).

During this phase, articles referring to meteorological events are geo-temporally tagged
to associate them with the region and/or time window in which they happened. The data
analyst validates tags. Since the result can contain a significant number of articles, the
user can use three tools to understand the content of the result. The tools let her/him
manipulate a terms frequency matrix and heat map.

She/he can also explore the content of the article text using a view that provides in-
formation about the context in which the terms are potentially describing an event that
appears in the document. For example, the name of geographic locations in the document
might refer to the event’s location and the region it touched, and a list of geopolitical
entities (e.g., school, public building, etc.) to determine the damages caused by the event.

Curation functions provided by the backend modules. The data analyst can perform
the following curation actions:
- Correct the terms associated with meteorological events that might not be used in such a
sense in the text. Indeed, some social and political demonstrations are often described as
meteorological events. For a classic automatic text analysis process, this cannot be easy to
identify and filter. For example, an article entitled “Stormy weather within the ails of the
senate in Ecuador” has nothing to do with the types of events considered but a political
one.
- Determine whether personal names correspond to the event’s name (e.g. hurricane or
storm’s name). If that is the case, this information will be used to insert the event into
the history. - Verify whether the names of cities, regions, and countries correspond to
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geographic entities. The system underlines the names of patronyms, and the data analyst
can see the location of the possible geographic entities. Thus, the user can also confirm
whether the article refers to the geographic place that she/he is searching for. For instance,
if “Santa Clara” is underlined, it can refer to a point of interest, city, or village.
- Determine the date of the event and its characteristics. The temporal terms and adjectives
are also underlined to let the data analyst click on those that describe the event.
- Determine the type of damages caused by the event by exploring those terms that de-
scribe such information.

The previous actions are used to complete the representation of the articles’ content
(extracted dynamically) and identify meteorological events more accurately since the data
analyst, or domain expert knowledge is used (see Figure 4 showing LACLICHEV inter-
faces for curation). Note that one event can be described by several articles. In that case,
the information stemming from the different sources is loosely integrated by performing
the union of the content by applying some rules. For example, suppose the dates reported
in two articles do not entirely correspond (variation of the day or the hour). In that case,
the date of the event is modelled as an interval computed by processing the dates. If the
dates are too disparate, the system keeps a set of dates. A similar process is done with lo-
cations; in this case, the system defines a region. A user can define a threshold of the size
of a region associated with an event according to its type. Otherwise, the system keeps a
set of geographical points.

Fig. 4. Event curation process interface for tagging events

2.3. Exploring the Collections of Digital Newspapers

Newspaper articles are explored by conjunctive or disjunctive keyword queries, where
keywords can belong to several vocabularies (see number 3 in Figure 2). For example,
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search articles reporting heavy storms and rivers flooding. The query expressed by a data
analyst is automatically completed by using rewriting techniques that consider synonyms,
more specific or more general concepts [11]. Thus, three tools can be used for exploring
meteorological events depending on expert knowledge of what she/he is looking for.

The rewriting process produces several proposals that the data analyst can adjust and
then choose to be evaluated (see details in Section 4). Each chosen query is evaluated
using information retrieval techniques, including the article’s text stemming for extracting
the terms and constructing a frequency matrix that provides occurrence statistics of the
representative terms of the text content within a collection of documents.

In general, information retrieval processes do not exhibit this matrix; it is an internal
data structure representing the content of the documents and is used to answer queries. In
our approach, this frequency matrix is accessible to the data scientist because it provides
an aggregated view of the content of a document collection. Additionally, we compute and
exhibit a terms heatmap for a given documents collection to provide a more economical
(i.e., consolidated) view of the collection’s content. Our approach provides an interactive
interface that lets data scientists manipulate these data structures to define the piece of
collections she/he want to explore.

The data scientist can explore them and then decide whether the collection can de-
scribe meteorological events and the documents that might be closer to her requirements.
She/he can decide eventually to explore some documents directly or reformulate the
query. Once a result containing articles that potentially answer the query has been com-
puted, the user can explore the result and validate the selection elements during the next
step of the data exploration workflow.

- Filtering. Retrieving factual information, for example, filtering events by region, country
or year. For example, Uruguay for the country and between 1800–1810 for the temporal
filter.

- Term frequency. Understanding the content of digital newspaper collection through the
vocabulary used in its articles. Therefore, LACLICHEV exposes the terms frequency ma-
trix and a terms heatmap under an interactive interface. The domain expert can see which
are, statistically, the terms most used in the articles, group documents according to the
terms used, and choose articles using a specific term.

- Additional information. Exploring the content of a specific article using a view that
provides information about the name of geographic locations in the document. These lo-
cations might refer to the event’s location and the region it touched and a list of geospatial
features (e.g., school, public building, etc.) to determine, for example, the damages caused
by the event.

Exploration Process. Given a document’s collection and associated data structures
describing the content of its articles, the data scientist can explore articles to determine
whether they report meteorological events. This phase integrates the human-in-the-loop.
The reason is that newspaper articles use colloquial terms that can be tricky and refer to
metaphors that might not denote a meteorological event. Language subtilities are not easy
to handle manually, mainly because we are dealing with a language used some centuries
ago, which increases the challenge of classifying the content of the articles.
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3. Meteorological Events Knowledge Model

We propose a meteorological event knowledge model (see Figure 5) to represent climate
event reports in digital documents. The objective is to describe events from different per-
spectives using the information from the articles and newspapers that report them in an
empirical form and complete their description with domain knowledge also described in
the model. Newspapers do not describe events scientifically; however, we need to locate
and profile them by approximating quantitative characteristics to picture the past climate
situation in the region. The different perspectives give context to the quantitative features
derived/deduced from the descriptions. As shown in Figure 5, events are associated with
the newspaper article(s) that describe them (reading from right to left). Each article can
have metadata that curates it, pointing to its “raw” content that has been processed and
annotated with linguistic labels.

Classes of documents associated with an event (class Event in the figure) contain
variables that describe its characteristics, like the date it happened or the geographical
scope.

Event
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Fig. 5. Event Data Model

According to the perspectives, the event knowledge model provides concepts for rep-
resenting a meteorological event. Each aspect of the knowledge model is implemented
using different data structures with associated operations to support exploration actions.
The following lines describe the different perspectives of an event and are represented
by the event model: descriptive, meteorologic, linguistic and knowledge domain profiles.
These perspectives are described in the following sections.

3.1. Descriptive Profile

In newspaper articles, there is no generic list of attributes used for describing a meteoro-
logical event. Indeed, meteorological events are described in different ways in historical
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newspaper articles, depending on the author. However, we can often collect information
related to location, date, duration, scope, and damages. Meteorological features (like mil-
limetres of precipitations, wind speed, temperature, pressure, etc.) can be explicitly de-
scribed in articles or deduced according to the description of the event. For example, an
event reported in Montevideo describing an overflow of the river implies winds higher
than 100 km/h and rain of more than 10 ml/hour, according to the knowledge provided by
meteorologists. This knowledge domain is used to complete the reported event’s meteo-
rologic features.

We combine scientific knowledge produced a posteriori with empirical observations
reported in colloquial narratives centuries before. This strategy can help to estimate the
location of the events. Of course, we could have tried a more appropriate approach cor-
relating the location of the event referred to in the article with ancient distributions and
organisation of the territory to have a more precise location of the events. For example,
we could have looked for the urban distribution of the city in the publication year of the
article. Then, compare this result with contemporary maps and have a more accurate lo-
cation of the events according to the modern urban distribution of the city. For instance,
an event reported in Montevideo city’s “Rambla” sector in 1910 corresponds to a new
quarter today. We will develop this approach in our future work.

3.2. Linguistic Perspective

The linguistic perspective gathers the terms used for describing an event in one or several
articles belonging to a given newspaper. We propose a tree-based data structure, named
content tree for representing the content of a historical newspaper article. The tree corre-
sponds to each sentence’s grammatical analysis in the article’s textual content commonly
used in Natural Language Processing (NLP) techniques [4]. The content tree, as shown
below, consists of a set of sentences. A sentence is defined as a set of nodes representing
grammatical elements of a sentence and leaves representing the terms composing a sen-
tence in a specific article. We use existing classic NLP techniques because we do not aim
at contributing to extending or providing novel ways of using them. The objective is to
choose adapted methods for processing the meteorologic newspaper texts.

In Spanish, we use a simplified grammatical model defined by the following sim-
plified Backus-Naur Form (BNF) specification8. The simplified specification allowed to
process the type of articles we explored, of course an extension of the representation in the
next versions of LACLICHEV will allow process other texts describing meteorological
phenomena for example in historical novels with narratives about major events:

<sentence> ::= <noun-sentence> | <verb-sentence>
<noun-sentence> ::= <named-entity> <conjunction>

<noun-sentence>
<noun-sentence> ::= <noun>
<verb-sentence> ::= <subject> <predicate>
<subject> ::= <article> <noun>
<predicate> ::= <verb> <direct-object>

8 We have also used a BNF for English to explore the use of LACLICHEV with other languages. This work is
out of the scope of this paper and concerns the next version of LACLICHEV.
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<direct-object> ::= <article> <noun>
<article> ::= EL | LA | UN | UNA
<noun> ::= "Spanish nouns"
<verb> ::= "Spanish verbs"

Fig. 6. UML class diagram representing the general structure of a content tree

As shown in Figure 6, a node represents a type of grammatical element given in a
specific linguistic model defined for a specific language. It is labelled adopting the entity
labels produced by classic natural language processing tools known as Part Of Speech
(POS) tags. For instance, noun, proper singular (NNP), noun, plural (NNS), verb, modal
auxiliary (MD), Geopolitical entity (GPE), or Organization. In the case of subjects (NNP),
they can be grouped into more general entities that identify geographic locations (GPE),
places, names, and organization9.

A node has children, where each child can also be a Node or a Leaf, and a set of
siblings, which are other nodes. A leaf specializes in a node, and it represents a term
contained in the article. A term is a string with a parent, a node means a POS tag.

According to the model, the ContentTree represents a document’s content where the
vocabulary used is determined by a Location in a country and a city. These classes rep-
resent that the same language, Spanish, varies among countries and cities. Recall that in
different locations, people describe meteorological events using different vocabulary.

Every article in a newspaper is associated with its content tree. A data analyst or expert
domain can explore the articles by navigating their content trees without reading the full
content. For example, retrieve articles reporting heavy storms in Uruguay in December
1810. Nodes are related through two relation types: instance, correlation. The relation
of type correlation describes two terms that appear in the same sentence with a given
distance given by the number of intermediate terms.

3.3. Meteorological Perspective

The meteorological perspective characterizes the event with attributes used to describe it
in one or several newspaper articles. Nevertheless, not all the attributes can have an asso-
ciated value since there might be no evidence within the articles that report it. Attributes,

9 A full list of POS tags can be found in https://www.cms.gov/
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like the date of the event, its geographical scope, or the location of the damaged regions,
are computed by navigating through the content tree of every article reporting the event.

MeteorologicEvent: <date: Data,
duration: <init:Date, end:Date>
scope:{<locationName: String,
long: Float, lat: Float>}
name: String, damages: {String}>

3.4. Knowledge Domain Perspective

The knowledge domain perspective describes meteorological events using knowledge do-
main statements created by experts of the National Library of Uruguay. This knowledge
has been associated with events through manual analysis of newspaper collections and
meteorologists interacting. This knowledge can help interpret the empirical information
reported in the articles and complete the information associated with the event description.
For example, if the river was flooding due to a storm, it is possible to estimate the wind
speed and the approximate litres of rain. The knowledge domain perspective is modelled
as a glossary. Figure 7 shows the intuition of its structure.

19
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Type Intensity

Strong > 7.5 mm/h

Moderate 2.5 a 7.5 mm/h
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Air type Humidity percentage

Humid 80 %
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Event Visibility Ambient humidity

Mist 1 a 2 Km 80 to 90 %

Fog < 1 km 90 to 100 %
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Air type Moisture Percentage

Humid 80 %

Saturated 100 %
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Term Sea appearance Ground effects

0 00 - 01 --- Calm Clear Calm, smoke rising vertically

1 02 - 05 0.1 Ventoline Small waves, no foam Smoke indicates wind direction

2 06 - 11 0.2 Very weak 
breeze

Glassy but unbroken crests The leaves on the trees move, the 
windmills start to move

3 12 - 19 0.6 Weak breeze Small waves, breaking crests Waves are tossing, flags are waving

4 20 - 28 1 Moderate 
breeze

Numerous tassels, longer and 
longer waves

Dust and papers are raised, the 
treetops are shaken.

Fig. 7. Climate events glossary

Modelling the empirical knowledge about meteorological events is critical when cu-
rating newspapers’ descriptions. It represents the interpretation of the emerging content
by observing the phenomena and associating it with metering techniques available today.
The principle can be stated as follows: “today, based on the metrology performed during
meteorological events, we know that when the river floods, there is an approximate wind
speed and more than “x” litres/meter2 of rain. So we can estimate the conditions in which
the events could have happened in the past.
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4. LACLICHEV in Action

LACLICHEV is a client-server system for executing the human-in-the-loop tasks that
implement the data exploration process. We have configured LACLICHEV to process
historical newspapers of four countries provided by the national libraries of each country.
The curated event history has been explored by the librarians of the participating coun-
tries. The idea was not to experimentally test the system but to calibrate it according to
the characteristics of the digital collections.

4.1. Building a Latin American Meteorological Event History

We have worked with the national libraries of Mexico, Colombia, Ecuador, and Uruguay
to access their newspapers’ digital collections. For our experiments, we worked with the
collections of the XVIII and XIX centuries of newspapers written in Spanish with the
linguistic variations of those mentioned above Latin American countries. The National
Libraries of these countries manage historical newspapers with about 4 to 7 million im-
ages of newspapers between the XVIII and XIX centuries, depending on the country. For
example, the National Library in Mexico maintains 7 million images of digital national
newspaper collections. In Colombia the newspaper library is made up of publications pub-
lished between the end of the 18th century and the first half of the 20th century, including:
“El Papel Periódico Ilustrado”, “Diario Polı́tico de Santafé de Bogotá”, “El Alacrán”, “El
Mosaico”, “Semanario del Nuevo Reyno de Granada”. It includes newspaper collection
from Ecuador and Argentina, namely “La Verdad Desnuda (Guayaquil, Ecuador) and
“Vida Intelectual” (Santa Fe, Argentina). The current version of LACLICHEV processed
around 19 million images in the newspapers of the fourth countries. The event history has
curated 800 different meteorological events.

We curated collections and generated the vocabulary used on articles identified as
reporting a meteorological event (see Figure 8). Digital newspaper collections remain
in the initial repositories that belong to the libraries. Then, terms and links to the OCR
(Optical Character Recognition) archives containing documents with articles reporting
meteorological events were stored in distributed histories managed in each country. As
shown in Figure 8, the process consists of five steps usually used in natural language
processing techniques: sentence segmentation, tokenization, speech tagging, entity and
relation detection. LACLICHEV implements these phases in Python, relying on the NLTK
library.

The first phase of the pre-processing process of newspapers leads to graphs represent-
ing the content of the articles and classic inverse index and frequency matrices used for
performing exploration queries.

Besides curating the data collections’ content, we wanted to discover linguistic vari-
ations in different Latin American countries to describe meteorological events. People’s
language and variations can picture civilians’ perception of these events, consequences,
and associated explanations. Thus, local vocabularies were created out of the terms used in
newspapers’ articles (see Figure 9). For example, referring to a storm as a stormtrooper10

Then we updated and enriched through queries, exploration and analytic activities, these
vocabularies through human-in-the-loop actions. Data analysts tagged “colloquial” terms

10 In Mexico, a storm is called a “chaparrón” and in Uruguay, it is called a “chubasco”.
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Fig. 8. Pre-processing text pipeline

used to describe meteorological events and associated them with more scientific terms.
These terms can be then used for defining keyword queries for exploring newspaper
datasets.

Fig. 9. Collecting colloquial vocabulary

4.2. Curating Data Collections

LACLICHEV proposes functions that data scientists may exploit through diverse func-
tionalities. Next, we present the type of functions of LACLICHEV’s API (application
programming interface). The implementation of these functions were adapted to the case
of historical newspaper collections:
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- Curating data collections by exploring and processing their content for building the
history of meteorological events possibly related to climate change in the considered
Latin American countries. The functions for processing texts in Spanish are the core of
LACLICHEV. They were coupled with other functions to extract, derive and associate as
much data as possible to articles describing meteorological events.

Curation tasks were performed on a collection of textual digital documents with min-
imum associated metadata, particularly those used by digital libraries that own the col-
lections. Each library adopts its metadata schema, but they generally specify the news-
paper’s name, the country, the date and number, the number of pages, and the window
time in which it circulated. Libraries export the metadata schema used to describe these
resources and align them to standards used by digital libraries. For example, the editions
of the collection of Uruguayan newspapers were published during the first 10 years of the
XIX century.

The curation process generated data structures that provide an abstract representation
of the content of each article describing an event. A frequency matrix integrated the terms
representing the content of articles extracted from the different libraries’ collections. This
matrix was sharded and allocated to the servers devoted to interacting with each library.
This strategy implies having queries evaluated on different servers. This distributed query
evaluation was supported by an inverted index that provided information about the doc-
uments containing specific terms and their location. With the inverted index, the cura-
tion process also created initial vocabularies, classified by location (country and city) and
year. These vocabularies classified the terms used to describe climatologic events in the
different Hispanophone countries in LATAM. The temporal dimension allowed to store
information about their evolution.
Querying the event’s history of already tagged events can be done by keyword ori-
ented queries (e.g., locate the most famous events in Mexico during the XVIII century).
Users decide to use some terms that can belong to any of the vocabularies generated in
the pre-processing phase. LACLICHEV applies query rewriting techniques to extended
user-expressed queries with synonyms, subsuming and general terms. The particular char-
acteristic of this task is that the user (i.e., data analyst) can interact and guide the process
according to her/his knowledge and expectations about what she/he expects to explore
and search. The first result of this process, based on a ”queries as answers approach”,
is a set of queries that can potentially provide the largest number of results stemming
from the collections of the different libraries. The details of the approach we proposed for
LACLICHEV is detailed in the following section.
- Analytics operations and analysis results are generally presented within maps (e.g.,
how did rainy periods evolved in the region?). In the current version of LACLICHEV
analytics queries cannot be expressed in the frontend. They are implemented manually
through notebooks running on top of the event history. The analytics queries concerning
aggregative queries on the event’s history, for example, the number of events happening
in a country within a specific time window. The average wind speed and millimetres
of water per hour deduced for events regarding rainfalls and hurricanes in Montevideo.
Classifying the terms used for describing specific types of events. The event history is a
curated and clean data collection on top of which other analytics models can be applied
for discovering knowledge. This characteristics open analytics perspectives for future uses
of LACLICHEV. For example, applying supervised learning for analysing newspapers
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articles and determining whether they describe meteorological events. This can allow to
semi-automatise the curation process and enhance it with a recommendation system.
- Managing vocabularies, adding terms, guiding their classification and studying the lin-
guistic connections between the terms used in the different countries. The vocabularies in
the current version of LACLICHEV are implemented as RDF ontologies, and it relies on
SPARQL mechanisms for querying them. This version mainly addresses the construction
of vocabularies and their maintenance as new terms are identified in events’ descriptions.

Next subsections describe exploration techniques implemented for meteorological
events in the history built through the newspaper articles in the Latin American coun-
tries we used.

4.3. Query Rewriting

Queries-as-answers Exploration. Data analysts can express queries that can potentially
explore historical newspaper content to find articles describing meteorological events. The
aim is to have a good balance between precision and recall despite the ambiguity of the
language (Spanish variations in naming meteorological events). The domain experts must
express “clever” queries that can exploit the collections to achieve this goal.

Queries can be initially conjunctive and disjunctive expressions combining terms cho-
sen from the built-in vocabularies or not. Then, queries are rewritten in an expression tree
where nodes are conjunction and disjunction operators and leaves are terms, according to
an input query expressed as a conjunction and disjunction of terms potentially belonging
to a meteorological vocabulary.

Our approach for rewriting queries is based on a “queries-as-answers” process. This
technique rewrites user queries into queries that can produce more precise results accord-
ing to the explored dataset content. Queries as answers proposed by LACLICHEV consist
of a list of frequently used queries. Thus, we focus on the following aspects:

Extending Query Alternatives using Hypernyms and Synonyms. An initial conjunc-
tive or disjunctive query is rewritten by extending it with general and more specific terms,
synonyms, etc. The terms used to express the query are colloquial vocabulary for denot-
ing meteorological events. The rewriting process can be automatic or interactive, in which
case the system proposes alternatives, and the user can validate the proposed terms. For
example, if the query is “heavy storms”, the query can be completed by adding “heavy
stormtrooper”, “heavy storm dust”. It can also be rewritten with synonyms for the adjec-
tive heavy. In that case, it creates a combinatorial set of rewritten queries.

Note that the colloquial vocabulary stems from the articles of the curated newspapers.
As they are curated, the terms used in the articles feed a vocabulary that is first organised
in the frequency matrix produced when texts are processed as part of the curation process.

Then we use Wordnet11 to look for associated terms and synonyms that help address
concepts used in different Spanish-speaking countries. We do not translate the query
terms to other languages because our digital data collections contain Spanish newspa-
pers. LACLICHEV allows equivalent terms searching to morph a query. For a new term,
LACLICHEV generates a node with the operator and then connects the initial term with
the equivalent terms in a disjunctive expression subtree. Thereby, more general terms are

11 http://timm.ujaen.es/recursos/spanish-wordnet-3-0/
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collected and related to the initial term with these terms in a conjunctive expression sub-
tree. The result is a new expression tree corresponding to an extended query QExT . The
query morphing algorithm behind LACLICHEV is described in [35].

Extending Query Alternatives using Cultural Terms. Use local vocabularies for gen-
erating new query expression trees that substitute the terms used in Q’ExTi with equivalent
terms used in a target country (e.g., blizzard instead of a heavy storm). This will result in
transformed expression trees each one using the terms of a country (Q”ExT1 ... Q”ExTj)
[38].

We call metaphorically “folksonomies” a series of vocabularies created by process-
ing newspaper articles “local” vocabulary. We make and feed each vocabulary according
to the country of origin of the processed newspaper article. This lets us extract the vo-
cabulary used during the XVIII and XIX centuries for describing meteorological events
in Latin American countries (i.e. Mexico, Colombia, Ecuador, and Uruguay). Using this
information, LACLICHEV can answer the following queries: How have terms used to
describe meteorological events changed between XIX-XX c.? Which are standard terms
used to describe meteorological events across Latin American countries? Which is the
distance between terms used in XIX-XX c.? Which are the most popular terms used in XIX
c. for describing meteorological events?

Defining Filters using Knowledge Domain. We also use domain knowledge for rewrit-
ing the queries. We have a knowledge base provided by domain experts that contains some
meteorological event rules. For example, rules state that in the presence of a heavy storm:
R1. the wind speed is higher that 118 km/h; R2. the rivers can grow and produce big
waves; R3. there are rains between 2,5 7,5 mm/h; R4. the range of surface that can be
reached by a 100 km wind speed storm is of 1000 km.

Our approach uses this information to generate possible queries that help the domain
expert better precise her/his query or define several queries that can represent what she/he
is looking for. For example, the previous initial query “Q1: heavy storm” is rewritten
into new additional queries: “Q11: heavy storm or storm with wind speed > 100 km”
(using R1). “Q12: storms with 100 km speed that reached Mexico City” (using R2 and
knowing the initial point and geographic information). “Q13: storms touching villages
500 km around Mexico city happening in the same period” (R4). Instead of having a long
query expression, our approach proposes queries that the domain expert can choose and
combine. Note that the system first generates queries, not answers. The answer to a query
is a family of possible queries with some associated samples. The user can then choose
those queries that she wants to execute.

A climate glossary associates a term referring to a meteorological event with terms of
the LODE ontology12). LODE is an ontology for historical publishing events as Linked
Data and physical variables describing events. This information generates new queries,
which help users discover more details about historical meteorological events.

Using the climate glossary for transforming QExT into queries with terms that can
serve as filters. There are variables concerning meteorology concepts in the glossary, like
wind speed, rain volume/hour, and the water level of seas, rivers, and lakes. Other vari-
ables involve geographic aspects, like the location of an event and the scope of land it
reaches. Finally, other variables concern damages caused by a climate event with specific
physical and geographic characteristics. These different options generate queries com-

12 http://linkedevents.org/ontology/
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bining variables of the same group and different groups. For example, “heavy storms with
winds higher than 150 km/h”, “heavy storms with rains higher the 10 mm per square me-
tre”, and “heavy storms with rivers’ overflow”. The result is a set of queries Q’ExT1 ...
Q’ExTj .

Fig. 10. Queries as answers example

Figure 10 shows an example of the general principle of the queries as answers ap-
proach adopted by LACLICHEV. The system rewrites an initial conjunctive query heavy,
storm adding concepts (i.e., terms) related to the terms “storm” and “heavy”. The figure
only shows the rewriting process of the term “storm” for pedagogic reasons. Then in a
second round, the system rewrites the query adding synonyms of the terms, as shown in
the upper right side of the figure. Finally, the query is rewritten according to the rules
stated in the glossary. LACLICHEV performs a ranking process for the rewritten queries
according to the coverage of their potential answer. The queries with the biggest coverage
(those that include the largest subset of events in the history database). The algorithms to
estimate the coverage of a documents collection are proposed in [35].
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4.4. Evaluating Queries

The evaluation process of the query is performed first on top of the curated event store.
The result is a set of items (events) that answer, to some extent, the query. We also started
to generate maps depicting the events reported in the history [6, 39].

Analytics Queries. LACLICHEV provides and maintains the meteorological event’s
history on top of which users can visualize information and perform analytical tasks. For
example, LACLICHEV can answer spatio-temporal queries like:

– Q1 Locate meteorological events in the XVII century,
– Q2 Enumerate and locate the most famous events in the region or in a specific country,

and
– Q3 Create a heat map of events in Latin America in the last years of the XIX century.

The objective is to answer analytic queries that imply aggregating information stored in
the event’s history. For example, How did rainy time evolve in time in the region?, In
which way was climate different between XVII and XIX centuries? How did vocabulary
evolve from colloquial to scientific and standardized in the XX century?

4.5. Scope and Limitations

LACLICHEV is running its first version; we expect to enrich the number of digital news-
papers digitalised in the libraries. These new items will imply a new curation process
that will improve the event history in two directions. First, more articles will describe the
already curated events; this will complete the information stored in the history. Second,
with more events, we will further test and enhance the analytics queries that require to
have a specific volume of data to generate representative maps and analyses about the
meteorological events that happened in the past.

In future versions, and with more curated events, LACLICHEV is willing to answer
prediction queries like Could it have been possible to predict the evolution of climate
behaviour from the data in XVIII and XIX centuries?. This query requires collecting,
curating, and preparing more newspaper articles and other complementary data. However,
it concerns future work.

Another limitation of the current LACLICHEV is that it does not provide the adapted
mechanisms for exploring the linguistic aspects of the vocabulary. It gathers the terms
and organises them in a mesh data structure. Still, it does not provide tools for curating
the languages and allowing an analytics exploration of their use of meteorological across
countries and time.

5. Related Work

Historical analysis of climate behaviour can explain climatologic phenomena and Earth’s
climate behaviour. There exist several scientific efforts to study the history of climate
change. The Climate of the Past [1], for example, is an international scientific journal
dedicated to the publication and discussion of research articles, short communications,
and review papers on Earth’s climate history. The journal covers all temporal scales of
climate change and variability, from geological time to multidecade studies of the last
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century. The Government of Canada provides access to historical observations on climate
in Canada starting from 1840 [2]. However, these data collections are disconnected and
use different reference variables and observation criteria. They are very heterogeneous
and tight to their region. This ad-hoc characteristic is why data curation and exploration
processes are essential to extract knowledge that can be digitally analyzed and correlated.

Several domains address aspects that converge in our work, particularly those with
certain originality, like data exploration techniques, geographic information retrieval and
visualization. The following lines summarise the methods and approaches related to those
proposed for LACLICHEV.

5.1. Data Curation

Data curation [14, 33] is the art of processing data to maintain it and improve its interest,
value, and usefulness through its lifecycle, i.e. improving the quality of the data. There-
fore, it implies (i) discovering data collections of interest; (ii) cleaning and transforming
new data; (iii) semantically integrating it with other local data collections; and (iv) dedu-
plicating the resulting composites if required. Data curation provides the methodological
and technological data management support to address data quality issues, maximizing
the usability of the data for analytics and knowledge discovery purposes.

Existing commercial and academic systems provide solutions for curating data [36,
29, 40]. They provide operations for modelling and extracting metadata from raw data
collections, and they provide tools for exploring them. Prominent commercial examples
are Apache Atlas13 and SolR14. Apache Atlas is a framework for governance and man-
agement of metadata. It offers curation functions for metadata typing and classification,
data lineage, and exploration functions such as data source search.

SolR is a document indexing system including XML files, comma-separated value
(CSV) files, data extracted from tables in a database, and files in standard file formats
such as Microsoft Word or PDF. Indexing documents can be used as an essential general-
purpose curation operation. Its major exploration features include full-text search, hit
highlighting and faceted search. Other solutions are built on top of these tools for pro-
viding end-to-end general-purpose systems for curating and exploring data, for example,
ATLAN15.

5.2. Data Exploration

The emergence of the notion of data exploration provides different perspectives of the
data and tools for helping data scientists choose and compound datasets adapted for target
experiments [23, 5]. The tools [17] include functions like “data grooming” [27], which
denotes transforming raw data into analyzable data with various data structures. Other
approaches [24] focus on transforming human-readable data into machine-readable data
considering inconsistencies in data formatting given that they are produced under different
conditions. The idea is to exhibit processes, digital spaces, and systems that host datasets
and provide them with access to understand the conditions in which data are processed.

13 https://atlas.apache.org
14 https://solr.apache.org
15 https://atlan.com
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Data Grooming denotes transforming raw data into analysable data with various data
structures. Multi-scale queries propose to split a query into multiple queries executed on
different database fragments and then perform a union of those queries. This allows scal-
ing the query size as the user gets more confident in her query. Result set post-processing
and query morphing go on the premise that the user probably does not need the exact
answer to a query. Result set post-processing assumes an array of simple statistical in-
formation such as min, max, and mean to be more helpful, especially on massive data
sets. Query morphing assumes queries can be wrongly formulated. Query morphing still
focuses on answering the query given by the user but will also use a small portion of
resources in searching data around the original query. Query Morphing. Another trend
regarding data exploration is to tackle the lack of knowledge a user may have on the
dataset. Query morphing and queries as an answer are rewriting techniques that compute
alternative queries (e.g. adding terms) that can potentially better explore a dataset than
an initial query. Approaches such as interactive query expansion (IQE) [30, 8, 19] have
shown the importance of data consumers in the data exploration process. Users’ intention
helps navigate the unknown data, formulate queries and find the desired information. In
most occurrences, user feedback acts as vital relevance criteria for the following query
search iteration. The key challenge is identifying bad queries using statistical information
or massive scientific databases and identifying interesting queries to return. Identifying
bad queries can be done using a list of frequently used queries and returning them based
on user feedback.

SVD/PCA [15] is probably the most known algorithm for exploring data sets. It is used
to reduce high-dimensional data represented as a matrix. From a practical perspective, it
searches for the combination of weighted attributes that expresses the most information,
allowing data analysts to work with the more useful 2 or 3-dimensional graphs. From a
geometric perspective, these techniques search for the vectors with the highest variance
and then express the original matrix according to this new system of dimensions. Using
Eigenvalues makes it possible to estimate the amount of information in each dimension
[12].

Visualization and Summarization. are essential to understand the data and maintain
it. The field of visual analytics seeks to provide people with better and more effective
ways to understand and analyze these large datasets while also enabling them to act upon
their findings immediately [22]. Visual analytics provides technology [26, 28] that com-
bines human and electronic data processing strengths. Structured query languages and the
graphical interface developed over the top are the standard procedure for accessing data
in a database. Many tools exist to perform data visualization with web visualization tools
such as D3.js or other tools such as Matlab [20] or R programming language [16]. One of
the most critical steps of these tools is to let the data analyst move from confirmatory data
analysis (using charts and other visual representations to present results) to exploratory
data analysis (interacting with the data/results). This has led to visual data exploration and
visual data mining [7].

5.3. Text Processing in Newspaper Articles

The discovery of knowledge from large-scale text data or semi-structured data is a dif-
ficult task that can be addressed with text mining techniques. These techniques extract
valuable information to fulfil a user information need. The textual documents available



1200 Genoveva Vargas-Solar et al.

in unstructured and semi-structured forms can be medical, financial, market, scientific,
and other documents. Text mining applies a quantitative approach to analyse a massive
amount of textual data and tries to solve the information overload problem.

The combination of transformers and self-supervised pretraining has been responsible
for a paradigm shift in NLP, information retrieval (IR), and beyond [25]. The approach
in [21] extracts target categories, each including many topics. The method extracts word
tokens referring to topics related to a specific category. The frequency of word tokens in
documents impacts the document’s weight calculated using a numerical statistic of term
frequency-inverse document frequency (TF-IDF). The proposed approach uses the title,
abstract, and keywords of the paper and the categories of topics to perform a classification
process. The documents are classified and clustered into the primary categories based on
the highest cosine similarity measure between category weight and documents’ weights.

The work proposed in [3] discusses the challenge of processing and analysing his-
torical manuscripts. Authors investigate how deep learning models detect and recognise
handwritten words in Spanish American notary records. For dealing with natural language
(ancient Spanish), professional historians prepared a labelled dataset of 26,482 Spanish
words employed in the experiments. The paper [31] proposes a tool that uses raw Spanish
text and Spanish event coders for analysing political news articles. The work combines
natural language processing techniques, including deep learning and encoders, with the
knowledge represented in ontologies to support the automated coding process for Spanish
texts.

5.4. Geographic Information Retrieval

Within GIScience domains, some approaches have developed. [10] and [9] combined
methods from Geographic Information Retrieval (GIR) and geovisual analytics to obtain
new insights from a digital dictionary about the history of Switzerland. In addition, the au-
thors include sentiment analyses to assess how (historical) places were referred to in texts
over time and provide ways to access and explore spatio-temporal information contained
in many text archives. [34] described a method to supplement existing records of land-
slides in Great Britain by searching an electronic archive of regional newspapers. More-
over, the authors construct a Boolean search criterion by experimenting with landslide
terminology for four training periods. It allowed the discovery of some spatio-temporal
patterns of additional landslides identified in newspaper articles. [41] presented a text-
mining program that extracted keywords related to floods’ geographic location, date, and
damages from newspaper analyses of flash floods in Fujairah, UAE, from 2000 to 2018.
Furthermore, this work performed geocoding and validating flood-prone areas generated
through Geographic Information System (GIS) modeling.

5.5. Discussion

Any query and analysis must be based on a good understanding of the available data
collections because the way they are combined and analyzed impacts the quality and
accuracy of the results.

Existing solutions are not delivered in integrated environments that data analysts can
comfortably use to explore data collections. The technical effort is still necessary to com-
bine several tools to explore and process datasets and go from raw independent data sets



Multi-perspective Approach for Curating and Exploring the History of... 1201

to knowledge, for example, on climate change. Therefore, our research aims to tailor a
data exploration environment to help explore digital data collections using a human-in-
the-loop approach. In existing solutions, data analysts cannot comfortably explore data
collections and design analytics settings, particularly in cases where documents and ques-
tions combine scientific observations with empirical observations, like in the case of me-
teorological events described empirically in the past.

The current version of LACLICHEV did not explore the linguistic aspect, with origi-
nal or more advanced methods studying texts and combining present and past observations
to try to derive conclusions, for example, about climate change.

A technical effort is still necessary to combine several tools to explore and process
datasets and go from raw independent data sets to knowledge, understanding and pre-
diction, for example, on climate change. Therefore, LACLICHEV aimed to tailor a data
exploration environment that could help explore digital datasets using a human-in-the-
loop approach.

Regarding the qualitative assessment of LACLICHEV, we have not run user experi-
ence testing to collect feedback and user experience, and we might perform such testing
in the future. For the time being, we focus on the analytics such as correlating different
descriptions of the “same” event from articles in various newspapers, the location of me-
teorological events in old maps and their correlation with modern maps. We are working
on creating historical cartography of meteorological events that can be confronted with
contemporary perceptions of such events.

6. Conclusion and Future Work

The democratisation of access to data collections opens possibilities for exploring con-
tent produced over the years and extracting knowledge that can contribute to understand-
ing critical phenomena like climate change. Rather than directly querying collections for
searching documents or performing data analytics operations (statistics, correlations), the
objective is to let data scientists understand the content of the collections and then decide
what kind of queries to ask. Data exploration is a complex and recurrent process that in-
cludes calibrating a querying strategy (defining queries as answers) that can increase the
scope of content that can be retrieved and possibly analysed to extract evidence around
hypotheses or claims. This new paradigm calls for data curation strategies that are well
adapted to describe the content of collections with the right metadata and abstractions.

Our work contributes to data curation and exploration adapted for Spanish textual
content within digital newspaper collections. Using well-known information retrieval and
analytics techniques, we developed a data exploration environment named LACLICHEV
that provides tools for understanding the content of collections. We used digital news-
paper collections for applying such techniques for building and analyzing the history of
meteorological events possibly related to climate change in Mexico, Colombia, Ecuador,
and Uruguay. The work reported here is the first step toward this ambitious challenge. We
continue enriching data collections, developing and testing solutions for generating and
sharing step by step this history.
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Abstract. Recording anomalous traces in business processes diminishes an event
log’s quality. The abnormalities may represent bad execution, security issues, or
deviant behavior. Focusing on mitigating this phenomenon, organizations spend ef-
forts to detect anomalous traces in their business processes to save resources and
improve process execution. However, in many real-world environments, reference
models are unavailable, requiring expert assistance and increasing costs. The con-
siderable number of techniques and reduced availability of experts pose an addi-
tional challenge for particular scenarios. In this work, we combine the representa-
tional power of encoding with a Meta-learning strategy to enhance the detection of
anomalous traces in event logs towards fitting the best discriminative capability be-
tween common and irregular traces. Our approach creates an event log profile and
recommends the most suitable encoding technique to increase the anomaly detec-
tion performance. We used eight encoding techniques from different families, 80 log
descriptors, 168 event logs, and six anomaly types for experiments. Results indicate
that event log characteristics influence the representational capability of encodings.
Moreover, we investigate the process behavior’s influence for choosing the suitable
encoding technique, demonstrating that traditional process mining analysis can be
leveraged when matched with intelligent decision support approaches.

Keywords: Anomaly detection, Meta-learning, Encoding, Process mining, Recom-
mendation.

1. Introduction

Organizations rely on the correct execution of business processes to achieve their goals.
However, anomalous instances in event logs are harmful to process quality. This way,
stakeholders are interested in detecting and mitigating anomalies so that business pro-
cesses correspond to their expected behavior. Detecting anomalies is not only beneficial
for resource-saving but also to avoid security issues [46]. Process Mining (PM) is de-
voted to extracting valuable information from organizational business processes. Within
PM, conformance checking methods are dedicated to finding anomalies. Conformance

⋆ This article is an extended version of the paper “Process Mining Encoding via Meta-Learning for an
Enhanced Anomaly Detection” [41].
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techniques compare process models and event logs, quantifying deviations and, conse-
quently, identifying anomalies [39]. Traces not complying with the model are interpreted
as anomalous, either from a control-flow or data-flow perspective.

Although conformance checking supports the recognition of anomalous traces, the
methods are model-dependent, hindering their applicability since the model is not avail-
able in many scenarios. Moreover, resorting to expert knowledge is time-consuming and
may often result in subjective and approximate decisions that do not allow the effec-
tive automation of PM-related tasks [30]. Various approaches have been proposed for
detecting anomalies in business processes as a compliance verification task. For instance,
Bohmer and Rinderle-Ma [10] use likelihood graphs to model process behavior and sup-
port anomaly detection. The method is applicable to control- and data-flow attributes, al-
though the quality of discovered models limits its performance. Recently, many methods
are relying on Machine Learning (ML). To overcome the mismatch at the representational
level between PM and traditional data mining [16], a shared characteristic of ML-based
approaches is to transform the process or trace representations. The feature vector ob-
tained is capable of describing instances and connections for further ML modelling.

As pointed by Barbon et al. [6], a suitable encoding technique is crucial for the quality
of posterior methods applied to the event log. This way, by finding the appropriate encod-
ing, one can improve the identification of anomalous instances. In other words, a suitable
encoding technique allows the best representation of typical behavior and adjusted dis-
criminant capacity of anomalous traces. However, considering the multitude of available
encoding methods, selecting the correct algorithm is challenging [24,38]. To grasp the
algorithm selection problem in the context of PM, we propose an approach based on a
Meta-learning (MtL) strategy to recommend the best encoding method for a given event
log. The approach aims at maximizing the number of identified anomalies by profiling
event log behavior based on its features. MtL has been applied as a recommender system,
succeeding in emulating expert decisions for a wide range of applications [23,47]. Taking
advantage of structural and statistical lightweight meta-features extracted from event logs,
our MtL approach suggests the most suitable encoding technique. For that, it was built us-
ing 80 meta-features, trained over 168 event logs (meta-instances) for guiding the best one
of eight promising encoding methods (meta-target). Moreover, the proposed approach is
easily scalable, allowing the inclusion of additional encoding techniques and log descrip-
tors. Results show that the MtL approach outperforms current baselines and can improve
the detection of anomalous traces independently of the applied learning algorithm.

This work is an extension of [41]. The reference work investigated the MtL approach
and compared its performance with baselines. In this extension, we propose a more in-
depth analysis of the results and their insights, also including more encoding techniques.
First, by adopting explainability techniques, we strengthen the understanding of process
behavior’s impact on the encoding quality. For that, we present an analysis connecting
event log features to encoding methods, hence, providing a better problem understand-
ing. Furthermore, we developed experiments to test the internal validity of our research
design. The contributions of the presented approach are manifold. The main advantage is
providing guided recommendations of the suitable encoding technique for a given event
log, which is beneficial for both experts and non-experienced users. For end-users, the
recommendation saves experimentation time and speeds up the pipeline design. For ex-
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perts, the created meta-database serves as an analytical tool to correlate business process
behavior with optimal techniques, giving further insight into the problem.

The remainder of this paper is organized as follows. Section 2 presents an extensive
discussion about anomaly detection and the encoding of business processes. Section 3
lays down fundamental aspects regarding the application and where this problem sits
in relation to the literature. Section 4 presents the MtL-based methodology proposed in
this paper. Moreover, the section explores the extracted meta-features, and the encoding
techniques used along with the MtL approach. Section 5 details the experimental setup
(including event logs) and compares our approaches’s performance with two baselines.
Furthermore, a comprehensive anomaly analysis is shown along with a discussion about
implications of the different anomalies. Lastly, Section 6 concludes the paper and high-
lights our contributions.

2. Related Work

This section explores the discussion in literature focusing on anomaly detection and en-
coding techniques. Since there are no works identifying the best encoding techniques for
anomaly detection, the goal is to present how traditional anomaly detection is performed
within PM and compare it with ML-based anomaly detection.

2.1. Anomaly Detection

Early on, Bezerra et al. [9] defined anomaly in business processes based on a set of
assumptions: (i) the set of traces can be divided in normal and anomalous subsets, (ii)
an anomalous execution is infrequent in comparison to normal executions, and (iii) nor-
mal behavior generates more comprehensive process models than models generated from
anomalous traces. Within business process literature, traditional anomaly detection is per-
formed by conformance checking techniques [9,8]. For that, the conformance approach
is based on the comparison between process model and event log [1]. Therefore, non-
compliant business instances are interpreted as anomalous while conforming ones are
regarded as normal behavior. It is important to note that there are several different confor-
mance checking methods and no consensus of which one is the best [26].

Most traditional techniques rely on token-based replay [9,39,3]. These approaches re-
play trace sequences into the model by consuming executed activities according to model
constraints. Trace fitness is measured by counting missing and remaining tokens. For in-
stance, Bezerra et al. [9] proposed a method that uses domain knowledge to filter the
event log and then applied a process discovery technique to generate a model from the
filtered log. Then, traces are classified based on model fitting (i.e., non-fitting traces are
considered anomalous). However, more recent techniques rely on alignments due to being
more robust, especially for logs with noise [26]. These techniques also propose a model-
log comparison but directly relate a trace to valid execution sequences allowed by the
model. Therefore, alignment methods apply a synchronous approach where normal be-
havior is defined by the accordance of moves between trace and model. Finally, multiple
alignments can be produced, and the goal is to find the optimal one, which can be costly.
Although used in industry, conformance checking techniques depend on a high-quality
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process model, which is a constraint in many real scenarios. This happens because of-
ten models are unavailable, inadequate, or incorrect [5]. Moreover, creating or inferring
them from data is complex as the discovery process has to balance between precision and
generality [40].

To overcome the issue of identifying anomalous instances in scenarios without an
available process model, ML-based techniques have been gaining traction in the literature.
Nolle et al. [33] use an autoencoder to model process behavior and detect irregular cases.
The same authors in another research use a deep neural network trained to predict the
next event [34]. An activity with a low probability score (extracted from the network) is
recognized as an anomaly. The paper of Tavares and Barbon ([40]) use language-inspired
trace representations to model process behavior. Cases isolated in the feature space are
identified as abnormal. Techniques based in deep learning such as [33,34] may be compu-
tationally expensive, while traditional ML techniques inject bias when representing traces
in high-dimensional spaces.

2.2. Encoding Business Processes

A common characteristic of ML-based approaches is the need to transform the event log
representation into formats expected by traditional ML techniques. In other words, one
may need to apply a function that projects each trace to a n-dimensional feature space
where the anomaly detection can take place. This transformation step is often referred to
as encoding.

Trace encoding is often applied [11,17,18,27,44] in PM but has been shallowly dis-
cussed in the literature [6]. Due to a mismatch at the representational level, it is mandatory
to apply trace encoding when applying data mining techniques to event logs. In the context
of predictive models, Leontjeva et al. [27] proposed a sequence encoder based on Hidden
Markov Models, whereas Polato et al. [37] used a last state encoding method. Word em-
bedding techniques have also been applied [17]. Koninck et al. [17,40,22] experimented
with word2vec and doc2vec to encode traces as words and paragraphs, respectively. Fur-
thermore, the authors also extrapolated these encodings to other representational levels,
such as logs and models. Hake et al. [22] used the same word2vec and combined it with
recurrent neural networks to label nodes in business models.

Barbon et al. [6] identified three major encoding families: PM-based, word embed-
dings, and graph embeddings. PM-inspired encoding assumes that measures extracted
from conformance checking techniques can be used as features and, hence, as an encod-
ing technique. Word embeddings are traditionally associated with natural language pro-
cessing and information retrieval. When applied to business processes, these techniques
assume that activity names are words and sequence of activities are sentences. This inter-
pretation allows the application of both shallow techniques such as one-hot encoding and
modern approaches such as word2vec. It follows that activities and their direct-follows
relationships can also be interpreted as nodes and edges in a graph. Naturally, business
process models are also represented as graphs, which matches graph-based techniques.
Therefore, graph embeddings, which follow up on word embeddings, are also applica-
ble for trace encoding. In this scope, the authors assessed complementary perspectives
in trace encoding techniques considering the complexity, time consumption and injected
bias, among others. Overall, the authors found that there is no best encoding technique for
every scenario (i.e., different event logs may be better encoded by different techniques).
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2.3. Meta-learning in Process Mining

Recently, automation approaches based on MtL have been explored in PM [43,42]. The
main hypothesis behind these works assumes a relationship between process behavior
and optimal pipelines. Barbon et al. [43] use MtL to identify the discovery technique that
maximizes performance in multiple criteria. Thus, given a new event log, its behavior is
retrieved through descriptive features, which are then associated with the best discovery
technique. A more complex issue is investigated in [42]. In this work, the authors pro-
pose a technique to recommend the complete pipeline for trace clustering. The pipeline
includes the encoding technique, clustering algorithm, and its hyperparameters, and the
step’s intercorrelation makes the problem more challenging. In both works, experiments
have surpassed baseline performances, indicating that there is indeed a relationship be-
tween process behavior and PM pipelines. In the same fashion, we extrapolate this as-
sumption for encoding techniques. The aim is to improve ML-based anomaly detection
by identifying the suitable encoding technique.

3. Problem Statement

Considering the multiple algorithms that encode event logs, choosing the best method is
a challenging task even for experts. Furthermore, in many scenarios, not enough attention
is given to this step in the PM pipeline. In this section, we present basic notions and state
where the problem sits in the literature.

Definition 1 (Event, Attribute, Case, Event log). Let Σ be the event universe, i.e. the
set of all possible event identifiers. Σ∗ denotes the set of all sequences over Σ. Let AN be
the set of attribute names. For any event e ∈ Σ and an attribute a ∈ AN , then #a(e) is
the value of attribute n for event e. Let C be the case universe, that is, the set of all possible
identifiers of a business case execution. C is the domain of an attribute case ∈ AN . An
event log L can be viewed as a set of cases L ⊆ Σ∗ where each event appears only once
in the log.

Definition 2 (Encoding). Let an event log L, encoding is a function fe that maps L to a
feature space, i.e., fe : L → Rn where Rn is a n-dimensional real vector space.

Encoding event logs bridges the gap between PM and data mining. That is, once the
different log granularity levels are condensed into an n-dimensional numerical feature
space, the combination with traditional data mining techniques is natural.

Definition 3 (Algorithm Selection Problem). Let x ∈ P be a problem in a problem
space, let f(x) ∈ F be a function that extracts features from the problem x, let S(f(x))
be a function that selects the mapping between the problem space to the algorithm space
A ∈ A, and let p(A, x) be a function that maps the performance of an algorithm to the
performance measure space. The goal is to determine S(f(x)) (the mapping of problems
to algorithms) that maximizes the performance of the algorithm.

In this context, MtL is a strategy to solve the algorithm selection problem. For that,
meta-learning aims at mapping the relationship between the problem space and the algo-
rithm performance space. Automatically selecting an encoding technique is, then, benefi-
cial for the end-user. Moreover, it could also provide insights into event log behavior and
optimal encoding methods.
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4. Methodology

This section presents the proposed methodology to enhance anomaly detection in event
logs. The method is based on the combination of encoding representational power with
MtL as the learning paradigm. We also present the design details, including all steps of
the MtL pipeline.

4.1. Meta-Learning for Anomaly Detection in Process Mining

In this work, we investigate encoding methods that boost the performance of traditional
ML algorithms for the anomaly detection task in business processes. For that, our pro-
posed approach relies on MtL. The primary assumption is that the event log characteristics
(i.e., descriptors) can support the choice of the best encoding method. The best encoding
is the technique that produces the highest anomaly detection rates (i.e., accuracy) when
combined with a given ML-induced model. The boosted capability provided by a par-
ticular encoding method relies on the correctly and effectively discriminative capacity to
represent traces [6]. However, identifying the best encoding is very tricky depending on
the expert’s experience in the particular domain. Here, we follow the assumption that this
experience could be emulated using MtL.

Figure 1 presents an overview of our approach. Starting from a collection of event
logs, the first step is the Meta-feature extraction, which mines descriptors that characterize
the event logs. The extracted meta-features are capable of capturing the business process
behavior from complementary perspectives. The idea is that the combination of multiple
descriptors creates a representation of log behavior in a vector space. Next, we submit the
event logs to encoding techniques. The encoding methods work at the trace level, and the
encoded traces serve as input for an ML algorithm aiming to detect anomalies. Hence,
we assess a performance metric (namely, F-score) that ranks the encoding algorithms
for each event log. This step is called Meta-target definition, where each event log is
submitted to all encoding methods, and the best encoding (meta-target) is identified by
ranking performances. Then, the Meta-database creation joins the two previous steps. A
database is created using meta-features (descriptors) and the meta-targets (best encoding
for a given process) extracted from the logs. Consequently, each meta-instance is a set of
log descriptors associated with an encoding technique that leverages anomaly detection
performance for that event log. Once the meta-database is created, we induce a Meta-
model in the Meta-learner step. The meta-model learns the distribution of the process
data, hence, it associates process behavior to encoding techniques. This way, the meta-
model is the final product of our workflow. Given a new event log, its meta-features are
extracted and fed to the meta-model, which provides a data-driven recommendation of the
best encoding technique for that event log.

4.2. Log descriptors – Meta-Feature Extraction

Extracting high-quality descriptors is fundamental for the performance of the meta-model.
Moreover, meta-feature extraction should have a low computational cost, otherwise, the
MtL pipeline is unjustified. This way, we selected a group of lightweight features that
contains reliable representational capacities. To retrieve a multi-perspective view of event
logs, we extract features from several process layers: activities, traces, and logs. These
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Fig. 1. Overview of the proposed approach for recommending encoding techniques
based on process behavior. First, meta-features are extracted from a collection of event
logs. Then, by applying each encoding technique in conjunction with a ML classification
model, it is possible to rank their performance and find the best encoding method. By
joining the two previous steps, we construct a meta-database, which in turn serves as the
basis to infer a meta-model aiming at recommending an encoding technique for a new
(unseen) event log

features were first proposed in [43], which combines business process features from dif-
ferent sources. Table 1 presents the features and groups they belong.

Overall, 80 features were extracted from the event logs. They capture complemen-
tary elements of business processes, containing information such as statistical dispersion,
probability distribution shape and tendency, and log complexity.

4.3. Encodings – Meta-Target Definition

In this work, the application of encoding for anomaly detection in PM is a fundamental
step toward building the meta-database. Ultimately, the encodings are the meta-targets
associated with log features. Given a log and its meta-features, we associate it with an
encoding that maximizes the anomaly detection performance. Therefore, encoding tech-
niques play a major role as they can excel in detecting anomalous instances for certain
types of log behaviors. The application of encoding in PM has already been explored
by several researches [6,17,27,37]. Barbon et al. [6] extensively evaluated trace encod-
ing methods using complexity metrics to assess encoding capacity. Moreover, the au-
thors submit the encoding methods to a classification task for anomaly detection. The
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Table 1. Meta-features extracted from event logs. This set of meta-features aim at
capturing several complementary levels of business process’ behaviors

Family # Number Name
all activities 12 number of activities, minimum, maximum, mean, median, stan-

dard deviation, variance, the 25th and 75th percentile of data,
interquartile range, skewness, and kurtosis coefficients

start activities 12 number of activities, minimum, maximum, mean, median, stan-
dard deviation, variance, the 25th and 75th percentile of data,
interquartile range, skewness, and kurtosis coefficients

end activities 12 number of activities, minimum, maximum, mean, median, stan-
dard deviation, variance, the 25th and 75th percentile of data,
interquartile range, skewness, and kurtosis coefficients

trace lenght 29 minimum, maximum, mean, median, mode, standard devia-
tion, variance, the 25th and 75th percentile of data, interquar-
tile range, geometric mean and standard variation, harmonic
mean, coefficient of variation, entropy, and a histogram of 10
bins along with its skewness and kurtosis coefficients

trace variants 11 mean, standard variation, skewness coefficient, kurtosis coeffi-
cient, the ratio of the most common variant to the number of
traces, and ratios of the top 1%, 5%, 10%, 20%, 50% and 75%
to the total number of traces

log level 4 number of traces, unique traces, traces ratio and the number of
events

work proposes the application of three encoding families to event logs: PM-based encod-
ing, word embedding, and graph embedding. The PM-based encodings are conformance
checking techniques that compare an event log to a process model, measuring deviance
and producing a fitness value along with token counting results [39]. Word embeddings
can naturally be applied in event logs when considering activities and traces as words and
sentences [5,17]. These techniques rely on context information captured by neural net-
works’ weights trained for context prediction. Lastly, graph embeddings are techniques
that encode graph information, such as nodes, vertices, and their attributes. Graph embed-
dings are particularly interesting in the PM domain as they can represent process models
(with limitations such as not capturing concurrency) and traces, modeling entity links,
and long-term relations.

Considering the three encoding families presented in [6], we selected representatives
of each encoding family. This way, we aim to reduce the representative bias and evalu-
ate if there is a relation between encoding techniques and log behavior. For PM-based
encodings, we used alignments and token-based replay as they have been considered the
state-of-the-art conformance checking method [15]. Alignments compare the event log
and process model and measure the deviations between the two. For that, it relates traces
to valid execution sequences allowed by the model. This evaluation unfolds into three
types. Synchronous moves are observed when both the trace and model can originate a
move. Model-dependent moves originate only from the model, and log-dependent moves
are derived from traces but are not allowed by the model. Synchronous moves represent
the expected behavior when model and log executions agree. The alignment technique
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searches for an optimal alignment (i.e., when the fewest number of the model- and log-
moves are necessary). This process, measured by a cost function, produces a fitness value
and other statistics regarding the states consumed by the model. Token-replay follows a
similar approach by comparing log and model. For that, it replays traces in the model by
consuming executed activities according to model constraints. A conformance measure is
produced based on missing and remaining activities.

Word embedding techniques in PM have mostly relied upon word2vec and doc2vec
to encode traces. In Barbon et al. [5], the authors propose the word2vec encoding in con-
junction with one-class classification to detect anomalies in business processes. Koninck
et al. [17] use both word2vec and doc2vec to encode activity and trace information, re-
spectively. Subsequent work also builds trace representations based on doc2vec [28]. In
this work, we adopt several text-based encodings: count2vec, doc2vec, hash2vec, one-hot
and word2vec. The count vectorizer (count2vec) encodes words by accounting their fre-
quencies in a text document, producing a matrix of word counts. The one-hot encoding
produces a similar matrix but binarizing the values, i.e., accounting for the appearance
or not of a word in a document. For both techniques, feature length is determined by
the number of unique words in the vocabulary, which tends to produce sparse vectors.
The hash vectorizer (hash2vec) maps a feature with a word using a hashing function and
computes frequencies based on previously mapped indices. Although hash2vec allows
for predetermined vector sizes, hash collisions may happen. Doc2vec is an extension of
word2vec adapted to documents, independently of their length. Word2vec creates numer-
ical representations for words and, for that, a neural network is trained to reconstruct the
linguistic context of words in a corpus [32]. The word embeddings come from the weights
of the induced neural network. The main advantage is that words appearing in similar con-
texts produce similar encoding vectors. However, this method is limited to unique word
representations. Doc2vec extends word2vec by adding a paragraph vector in the encoding
process [25]. This way, the document context is captured by the encoding.

For the graph embedding family, we employed node2vec, another encoding technique
built on top of word2vec. Node2vec’s primary goal is to encode graph data while main-
taining graph structure. Given a graph, node2vec performs random walks starting from
different nodes [21]. This process creates a corpus, which is used as input for word2vec.
The second-order random walks balance a trade-off between breadth and width, captur-
ing neighbor and neighborhood information. Hence, the method can represent complex
neighborhoods given its node exploration approach.

Using the eight defined encodings (alignment, count2vec, doc2vec, hash2vec, node2vec,
one-hot, token-replay and word2vec), we performed the Meta-target definition step shown
in Figure 1. The goal is to identify which encoding enhances the detection of anomalous
traces in event logs. For that, we applied a traditional ML pipeline where we combine an
encoding technique with a classification algorithm for detecting anomalous traces. This
way, each log is first encoded, then, its traces are divided into an 80%/20% holdout strat-
egy where 80% of traces are used for model inferring while 20% of traces are used for
testing (i.e., evaluating if the trained model can correctly label traces). This process is
repeated 30 times with different splits to avoid outlier performances and biased splits.
We employed the Random Forest (RF) algorithm [12] in the meta-target definition step
due to its robustness and easiness of interpretability. After 30 iterations, the average F-
score for each technique is obtained, allowing us to rank the encoding techniques based
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on their average performance. Thus, the best encoding technique for a given log is the one
that produces the highest average F-score when combined with an ML technique for the
anomaly detection task. We chose F-score as the ranking metric as it successfully balances
different performance perspectives.

As an example of the ranking step, consider event log L, encoding techniques E1,
E2 and E3, and a classification model M . We submit L to E1 and combine it with M to
detect anomalous traces. Following the described steps, this process is repeated multiple
times and the average F-score of M is retrieved. The same is done for E2 and E3. Since
the model is the same, the only variable influencing the final performances is the encoding
method. Let 0.75, 0.6 and 0.85 be the average F-score for E1, E2 and E3, respectively.
Therefore, the encoding technique that enhances anomaly detection in this scenario is E3

because it produces the highest average F-score when combined with M . This way, the
meta-target definition associates the meta-target (E3) with its meta-instance (L), as shown
in Figure 1.

4.4. Meta-database and Meta-model

We create the meta-database by combining the meta-features extracted from the logs with
the defined meta-targets. Once the meta-database is built, the meta-learner step takes
place. The meta-learner embeds a traditional ML pipeline, that is, the meta-database is
submitted to an ML algorithm that infers a meta-model. The meta-model is the final ob-
ject produced by the MtL approach. This way, given a new event log (previously unseen),
its meta-features are extracted and, based on them, the meta-model is able to recom-
mend a suitable encoding technique. Furthermore, the meta-database is also an interesting
byproduct because it provides a mapping between log behavior (meta-features) and opti-
mal encoding techniques (meta-targets). Thus, it can be used to analyze the relationship
between the problem space and the performance space.

5. Evaluation

In this section, we present the performance of our approach and compare it with two base-
line methods. Moreover, we develop a discussion regarding the impact of the anomalies
in the encoding.

5.1. Experimental Setup

This section describes the main aspects of the experimental configuration, such as the
used event logs and the algorithm applied in the meta-learner step.

Event logs – Meta-instances The more instances available, the more representative is the
meta-database as it contains more examples of business process behaviors. Experiments
on anomaly detection benefit from labeled datasets since one can compute traditional
performance metrics to evaluate if anomalous cases are indeed captured. Considering
these constraints, we built our meta-database from two groups of synthetic event logs
composed of a wide range of behaviors originating from 12 different process models and
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disturbed by six types of anomalies. We highlight that the use of real event logs is not
possible in this scenario as the performance assessment relies on labeled event logs at the
trace level. That is, information regarding normality or abnormality of traces is needed.
Therefore, since we suffer from the availability of benchmark data and labeled event logs,
we chose to proceed with synthetic event logs where we can assert which traces are normal
or anomalous. Thus, avoiding bias in the interpretation of results.

The first group of event logs was initially presented by Nolle et al. [34] and replicated
in [5] and [40]. Six models were generated using the PLG2 tool [14]. PLG2 randomly
generates process models representing several business patterns such as sequential, paral-
lel, and iterative control-flows. Moreover, PLG2 allows the configuration of the number
of activities, breadth and width, hence, providing a complex set of models that capture
diverse behavior. One additional process model, P2P, extracted from [35] was added to
the pool. Then, the authors adopted the concept of likelihood graphs [10] to introduce
long-term control-flow dependencies. The likelihood graphs can mimic complex rela-
tions between event to event transitions and attributes attached to these events. This way,
the control-flow perspective is constrained by probability distributions that coordinate
the model simulation. For instance, an activity may follow another given a probability.
Combining stochastic distributions with a set of process models leverages the similarity
between produced event logs and real-world logs. Four event logs were simulated in each
process model, generating a total of 28 logs. The final step added anomalies to the traces
within the synthetic event logs, which is a traditional practice in related work [9,10]. We
applied six anomaly types for all event logs with a 30% incidence: i) skip: a sequence of
3 or less necessary events is skipped; ii) insert: 3 or less random activities are inserted in
the case; iii) rework: a sequence of 3 or less necessary events is executed twice; iv) early:
a sequence of 2 or fewer events executed too early, which is then skipped later in the
case; v) late: a sequence of 2 or fewer events executed too late; vi) attribute: an incorrect
attribute value is set in 3 or fewer events.

The second group of synthetic event logs was proposed by Barbon et al. [6]. The
authors also used the PLG2 tool to create five process models representing scenarios of
increasing complexity (i.e., a higher number of activities and gateways). Then, the process
models were simulated using the Perform a simple simulation of a (stochastic) Petri net
ProM plug-in3, producing 1000 cases for each log. As a post-processing step, the same
anomalies used for the previous set of logs were applied in this set but with different con-
figurations. The authors implemented four anomaly incidences (5%, 10%, 15% and 20%).
Moreover, the dataset contains binary and multi-class event logs, meaning that some logs
incorporate normal behavior and only one anomaly type (binary), and some logs contain
both normal behavior and all anomalies at the same time (multi-class). The latter configu-
ration is especially challenging given the higher complexity as more behaviors are present
in the same log. In total, this set contains 140 event logs.

For all event logs, anomalies sit on the event level, but they can be easily converted
to the case level. That is, cases containing events affected by any anomaly are considered
anomalous cases. Table 2 shows the event log statistics for all event logs used in this
work. As demonstrated, the set of logs presents a significant behavioral variation because
they contain several different anomalies (combined in binary and multi-class scenarios),

3 http://www.promtools.org/doku.php

http://www.promtools.org/doku.php
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injection rates, and process characteristics. These characteristics support the creation of a
heterogeneous meta-database, increasing business process representability.

Table 2. Event log statistics: each log contains different levels of complexity
Name #Logs #Cases #Events #Activities Trace length #Variants
P2P 4 5k 38k-43k 25 5-14 513-655
Small 4 5k 43k-46k 39 5-13 532-702
Medium 4 5k 28k-31k 63 1-11 617-726
Large 4 5k 51k-57k 83 8-15 863-1143
Huge 4 5k 36k-43k 107 3-14 754-894
Gigantic 4 5k 28k-32k 150-155 1-14 693-908
Wide 4 5k 29k-31k 56-67 3-10 538-674
Scenario1 28 1k 10k-11k 22-380 6-16 426-596
Scenario2 28 1k 26k 41-333 23-30 1k
Scenario3 28 1k 43k-44k 64-348 39-50 1k
Scenario4 28 1k 11k-13k 83-377 1-30 383-536
Scenario5 28 1k 18k-19k 103-406 1-37 637-737

To avoid concerns regarding synthetic data representativeness, we further assess the
distribution of log behavior compared to real event logs. For that, we extracted all meta-
features (listed in Table 1) of the synthetic event logs plus three real business processes
(Business Process Intelligence Challenges (BPIC) 20124, BPIC 2013 and helpdesk5).
Then, we applied a dimensionality reduction technique, namely, the Principal Component
Analysis (PCA) algorithm [45], to visualize the event logs in the feature space. Figure 2
presents the results of the feature space reduced to two dimensions and populated by the
event logs. The union of the two Principal Components (PC) explains 92.30% of the data
variance. Therefore, most distances in the higher dimension space are respected after the
dimensionality reduction. Figure 2 shows that the real event logs sit close to the synthetic
event logs in the feature space. Therefore, although no real event logs are employed in the
experiments (due to the lack of labels), this analysis indicates that the synthetic event logs
are representative of real scenarios.

A complementary mean of assessing data behavior is by extracting the log complexity.
For that, we retrieved the complexities of all synthetic event logs and the same three real
processes. The measure chosen was the normalized variant entropy, recently proposed by
Augusto et al. [4], and is based on graph entropy. According to the authors, graph-based
entropy is particularly suited for event logs as it captures size, variation and distance in
an integral way. Figure 3 presents the normalized variant entropy distribution in the form
of a boxplot. The three red dots refer to the real event logs. As we can see, groups of
logs spread accross the x-axis. The complexity score for real event logs is similar to the
synthetic logs, reaffirming the suitability of the synthetic business processes.

4 https://www.tf-pm.org/resources/logs
5 https://doi.org/10.17632/39bp3vv62t.1

https://www.tf-pm.org/resources/logs
https://doi.org/10.17632/39bp3vv62t.1
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Fig. 2. Reduced feature space after applying PCA. Meta-features capturing log behavior
are extracted from both real and synthetic event data. The real event logs populate the
same region in the feature space as the synthetic ones

0.66 0.68 0.70 0.72 0.74 0.76 0.78 0.80
Normalized Variant Entropy

Fig. 3. Boxplot representing the normalized variant entropy extracted from all event logs.
Red dots are the three real event logs

Meta-model The last step of the methodology is inferring the meta-model from the meta-
data (as seen in Figure 1). In this scenario, we transform the algorithm selection problem
into a classification problem. This way, we enable the use of traditional ML classifiers
for this task. The meta-model creation is a step related to the usage of a supervised ML
algorithm to map meta-features as an inference model. Our proposal was fashioned as
a framework, allowing expansions and recombination of algorithms following the con-
straints established. Considering consistency and the same arguments presented in Section
4.3, we also employ the RF in this step. In particular, a RF model can provide insights into
the quality of the features and their contribution to the prediction procedure. A RF model
is composed of decision trees as base learners, which are built using the most informative
features, reducing the number of features such as a feature selection step. Another impor-
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tant aspect is the high predictive power, a simple tuning procedure, and also the reduced
possibility of generating an overfitted model. Furthermore, we clarify that deep learning
methods are not suitable for tabular data and, hence, cannot be used in this context. To
measure the performance of our approach (explored in Section 5.2), we use a traditional
configuration of ML pipelines. For that, we divide the meta-instances into two sets: 80%
are used for model training while the remaining 20% for performance measurement. This
holdout strategy is repeated 30 times (with different data splits) to avoid outlier perfor-
mances. We assess both F-score and accuracy and report the results in comparison with
two baselines.

5.2. Results and Discussion

This section reports the MtL recommendation results. Moreover, it provides an in-depth
exploration of anomalous scenarios and their relationship with encoding techniques. Fi-
nally, we assess the relevant features used by the meta-model and test the validity of the
experimental design.

Meta-learning Performance First, we report the results of the meta-target definition
step (i.e., ranking the encodings for each meta-instance). Since we are following a data-
driven strategy, it is worth observing the balance regarding meta-targets. For that, Fig-
ure 4a shows the frequency of the encoding techniques in the first position in the ranking
step (see Section 4.3). The ranking is built using the average F-scores obtained by each
encoding algorithm. This analysis brings insights about the balanced scenario when se-
lecting an encoding technique, illustrating the “no free lunch theorem” [2]. Four encoding
techniques appeared most frequently in the first position. The alignment method was the
best encoding for 42 event logs, while doc2vec was optimal for 35 logs, token-replay for
30 logs and node2vec for 27 logs. In other words, Figure 4a shows that alignment was
the meta-target for 42 meta-instances, doc2vec was the meta-target for 35 meta-instances,
and token-replay and node2vec were the meta-target for 30 and 27 meta-instances, respec-
tively. These results highlight a balanced distribution between the best-ranked encodings.
Regarding the other encodings, one-hot and count2vec were the least frequent best en-
codings. This outcome is expected as these encodings are very shallow, produce sparse
vectors, and do not capture process constraints, such as loops. Word2vec also performed
poorly mostly because of the small vocabulary of event logs. This technique might require
more examples to produce its best outputs. Finally, hash2vec did not perform so well due
to collisions in the mapping space, which decrease the encoding quality and, hence, harm
the anomaly detection performance.

Figure 4b reports the performance of our approach for the task of recommending the
encoding technique that leverages anomaly detection in event logs. Considering the lack
of literature in the area, we compare the MtL performance with two baselines: majority
and random selection. Majority regards the encoding method with the highest frequency
in the meta-database, hence always recommending the alignment encoding. Although
a simple baseline, majority voting is a suitable comparison in ML applications, clearly
specifying the minimum performance threshold. Random selection works by arbitrarily
selecting one of the possible meta-targets for each event log. This approach simulates a
PM practitioner in a scenario without the availability of experts, a common situation in
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real environments. From both accuracy and F-score perspectives, our approach outper-
forms the others with a large advantage. The meta-model obtains an average accuracy
of 55% and an average F-score of 0.43. The violin visualization also demonstrates the
MtL robustness since the density curve is compressed (i.e., most recordings are near the
average mark). The majority approach produced accuracy and F-score averages of 24%
and 0.05, respectively. The random method achieves 13% accuracy and 0.11 F-score. It is
worth mentioning that these results report the performance for selecting the best encoding
method.
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Fig. 4. Encoding ranking extracted from the Meta-target definition step. The ranking is
ruled by the F-score obtained by recommending a suitable encoding technique. Given a
new event log, the meta-model recommends the best encoding considering the
meta-features derived from the log. Fig. 4b demonstrates the meta-model performance in
comparison with baseline approaches

Anomaly analysis As introduced in Section 5.1, the event logs contain six different
anomaly types. Moreover, a subset of the logs is struck by all six anomalies at the same
time. Considering the anomaly perspective, Table 3 reports the F-score performance of
all encodings and compares them with the MtL approach. Naturally, detecting anomalous
instances in logs affected by all anomalies is the most difficult task. Hence, the F-score
values are the worst in this scenario. At the same time, this scenario is the most com-
mon in real environments, where event logs contain traces with multiple deviation types.
Nonetheless, we observe that MtL reports the highest mean F-score, reaching 0.49. It
is followed by alignments (0.47), doc2vec (0.43), hash2vec (0.43) and node2vec (0.43).
The performance rises considerably in the other anomaly types as the problem is binary
in these cases.

Insert, rework and skip are the most detectable anomalies because they deeply affect
the control-flow perspective of traces, therefore, this behavior change is easily captured
by the encodings. For these anomalies, MtL reaches the highest performance values, pro-
ducing F-score values close to 1. For rework and skip anomalies, hash2vec and node2vec
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Table 3. Comparison of anomaly detection performance using fixed encoding methods
and MtL recommendation. Mean and standard deviation (in parenthesis) F-score values
are reported for each anomaly type. Bold values indicate the best method for each
anomaly

Encoding all attribute early insert late rework skip
alignment 0.47 (0.15) 0.92 (0.04) 0.93 (0.04) 0.98 (0.02) 0.93 (0.03) 0.97 (0.02) 0.98 (0.02)
count2vec 0.42 (0.15) 0.93 (0.04) 0.92 (0.04) 0.93 (0.03) 0.93 (0.04) 0.98 (0.01) 0.98 (0.01)
doc2vec 0.43 (0.21) 0.93 (0.03) 0.94 (0.03) 0.93 (0.03) 0.94 (0.03) 0.94 (0.03) 0.95 (0.03)
hash2vec 0.43 (0.13) 0.93 (0.04) 0.93 (0.04) 0.98 (0.01) 0.93 (0.04) 0.99 (0.01) 0.99 (0.01)
node2vec 0.43 (0.12) 0.93 (0.04) 0.92 (0.04) 0.98 (0.01) 0.93 (0.04) 0.99 (0.01) 0.99 (0.01)
onehot 0.31 (0.1) 0.93 (0.04) 0.92 (0.04) 0.93 (0.03) 0.93 (0.04) 0.93 (0.04) 0.98 (0.01)
token-replay 0.36 (0.08) 0.93 (0.03) 0.94 (0.03) 0.96 (0.02) 0.94 (0.03) 0.97 (0.02) 0.96 (0.02)
word2vec 0.4 (0.14) 0.93 (0.04) 0.92 (0.04) 0.98 (0.02) 0.93 (0.04) 0.98 (0.02) 0.98 (0.02)
MtL 0.49 (0.15) 0.93 (0.03) 0.95 (0.03) 0.99 (0.01) 0.94 (0.03) 0.99 (0.01) 0.99 (0.01)

tie with the MtL approach. Several other encodings follow closely, such as alignment,
count2vec and word2vec. The encoding order changes when observing early and late
anomalies. In these scenarios, MtL remains the best technique, reaching 0.95 F-score
for early and 0.94 F-score for late, but now is followed more closely by doc2vec and
token-replay, both reaching 0.94 in the two anomalies. Finally, all techniques (except
alignments) tie for the attribute anomaly. Interpreting performance from the anomaly per-
spective reinforces the hypothesis that encodings perform differently in different scenar-
ios, that is, log behavior is determinant when choosing the appropriate encoding. Hence,
the MtL efficiency in this experiment exposes the influence of event log behavior on
the encoding representational power. The results indicate that anomaly detection is en-
hanced when the relationship between event log descriptors and encodings is appropri-
ately mapped. This mapping is mastered by our proposed MtL method, which outper-
forms the use of fixed encodings for all event logs.

We compared the F-score obtained by classifying all event logs using statistical analy-
sis grounded on the non-parametric Friedman test to determine any significant differences
between the usage of a unique encoding technique and meta-recommended ones. We used
the post-hoc Nemenyi test to infer which differences are statistically significant [19]. As
Figure 5 shows, differences between populations are significant, i.e., the MtL framework
is statistically superior to other methods. Furthermore, other groups with no significant
difference can be identified, e.g., aligment, node2vec, hash2vec and token-replay. One-
hot encoding was statistically the worst performing encoding technique, separated from
other groups and algorithms. Thus, MtL for recommending individual encoding methods
to maximize the predictive performance achieved superior results statistically different
from the usage of only one encoding. In other words, the performance obtained using
MtL was statistically superior to a single encoding technique.

Meta-model Comparison To better assess meta-model performance, we evaluated the
same recommendation problem using several traditional classifiers. The choice of classi-
fiers used is based on the relevance in the ML literature and their different nature, there-
fore, possibly capturing if some heuristics influence in the recommendation quality. Along
with RF, the classifiers are: Decision Tree (DT) [13], Logistic Regression (LR), Support
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Fig. 5. Nemenyi post-hoc test (significance of α = 0.05 and critical distance of 0.93)
considering the F-score obtained from all event log classifications

Vector Machine (SVM) [36], k-Nearest Neighbor, and Gradient Boosting (GB) [20]. Fig-
ure 6 exposes the performances (accuracy and F-score) of all classification algorithms
(in this case, meta-models). RF and GB appear as the best meta-models for both metrics,
producing the highest average performances. In terms of F-score, SVM and kNN perform
poorly with a significant distance to other methods. DT and LR remain in the middle
group, not achieving the best performances, but producing a more stable recommendation
performance than the worst algorithms.
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Fig. 6. Performance report for several classifiers in the recommendation task. RF and GB
stand out as the most appropriate meta-models

To complement the previous analysis, we performed a statistical analysis again ground-
ede on the non-parametric Friedman test. Figure 7 presents the results of the statistical
test. As identified before, RF and GB are not statistically different within themselves.
However, this group is superior to other algorithms as their distance is higher than the
critical distance. The second group (GB, DT, LR and kNN) separates itself from SVM,
which performs quite poorly in general. This analysis confirms the suitability of the RF as
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a stable algorithm that performs well without the need of tuning. Automatic ML methods
could be used to improve even further the configuration of the meta-model, although this
is out of scope of the current research.

CD = 1.38
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Fig. 7. Nemenyi post-hoc test (significance of α = 0.05 and critical distance of 1.38) of
several classifiers considering the F-score obtained for recommending the optimal
encoding technique

Matching Process Behavior and Encoding Techniques With the goal of providing a
more refined analysis, in the next sections we reduce the set of encoding techniques to the
best representative of each family: alignment, doc2vec and node2vec. Moreover, consid-
ering the results from the previous test, we use the RF algorithm as the meta-model. The
recommendations provided via MtL are based on data-driven assumptions constructed
using meta-features from historical data. In this section, we present the meta-feature im-
portance for predicting and explain the impact of the meta-features for recommending
the encoding method (meta-target) in each anomaly context. The RF importance of the
obtained model was used to discuss the relevance of features. To enlighten the interpreta-
tion of models, we exploit the Shapley Additive Explanations (SHAP), proposed in [29],
explaining the obtained predictions in the different anomaly environments. We chose to
apply two interpretation methods (RF importance and SHAP) because they are comple-
mentary and capture different aspects of feature relevance. By using RF importance, we
can assess the most impactful meta-features for predicting any meta-target. As expected
though, these importances are influenced by the bias of the ML model. Complimentar-
ily, SHAP provides a more in-depth analysis, both at the class level (meta-targets) and
for subsets of meta-instances (e.g., groups of specific anomalies). This way, we aim to
provide a comprehensive study of the relationship between process behavior and optimal
techniques.

Figure 8 shows all 80 features sorted by importance (i.e., ranked using RF importance)
and colored using different colors for each feature family (activity, trace, and log). The
top-ranked features were from trace and activity families with 65% and 35%, respectively,
in the top 20 most important features. In general, trace-related features were the most suc-
cessful in capturing the process behavior, which indicates that information sitting on the
case-level may be more important than event-level information when describing normal
and anomalous executions. A suitable explanation for such a pattern is that trace features
have access to the complete case context. Thus, the difference between cases is more eas-
ily detected by this feature family. Particularly, trace len entropy, trace len hist6 and
trace len skewness hist were the best from this group. Trace len entropy captures
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the entropy of trace lengths of a process, meaning that anomalies affect the distribution of
trace sizes, which turns to be an efficient indicator of process behavior. Trace len hist6
and trace len skewness hist refer to a particular histogram bin (the sixth) and the
skewness of this histogram, respectively. Histograms are fair data descriptors and have
already been used in the PM domain [7]. These results indicate that processes have dif-
ferent distributions, and their asymmetry is an important indicator of process behavior.
Since anomalies directly affect the executed activities, activity-based features also pro-
duce meaningful content. The standard deviation of the number of unique ending ac-
tivities (end activities std) was the most influential feature from this family. Indeed,
anomalies affecting the trace tail may be more detectable since the number of possible
end activities is more limited. Many of the most important activity-level descriptors are
related to start and end activities variance, implying that anomalies substantially affect
activity distribution. Log-based features were considered the less important by RF, and
none was featured in the top-20. The best-ranked feature from this family is the number
of events in the process. On the other hand, the number of traces was useless for this
context. The number of variants and their ratio were also less relevant for choosing the
appropriate encoding. Usually, trace variants are an indicative of log complexity, and for
traditional PM tasks such as process discovery and conformance checking, the number
of variants is very influential on the results. However, in this scenario where we aim at
finding the best encoding method, variants are less influential because word embedding
and graph embedding techniques are used to deal with more extensive corpora. This way,
the application of these methods cannot be easily identifiable by the number of variants or
their ratio. We also observe that features based on simpler statistical tools such as average
and median were predominantly less important than features relying on more powerful
statistical concepts.
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It is expected that different anomaly scenarios demonstrate particularities when hav-
ing their pattern modeled, which demands information provided by specific groups of
features. We used the SHAP method to comprehend these particularities and pave the
way for an extended discussion on the features’ importance and their contribution to the
description of particular scenarios.

The top 20 most impacting features addressing the recommendation of encoding meth-
ods under all anomalies under study are shown in Figure 9. In a scenario comprised
of several anomalies, the SHAP method indicated the impact of trace len hist6 and
end activities std as the most influential features. The former mostly supports the de-
cision between doc2vec and node2vec, with a smaller impact when choosing alignment
as the suitable encoding method. Particularly, trace len hist6 was remarkably important
for doc2vec, meaning that particular distributions are better encoded by this method. Fur-
thermore, end activities std is more suitable to indicate a decision between alignment
and node2vec, being the most important meta-feature in recognizing the suitability of
node2vec for an event log. Moreover, end activities std and start activities std (both
from the activity family) were the most influential features when associating a process
with alignment. Indeed, the configuration of starting and ending activities highly affects
the alignment’s performance, hence, it was clear to the meta-model how these features
affected the decision for alignment. On the other hand, descriptors such as the entropy of
trace lengths, number of events, and most frequent activity had a minor impact.

0.00 0.02 0.04 0.06
Average impact on model output magnitude

ratio_most_common_variant
activities_max

start_activities_variance
trace_len_hist2

ratio_top_5_variants
activities_std

end_activities_variance
start_activities_kurtosis

trace_len_kurtosis
n_events

end_activities_median
trace_len_hist10

trace_len_entropy
trace_len_skewness_hist

end_activities_iqr
std_variant_occurrence
trace_len_kurtosis_hist

start_activities_std
end_activities_std

trace_len_hist6

alignment
doc2vec
node2vec

Fig. 9. Top 20 meta-features ranked using SHapley Additive exPlanations (SHAP) for all
anomalies

Aiming at a better comprehension of the relationship between anomaly patterns and
process behavior, Figure 10 depicts the most influential features for each anomaly type
(attribute, early, insert, late, rework, and skip). As in the previous analysis, end activities std
and trace len entropy had a high impact for most anomalies, confirming again their
competence of correctly capturing the process behavior for the studied problem. The ex-
ception was the late anomaly, in which trace len entropy occupied only the 13th posi-
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tion in the rank. In particular, in a scenario compromised by late anomaly (Figure 10d),
the trace len kurtosis performed an important descriptive role, reaching a value that
is double of the value of the 2nd most impacting feature. This scenario exposes the im-
portance of observing when a sequence of events is executed too prematurely, creating a
deviation in the normal distribution, which is then captured by the trace len kurtosis
meta-feature.

When analyzing the relationship between features importance and specific anomalies,
we observe that in late and skip anomalies, the meta-features had a lower impact in de-
ciding for the alignment method. On the other hand, in insert and rework the features had
a greater impact on the same technique. Indeed, the latter anomalies may be more easily
detected by the alignments. The late anomaly is also challenging for the other encodings
(i.e., the importance for node2vec and doc2vec was lower with this deviation). The high-
est average impact for doc2vec and node2vec happened for insert and early anomalies,
respectively.

The single feature from log family present among the top 20 was n events. This fea-
ture contributed to identifying attribute and skip anomalies, consequently also appearing
when recommending an encoding method in a scenario with all anomalies (Figure 9).
Again, the trace and activity families were predominant in the top 20 for all anomalies.
Although different features are selected and sorted among the top 20, the contributions
are similar to those presented using RF importance. In other words, all the presented
meta-features contributed to provide the recommendation by the proposed MtL approach,
except for n traces. Prematurely ignoring some characteristics interferes in the recom-
mendation of particular scenarios, indicating that the high descriptive power is reached by
the combination of multiple descriptors. Such outcome indicates that including additional
features might lead to better representations and, hence, an improved recommendation
performance. Furthermore, by using the RF algorithm when modeling the recommenda-
tion system, we obtained a model composed only of features able to contribute to the final
prediction since the RF properties guarantee a model that is built upon features capable of
supporting the most accurate results. Overall, considering the results of both analysis, we
can conclude that process behavior (captured by meta-features) does influence the quality
of the encoded event log. Therefore, characteristics of the underlying business process
should be considered when choosing an appropriate encoding technique, a problem that
is tackled by our proposal.

Experimental validity Mendling et al. [31] raised a discussion about algorithm engineer-
ing and its impact on accuracy results, questioning if improved performances are a merit
of algorithm design or a result of biases in both data and technique. We adopted their pro-
posed framework to assess the internal validity of our research design and experiments.
As stated by the authors, when the manipulation of research artifacts is causally respon-
sible for an effect, its research design is internally valid. Therefore, experiments built on
randomization constrain the effect of confounding factors. Since our dataset might contain
biases due to an imbalance in the representational level of meta-features, we apply a re-
sampling strategy based on randomization to assess our research design quality. For that,
we compare the resampling results with the previously reported in Figure 4b. Essentially,
we submitted the meta-database to a binning procedure using the trace len entropy
meta-feature as it was the best ranked according to the RF importance (Figure 8). Fol-
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(a) Attribute Anomaly
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(b) Early Anomaly
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(c) Insert Anomaly

0.00 0.02 0.04 0.06 0.08 0.10
Average impact on model output magnitude

ratio_most_common_variant
start_activities_variance

ratio_top_75_variants
trace_len_kurtosis_hist

trace_len_hist9
start_activities_kurtosis
end_activities_median

trace_len_entropy
end_activities_variance

activities_min
trace_len_hist10

end_activities_iqr
start_activities_iqr

trace_len_skewness_hist
trace_len_hist2
trace_len_hist6

start_activities_std
trace_len_hist8

end_activities_std
trace_len_kurtosis

alignment
doc2vec
node2vec

(d) Late Anomaly
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(e) Rework Anomaly
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(f) Skip Anomaly

Fig. 10. Top 20 features ranked using SHapley Additive exPlanations (SHAP) for each
anomaly type

lowing, we selected a percentage of samples per bin, creating a resampled meta-database,
which was later fed to the same research pipeline as described in Section 4. Table 4 re-
ports the results of the resampling experiment with a gradual increase of sampling size
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percentages. As expected, when smaller percentages of meta-instances are selected for
each bin, we observe a reasonable decrease in both performance metrics. Such behavior
is expected simply because the learning model has fewer examples to generalize from.
With the increasing percentage of meta-instances, both accuracy and F-score also rise in
performance, indicating convergence to the result observed in Figure 4b. This behavior
confirms the internal validity of our research design, which, given a meta-database of
increasing representational quality, improves the recommendation performance.

Resampling size 10% 20% 30% 40% 50%
Accuracy 0.52 0.56 0.58 0.64 0.68
F-score 0.43 0.50 0.53 0.62 0.65

Table 4. Resampling experiment prediction performance

Complimentarily, we report the confusion matrices for each resampling percentage in
Table 5. In general, the performance for each class increases along with the resampling
size. However, we note that the alignment class is particularly challenging to identify. For
instance, there is a high number of false positives associated with this class. Although they
decrease as the meta-database grows, there is still a significant amount of misclassifica-
tions with this particular target. This pattern confirms the analysis of feature importance
presented in Figures 9 and 10. Considering that it is the most difficult class to decide from
(the meta-features have a lower average impact), the misclassifications are a consequence.
Doc2vec and node2vec are more easily identified by the classifier, which corroborates to
a better performance for these classes.

encoding
resampling

10% 20% 30% 40% 50%

alignment (A) 0.28 0.46 0.26 0.42 0.33 0.26 0.38 0.41 0.21 0.47 0.34 0.19 0.49 0.33 0.18
doc2vec (D) 0.18 0.57 0.25 0.23 0.58 0.19 0.23 0.63 0.13 0.22 0.68 0.1 0.19 0.74 0.07
node2vec (N) 0.18 0.21 0.61 0.22 0.19 0.59 0.18 0.14 0.68 0.19 0.09 0.73 0.17 0.08 0.75

A D N A D N A D N A D N A D N
Table 5. Resampling experiment confusion matrix. This analysis extends Table 4 by
providing a more in-depth notion of which encoding techniques are more difficult to be
identified and how the performances change for an increasing size of the meta-database

6. Conclusion

Organizations are interested in detecting anomalous instances in their business processes
as a method to leverage process quality, avoid resource waste, and mitigate security issues.
In this work, we proposed to combine encoding techniques with MtL to enhance the
detection of anomalous traces in event logs. Our strategy relies on a powerful set of meta-
features extracted from the event logs. We showed its viability by recommending the best
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encoding technique with an F-score of 0.43, statistically overcoming the baselines. MtL
boosted the anomaly detection by fitting the optimal encoding technique for each event
log, statistically outperforming the usage of a single encoding technique.

Furthermore, in this extension of the original research [41], we dove into the influ-
ence of meta-features on the recommended encoding technique. For that, we extracted
descriptors’ importance from the ML model and also exploited the SHAP method to ex-
plain the predictions. This analysis leveraged the understanding of which features (and
their families) better capture process behavior in the context of anomaly detection. Con-
sidering concerns about algorithm engineering, we assessed the internal validity of the
research design by applying a resampling strategy. The results indicated the validity of
the experiments in this environment. For future works, we plan to include more encoding
techniques and propose additional features for the meta-feature extraction step.
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detection. In: Bellatreche, L., Bieliková, M., Boussaı̈d, O., Catania, B., Darmont, J., Demidova,
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Abstract. Blockchain technology gained popularity thanks to its decentralized and
transparent features. However, it suffers from a lack of privacy as it stores data pub-
licly and has difficulty to handle data updates due to its main feature known as im-
mutability. In this paper, we propose a decentralized data storage and access frame-
work that combines blockchain technology with Distributed Hash Table (DHT), a
role-based access control model, and multiple encryption mechanisms. Our frame-
work stores metadata and DHT keys on the blockchain, while encrypted data is
managed on the DHT, which enables data owners to control their data. It allows
authorized actors to store and read their data in a decentralized storage system. We
design REST APIs to ensure interoperability over the Web. Concerning data up-
dates, we propose a pointer system that allows data owners to access their update
history, which solves the issue of data updates while preserving the benefits of using
the blockchain. We illustrate our solution with a wood supply chain use case and
propose a traceability algorithm that allows the actors of the wood supply chain to
trace the data and verify product origin. Our framework design allows authorized
users to access the data and protects data against linking, eavesdropping, spoofing,
and modification attacks. Moreover, we provide a proof-of-concept implementation,
security and privacy analysis, and evaluation for time consumption and scalability.
The experimental results demonstrate the feasibility, security, privacy, and scalabil-
ity of the proposed solution.

Keywords: Blockchain, Distributed Hash Table, Security, Privacy, Decentralized
framework.

1. Introduction

With increasing the number of internet users, large amounts of data are being generated
each day [18]. Cloud computing provides the facility to store, access, and share data
with other users anytime. The main limitation of the cloud paradigm is its centralized
storage design, which leads to a single point of failure issue. Cloud storage systems rely
on Trusted Third Party (TTP) to collect and store users’ privacy-sensitive data, which
is more vulnerable to security and attacks. To address these challenges, blockchain has
become popular as a decentralized and transparent data management facility [23], [42]

⋆ This is an extended version of our previous paper [2].
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that enables users to share and store information without any TTP. A blockchain is a peer-
to-peer distributed ledger in which a list of records called blocks are linked with each
other and secured using a cryptographic hash function [35]. It stores data on distributed
nodes through a consensus mechanism that guarantees participant’s trust by having the
same copy of the data [34], [37].

However, blockchain allows anyone to read and write contents, which may raise data
security issues [40], and does not handle privacy-sensitive data [21] by default. This is
a limitation since data owners may not want to disclose their sensitive information (e.g
statistics about their business activities) on the blockchain. Scalability is also an issue, as
the data is replicated on every peer, storing large quantities has a prohibitive cost. Besides
this, immutability of blockchain, while an important feature, prevents data modifications.

In this paper, we propose a privacy-aware decentralized data storage and management
framework that enables actors to write, read, delete, update, and access their transactions
history. Our solution allows data owners to control and secure their data in a decentralized
ledger. Building on previous work [2], our proposed framework is scalable enough to
handle an increasing number of actors while performing data write, read, update, and
delete operations. The main contributions of this paper are as follows:

– We propose a metadata extension based on existing research [1]. Our extension en-
sures privacy-aware data access and enables trust between actors by recording each
actor’s actions on data.

– We propose a pointer system to manage the history of values that are stored in the
DHT for a single piece of data. It allows the data owner to maintain and access their
transactions history in case of any updates in the pre-stored data.

– We propose a traceability algorithm that enables actors to trace their data and verify
the product’s origin in a decentralized platform.

– We design and evaluate our decentralized framework against linking, eavesdropping,
spoofing, and modification attacks.

– We provide a critical comparison of the proposed solution with state-of the-art decen-
tralized solutions to show the research gap.

– We also provide implementation details with security and privacy analysis and perfor-
mance evaluation of our framework over a wood supply chain scenario to demonstrate
its feasibility.

This paper is structured as follows. Section 2 discusses the motivating scenario that high-
lights the research challenges. Section 3 provides some background knowledge together
with an overview of existing decentralized solutions for data storage and their shortcom-
ings. Section 4 provides the detailed discussion of our contribution with proposed algo-
rithms. Section 5 shows the experimental results, analysis, and performance evaluation of
our proposed framework. Finally, section 6 summarizes our results and gives guidelines
for the future work.

2. Motivating Scenario and Research Problem

In this section, we first explain the wood supply chain scenario that motivates our work.
We then describe the research problems that we address in this paper.
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2.1. Motivating Scenario

Our scenario takes place in the context of the wood supply chain that motivates the need
for decentralized solution and highlights our research problems. The wood supply chain
includes the whole process from wood logs, production, transportation, and sell to the
end customers. It enables the actors of the wood supply chain to verify the wood origin,
transport, processing, and manufacturing. As depicted in Figure 1, we identified six actors
that participate in the wood supply chain.

– Forest manager
The forest manager identifies the trees that are good to make furniture (e.g oak) and
cuts them into logs.

– Transporter
The transporter loads wood logs from the forest and transports them to the sawmill.

– Sawmill manager
It processes the logs and stores them for a specific time duration.

– Product assembler
It divides logs into pieces for further processing.

– Product seller owner
The product seller owner sells the furniture to the end customer.

– Customer
The customer takes the wooden furniture and confirms the origin of the wood using
the proposed traceability algorithm (see Section 4.4).

Forest manager Transporter Sawmill manager Product assembler Product seller Customers

supplychain  
operations

Fig. 1. Wood supply chain and its actors

This scenario highlights the need for decentralized data management, security, pri-
vacy, traceability, and data updates [36]. Frauds are common in the wood supply chain,
for example, during transportation actors can replace high quality wood with low quality
wood [30]. Therefore, all actors participating in the supply chain want to trace products to
prevent frauds. To overcome this problem, Radio Frequency Identification (RFID) chips
are used with the wood to manage wood traceability [31]. However, existing solutions
involve centralized storage to maintain the record of RFID data, thus making single point
of failure a major concern [26].

Therefore, blockchain, as a decentralized ledger technology that stores transactions in
such a way that all participants can easily access them without requiring any TTP, comes
as an interesting technology for solving the single point of failure issue. Each block of the
blockchain keeps the hash of its previous block to make it impossible to modify the stored
transactions thus ensuring immutability [25,13]. We can say that data cannot be modified
once it has been recorded on the blockchain. However, our scenario highlights that actors
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of the wood supply chain need to write, read, and update data about their product. As well,
they do not want to have their business information publicly available due to security and
privacy concerns. There is a need for a solution that overcomes the immutability feature
of blockchain, to enable actors to perform update operation on recorded data. At the same
time, the designed solution must protect data from unauthorized access and guarantee data
access depending on the actor’s permission. The identified requirements highlight our
motivation to design decentralized data storage and management solution to ensure data
access and updates, manage transactions history, security, privacy, data owner’s control
on their data, and product traceability in a single framework.

2.2. Research Problems

According to the wood supply chain scenario discussed above, using blockchain technol-
ogy in supply chains requires taking into account the following research problems:

– Data modification
Our scenario highlights that actors want to update data at each point of the supply
chain (e.g wood location changes). However, it is not possible to update data once it
has been recorded on the blockchain, due to its immutability feature. The challenge
is to work around the original blockchain design to enable data updates.

– Data security and privacy
Data stored on a blockchain is publicly accessible, highlighting the need for pro-
tection from unauthorized access. In other words, different actors shall be granted
different access to specific data pieces according to their permissions. The challenge
is to provide a decentralized solution that preserves privacy-sensitive data from unau-
thorized access to ensure data security and privacy.

To address those challenges, we rely on joint usage of blockchain and Distributed
Hash Table (DHT), presented in the following to facilitate further understanding of the
paper, together with an overview of existing work and its limitations.

3. Background Knowledge and Related Work

In this section, we introduce the basic concepts underpinning blockchain technology and
Distributed Hash Table (DHT), we then explain their use in the context of decentralized
data storage. We follow with a survey and analysis of existing decentralized data stor-
age solutions. We compare our proposed solution with existing work and summarize the
results in Table 1.

3.1. Basic Concepts: Blockchain and DHT

In 2008, blockchain technology [22] was introduced to the world and became popular
due to its decentralized feature. The blockchain is a decentralized database that stores
all the transactions that take place on the network. All participants on the network have
the same copy of the transactions. Before adding each block to the blockchain, miners
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accept and verify the transactions using a consensus algorithm such as proof of work. By
using proof of work or similar mechanism [15], miners solve very difficult mathematical
calculations that should be accepted by other miners on the network [3]. After verifying
the correctness of transactions by other miners, a block is appended to the end of the chain
[24]. Each block is comprised of a block version, timestamps, consensus signature, parent
block hash, and many transactions. The parent block stores the hash of its previous block
to form a blockchain that ensures the immutability of the stored data [32]. The hash is a
unique value that ensures integrity of the entire blockchain from the initial block (known
as genesis block) to the last.

A distributed hash table (DHT) is a decentralized data storage system that stores data
as (key, value) pairs over a set of nodes that distribute the storage, possibly with some level
of replication. As an example, a well-known DHT implementation is Kademlia [19]. Each
node in the DHT maintains the keys it is responsible for and their corresponding values.
A key is a unique identifier to its corresponding data value. Each key is generated by
applying a hash function to the value. A DHT is based on two main tasks: PUT(key, value)
is used to add new data, while GET(key) is used to retrieve the data, that is associated
with the given key. A DHT node contains a routing table that maintains the identifier of
its neighbor nodes. To find a (key, value) pair, a requesting node contacts the multiple
nodes in the network until it reaches the destination node and finds the (key, value) pair.
DHT has an advantage in terms of fault-tolerance because (key, value) pairs are replicated
on multiple nodes in the network, that ensures data availability [43]. In addition, and as
opposed to blockchain, it is scalable enough to manage large data volumes.

3.2. Blockchain and DHT-based data storage

There is a large amount of literature that combines DHT with blockchain to provide de-
centralized data storage. A framework to manage personal data is proposed in [43]. The
solution stores encrypted data (with shared key) on DHT and its pointer on the blockchain.
Both service and user can query the data. However, existing work supports one type of
encryption. Most work use a shared symmetric key for data encryption/decryption, as in
[43], to query the data. In contrast, our framework provides run-time flexibility, which
provides various types of data encryption and decryption during execution depending on
users’ needs and application requirements. In [43], it is not clearly explained how sym-
metric keys are protected from unauthorized access and where they are stored. In our
work, we encrypt symmetric key with the public key of the data owner, and store it on the
DHT together with the data, so that later the data owner can access the data.

In [28], a distributed access control and data management framework is presented. The
framework enables secure IoT (Internet of Things) data sharing by combining blockchain
with off-chain storage (i.e DHT). Fine-grained access control permissions are stored on
the blockchain and are publicly visible, which raises privacy issues. Also, it is not possible
to update access control permissions due to public blockchain immutability nature. On the
other hand, our proposed framework is flexible to update access control permissions. We
also maintain data owner anonymity for sharing data.

In [1], the authors propose a decentralized data storage for PingER (Ping End-to-End
Reporting) framework. The proposed framework stores metadata of the daily PingER files
on a permissioned blockchain, while the original data is stored off-chain. However, their
solution writes monitoring agent name and file locations on the permissioned blockchain,
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which is immutable and shared with other participants on the network. In addition, this
solution does not record the data modification history in case of any modification in the
data. Our framework design relies on the PingER proposal for the metadata structure,
however, we integrate privacy and security management to enable role-based access con-
trol and privacy protection. Our solution enables data owners to control and access their
private data. We also provide a solution to manage the previous versions of data using
pointers that enable authorized users to access their transaction history. In addition, our
work includes proof of concept prototype as well as empirical performance evaluation,
which is not the case in PingER.

Table 1. Our proposed framework comparison with existing work

Solutions Decentralization Data
Privacy

Data
Updates

Transaction
History
Support

Attacks
Prevention

[43] Yes Yes No No No
[28] Yes No No No No
[1] Yes No No No No
[8] Yes No No No No
[16] Partial No No No No
[5] Yes Yes No No No
[38] Yes No No No No
[11] Partial Yes No No No
[41] Partial Yes No No No
[7] Partial Yes No No Yes
[27] Yes Yes No No No
Our solution Yes Yes Yes Yes Yes

The authors in [8], propose the LightChain framework, which is a permissionless
blockchain that operates over participating peers of a skip graph DHT. The proposed
framework enables all participating peers to access blocks and transactions by using a
skip graph overlay. LightChain allows every peer to join the blockchain without any re-
strictions. However, blocks and transactions are addressable and accessible to everyone on
the network. In contrast to the existing framework, our solution uses Role-based Access
Control (RBAC) model that allows only authorized users to access blocks and transac-
tions. We store metadata with a pointer on the blockchain, which enables other actors to
keep track of data changes with the help of this metadata.

Table 1 presents a global overview of existing work with respect to the following fea-
tures: decentralization, data privacy, data updates, transaction history support, and attacks
prevention. The table shows that some existing solutions ensure decentralization, data pri-
vacy, and attacks prevention [43,7]. However, some solutions did not address data updates
and transaction history support [28,1,8,27].

3.3. Other Decentralized Data Storage Solutions
An Ethereum-based blockchain platform is presented in [16]. The proposed solution al-
lows companies partners to share data with each other. Original data are stored on off-
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chain storage such as MySQL, while a hash sum of corresponding data is sent to the
blockchain. However, MySQL database is not scalable as DHT to manage a large amount
of data [12]. In addition, MySQL database becomes a single point of failure. In our so-
lution, we use a DHT to store data as (key, value) pair, which can handle a large amount
of data easily. In our framework, any authenticated user can efficiently retrieve the value
with the help of a corresponding key. As well, our solution is fully decentralized and
eliminates the risk of single point of failure.

In [5], the authors propose a framework called u-share. It is a blockchain-based frame-
work to maintain the owner’s data traceability while sharing data with their friends and
family. The proposed framework is based on a software client to share the private keys
with corresponding circle members, keeps a record of shared keys, and encrypt the data
using the circle’s public key before to share it. However, sharing private key raises secu-
rity issues. Additionally, the existing framework relies on one type of encryption method.
Compared to the existing u-share framework, our proposed solution allows actors to di-
rectly generate their public and private keys at run time and control of their private keys.
Our solution allows data owners to directly encrypt, decrypt, and share their data with
other actors by using different types of encryption methods.

The authors in [29] present a blockchain-based framework that enables users to share
their data with other users. A smart contract is used to store data sharing policies that con-
trol users’ access to the data, while users’ private data is stored on the off-chain storage
called multi-chain. However, policies stored on the smart contract are immutable. In con-
trast, our solution enables data owners to update access control permissions. In addition,
we ensure data owner anonymity to share data.

In [38], a decentralized supply chain system to keep track of goods and recipe ingre-
dients is presented. The proposed framework uses a smart contract to handle the exchange
of goods on a distributed ledger. The main limitation of this solution is the immutability
and availability of data to everyone, which could lead to privacy and data modification
concerns. On the other hand, our solution stores encrypted data on DHT to ensures data
privacy. In addition, our framework allows actors to update data at each point of the chain.

In [11], a blockchain-based food supply chain traceability through smart contract is
presented. The proposed framework uses blockchain to store data hash while correspond-
ing data are stored on IPFS (InterPlanetary File System) off-chain storage. IPFS is a peer-
to-peer storage network where data stores on the peers of the network [17]. However, a
manufacturer node server is used to handle all modules of the framework, which subjects
to a single point of failure. On the other hand, our framework modules are fully decen-
tralized and independent of any central orchestrator. For the sake of simplicity, we use a
registry server to connect nodes to each other, however, decentralized discovery protocol
can easily be used instead of registry server [9].

In [41], the authors propose a decentralized IoT data sharing solution using IOTA
Tangle and IPFS technology. The proposed solution uses centralized data handling unit
(such as a local server) to collect and encrypt the data using asymmetric encryption, which
becomes a single point of failure. In contrast, our proposed solution manage and store
data without any central party. The IPFS is used to upload the encrypted data, while the
corresponding hash and metadata are managed on the IOTA Tangle. However, the IPFS
network is immutable and stores files and its content permanently [14]. On the other hand,
we use DHT to store the data and we extend it to allow data modification at any time.



1242 Sidra Aslam and Michael Mrissa

In contrast, our solution allows going through the history of data values and supports
querying it.

The authors in [33] propose a blockchain-based framework that maintains the trace-
ability of the food supply chain. RFID technology is used to automatically identify objects
through radio frequency signals. However, blockchain technology is not scalable to store
a large amount of data. In contrast to this solution, we propose to only store metadata and
pointer on the blockchain, while original data is stored on a DHT, which better supports
storing large amounts of data. In addition, our framework supports data mutability, thanks
to the DHT, whereas blockchain is immutable and shows more difficulty to handle large
amounts of data.

In [4] the authors discuss the distributed cloud storage system called Storj. It is a trust-
based storage system between host and customer. In this system, people sell their free
storage hardware space and earn money. Customers encrypt (using AES256-CTR) their
data before storing it on the network. Storj allows the data owner to control and access
their data on the network. However, Storj is very costly and depends on a centralized
architecture to conclude storage data and payments [7,10]. In contrast, our solution is
fully decentralized architecture and avoids a single point of failure. In addition, Storj uses
one type of encryption method to establish trust between customer and host [39]. As
compared to this, our solution offers different types of encryption methods and enables
trust in the decentralized system instead of participants on the network.

In [27] the authors discuss a decentralized data storage framework that combines Solid
Pods with blockchain technology. Solid (Social Linked Data) relies on RDF (Resource
Description Framework) and semantic web to manage data. Solid enables people to store
their personal data in Pods (Personal online data stores) hosted at the location according
to the people’s wish. The proposed framework discusses the following two cases to ensure
data confidentiality. The first is to store file hash on the blockchain while Solid Pods is
used to store the data. Second, they use smart contract to store the data on a Blockchain
whereas solid pods are used to store the software wallet (public and private key pair). User
can access their data using the software wallet. However, Solid Pods itself does not ensure
data verification and trust [6]. In addition, it does not support storing large amounts of data
as DHT does [20]. In contrast, our framework allows to manage large amounts of data in
a decentralized way due to the use of a DHT. Therefore, our approach to data storage
is quite different as we do not adopt a user-based isolated storage but rather a globally
decentralized storage that relies on the network peers to ensure security and privacy.

In a summary, most existing data storage solutions are subject to the single point of
failure issue, data mutability or adopt different designs. In the following, we detail our
framework and proposed algorithms in detail.

4. Contribution

In this paper, we propose a secure and privacy-aware decentralized framework to support
data storage, authorized data access, data mutability, management of their update history,
and traceability. This section starts with the metadata structure that is immutable record of
data operations. Then, it describes the overview of our proposed framework and follows
with the detail of its execution or sequence. After that, it details the proposed algorithms.
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Each actor of the framework runs the same code that is structured into a set of components
as depicted in Figure 3.

4.1. Metadata Structure

In [1], authors write metadata such as names and locations only once a day on the permis-
sioned blockchain, which is immutable and they shared this information with all users on
the network. In contrast, we store metadata of each actor’s action (such as data write date
and time) to maintain the actor’s trust. This allows actors to keep track of the data.

We propose a privacy-aware metadata extension discussed in the paper [1], to handle
privacy restrictions on the data. Therefore, our framework encrypts the actor’s private in-
formation (e.g name and location) with encryption mechanisms (illustrated in Algorithm
2), and store this encrypted data on the DHT. Our solution also allows only authorize ac-
tors to update the product location in case if wood drives from one place to another place.
We use a blockchain to store the metadata and DHT key of this encrypted data. Our pro-
posed metadata structure contains the DHT key, previous pointer, data owner’s id, date,
time, and RFID_number as shown in Figure 2. The DHT key is a hash pointer that points
to the data in the DHT. Previous pointer is a hash key of the previous version of the data,
which enables data owners to access their transaction history. In our framework, each ac-
tor has unique data owner id which is used to make a data request and identify who is the
owner of the corresponding data. Our solution records data and time of each operation
(such as data write, read, update, and delete) that is performed on the data. RFID_number
is a unique data id of the log, lumber and product which is used to trace the items in the
chain.

DHT key

DateTime

Metadata Structure

Previous Pointer

RFID_number

DateTime Data Owner ID

Fig. 2. Metadata structure on the blockchain

4.2. Architecture Overview

Our framework uses RESTful APIs to enable actors to communicate with other actors and
support the framework functionalities.

Figure 3 depicts the execution workflow of the proposed framework and its compo-
nents. In our framework, all actors are running the same main program and they call to
registry_server (/peers resource, method ’GET’) to retrieve the list of available
actors (e.g peers) and connect with each other through APIs.

Let us illustrate the operation of our framework with the wood supply chain scenario
developed earlier: an actor, for example a forest manager actor, starts the main program
to store the number of logs and type of wood that he cuts. Then, he will call the /peers
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Fig. 3. Overview of the decentralized framework

resource of the registry_server with the ’POST’ method to add its public key
and Uniform Resource Locator (URL) to the list of connected peers or actors. After that,
he will send a ’GET’ request to the /peers resource to receive the information of
available peers. Then, he will take a copy of the recent 40 transactions of the blockchain
using /chain resource with a ’GET’ method3.

In the proposed framework, the RBAC component called by the main component is
responsible for checking the permission of the actor. It allows the only authorized actor
to perform operations such as data write, read, delete, and update.

An authorized actor has a choice between multiple types of encryption techniques
to secure their data in a decentralized ledger. Our encryption_component called
by the main component generates keys (a public/private key pair, or a symmetric key)
based on the encryption method chosen by the authorized actor and encrypts the data
accordingly.

We store the encrypted data on the DHT component, while DHT key (a hash pointer of
the data) and metadata are stored on the blockchain component. Later, an authorized
actor can access their data using the DHT key stored on the blockchain component.

Accordingly, an authorized actor can create a new block using /chain resource with
the method ’POST’. To read the data, an actor will call the resource /chain/<id>
with ’GET’ method. If an actor wants to update some part of the data, then it will call
the /chain/<id> resource using ’PUT’ method. Similarly, to delete the data, an au-
thorized actor will make a ’DELETE’ request to the /chain/<id> resource. An actor
can access their public key using the resource /public_key with method ‘GET’.

Figure 4 shows the swagger user interface that enables authorized actors to use the
proposed APIs discussed above.

3 Please note that here we avoid downloading the whole blockchain due to performance issues, but only the
most recent part, the rest being on-demand. This particular aspect of the work is out of the scope of this
paper.
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Fig. 4. Overview of the proposed API using Swagger

The overview of each actor’s actions (such as write, read, update, and delete) on the
data is depicted in figure 5. The data represents in the figure 5 is stored on the DHT com-
ponent, while corresponding metadata is managed on the blockchain component. Please
see the detail of the metadata structure in section 4.1.
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Fig. 5. High-level representation of actors actions on the data

4.3. Interaction via RESTful API

In this section, we detail the possible usage of our framework with a sequence diagram
(Figure 6) that illustrates the interaction between an actor (e.g. a forest manager) and the
framework using its RESTful API. We assume that every actor is already registered on the
framework. An actor makes a ‘POST’ request to the /chain resource to write log data
in the framework. Our solution assigns a unique data id (RFID_number) to the log that
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enables authorized actors to trace the log in the chain. In the case of a successful response
(HTTP code 201), it returns the links including the id in the response. Our framework
stores the DHT key of this generated data in the metadata. Therefore, this DHT key points
to the location of the log data on the DHT. The actor can use these links to perform
further actions on the log data by sending another HTTP request as described in the links.
To read the data, an actor would use the GET link that would call the /chain/<id>
resource with method ‘GET’ to retrieve the representation of the log data. In the case
of a successful response (HTTP code 200), our framework returns the representation of
the log data. In case an actor wants to update their data, then they use the PUT link that
makes a ’PUT’ request to the (/chain/<id> resource). It will then write the new
data against the same id. Then, a new metadata structure is created on the blockchain,
and it contains the new DHT key of this updated data and the previous pointer of the old
version of the data. Similarly, to delete the data, an actor may follow the DELETE link
(/chain/<id> resource, method ’DELETE’). Our framework allows the authorized
actor to delete specific data based on the id. After verifying the permission of the actor,
it will delete the data. In this case, a new metadata structure is created on the blockchain
that has a new DHT key with a NULL value.

Actor

JSON-LD structure of the data on DHT:
{
 "id": "RFID_number",
 "resource": "log",
 "woodtype": "oak",
 "datetime": "2022-03-16, T-19:20:30.45+01:00",
 "location": {"lat": "38,3951",long": "-77,0364"}
}

Received links in the response
"links": {
 "GET": "http://127.0.0.1:8001/chain/<id>",
 "PUT": "http://127.0.0.1:8001/chain/<id>", 
 "DELETE":   "http://127.0.0.1:8001/chain/<id>",
 "POST": "http://127.0.0.1:8001/chain"
}

Framework

Response: 201 - Log data updated

Response: 201 - Log data deleted

POST '/chain' - Create new log data

DELETE '/chain/<id>' - Delete log data

PUT '/chain/<id>' - Update log data

Response: 201 - Log data created, links

GET '/chain/<id>' - Retrieve a representation of log data

Response: 200 - Return representation of log

Fig. 6. Sequence diagram of possible actor interactions with the framework
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4.4. Registration and Data Management

This section presents the proposed algorithms that support our solution including actor
registration using designated REST APIs, data management on the decentralized storage
and on the blockchain, and traceability algorithm to keep track of the data history.

– Actor Registration
Algorithm 1 describes the actor’s connection or registration procedure to the proposed
framework using our RESTful APIs. Once actor would successfully connect to the
framework then they can perform different actions on the data such as write, read,
update etc, and actors can also connect to other actors through HTTP requests. Each
new actor needs to connect to the framework once to perform actions.
Firstly, the actor calls the /peers resource with ’GET’ method to receive the avail-
able peer list (pl). After that, it calls the /peers resource ’POST’ method to add
its public key to the list of available peers and registers to the registry server. Then it
sends a request to other peers to acknowledge the connected peer (/peers resource,
’POST’method). If the current actor is already in the list then it will be disconnected
or removed from the peer list using the /peers resource with ’DELETE’ method.
Then it sends a request to other available peers to acknowledge the disconnected peer.

Algorithm 1 Actor registration algorithm
Input: ca: current actor
Output: pl: peer list, boolean value

▷ GET: HTTP verb GET request (constant)
▷ POST: HTTP verb POST request (constant)
▷ pe: endpoint of the peer (constant)
▷ Req.Method: identify request type (variable)
▷ p: peer in loop (variable)

1: if Req.Method == GET then
2: return pl
3: end if
4: if Req.Method == POST then
5: pl.Append(ca)
6: for each p ∈ pl do
7: RequestsPost(p(pe), ca)
8: end for
9: return true

10: end if
11: if Req.Method == DELETE then
12: pl.Remove(ca)
13: for each p ∈ pl do
14: RequestsDelete(p(pe), ca)
15: end for
16: return true
17: end if
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– Data Management on the DHT
The process to write or store the data including metadata and corresponding DHT
key (a hash pointer of the encrypted data) is shown in Algorithm 2. Our proposed
framework combine blockchain with a DHT in a way that allows authorized actors
to write and update the data about their activities. For instance, if an actor has a role
"data owner" and wants to store their log data such as:
{

"id": "RFID_number",
"resource": "log",
"woodtype": "maple",
"datetime": "2022-06-01, T-11:16:25.45+01:00",
"location":
{

"lat": "14,2472",
"long": "-43,2135"

}
}

Then, Authenticate(actor, role) and CheckPermission(actor,
role, v) verify that the current actor has the right permissions to store their data or
not. The CheckPermission checks if the current actor has a role ’forest manager’
then he is allowed to write, read, update, and delete their data in the decentralized
platform.
After verifying the permission of the current actor, our framework provides different
encryption methods (em) to encrypt the data before storing it on the decentralized
ledger that ensures data security. An authorized actor is allowed to choose between
asymmetric em and symmetric em. Asymmetric encryption is based on sepa-
rate public and private keys. A public key is used to encrypt the data, while a corre-
sponding private key is used to decrypt the data. In our motivating scenario, if a forest
manager actor chooses asymmetric em then data will be encrypted with the data
owner’s public key, so later he can only access his data using his private key.
The authorized actor also has an option to choose symmetric em to encrypt the
data, if he wants to enable other actors to read their data. A symmetric key is based on
a single key to encrypt and decrypt the data. If the data owner chooses symmetric
em, then our framework encrypts the data with the symmetric key and then this
symmetric key will be encrypted with a data owner public key to protect the key
from unauthorized actors.
Upon data read request, the data owner would encrypt this symmetric key using the
requester’s the public key to enable the authorized actors to read the data.
We store this encrypted symmetric key (ek) and encrypted data (ed) on the DHT.
The ed stores on the DHT contains resource, woodtype, location (such as latitude
and longitude) that shows the geographical location of the resource in the wood sup-
ply chain. Then, the function FindLastTransaction takes the data id such as
(rfid_number) as input and returns previous pointer (pp) if it exists otherwise it re-
turns 0. We store the metadata on the blockchain. The metadata includes DHT key
(dk), pp, datetime, data owner id (doid), and data id (rfid_number).
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Algorithm 2 Algorithm for the data write operation
Input: d: data, actor: current actor, role: role of the actor, v: HTTP verb POST, PUT, em:

encryption method, pp: pointer of previous transaction when data is updated
Output: ed: encrypted data, encrypted symmetric key (ek) ▷ pk: public key of data owner

(constant)
▷ doid: id of the data owner (constant)
▷ sk: symmetric key (variable)
▷ dht: variable to store the ed and ek
▷ dk: dht key points to the data in dht (variable)
▷ rfid_number: data id (variable)
▷ datetime: timestamp (variable)
▷ pp: previous pointer (variable)

1: if Authenticate(actor, role) then
2: if CheckPermission(actor, role, v) then
3: if em == true then ▷ if true we use asymmetric encryption)
4: ed← Encrypt(d, pk)
5: else ▷ if false we use symmetric encryption)
6: encrypd← Encrypt(d, sk)
7: ek← Encrypt(sk, pk)
8: ed← encrypd, ek
9: end if

10: dk← Digest(ed)
11: dht← SetValue(ed)
12: pp← FindLastTransaction(rfid-number)
13: AddTransaction(dk, pp, datetime, doid, rfid_number)
14: end if
15: end if

– Data Management on the Blockchain
As an extension to the work in [1], we propose a metadata structure that manages
the pointer and connects the different values attached to a specific piece of data to
maintain its history. For example, a forest manager actor, as a data owner, would
write a log information such as:

{
"id": "RFID_number",
"resource": "log",
"woodtype": "maple",
"datetime": "2022-05-03, T-10:12:21.45+01:00",
"location":
{

"lat": "13,2351",
"long": "-15,5142"

}
}

In this case, the proposed solution stores the DHT key as a new pointer of the log data
in the metadata. Later, the data owner can access the data using a data id (RFID_number
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of the corresponding data). An actor can update some parts of the data against the
same data id such as:
{

"id": "RFID_number",
"resource": "log",
"woodtype": "maple",
"datetime": "2022-08-06, T-14:16:23.45+01:00",
"location":
{

"lat": "11,2256",
"long": "-21,1525"

}
}

Our solution allows the data owner to perform different operations (such as update,
read and delete) on their data for the specific RFID_number. In case of data update,
new metadata will be generated on the blockchain that includes a new DHT key of the
updated data and the previous pointer that refers to the previous version of the data
that is stored on the DHT (illustrated in Algorithm 2). Therefore, the DHT key of
the previous version of the transaction becomes the previous pointer which is stored
in the new metadata. The proposed metadata structure also stores the datetime of
the updated data. This way if the data owner wants to see their transactions history,
then the function FindLastTransaction(did) returns the recent version of the
transaction against this data id as RFID_number containing the DHT key of new data
and previous pointer of the updated data. This way an actor can access their update
history. To read the data, an authorized actor can decrypt and access their data in
the decentralized platform. In case, if data is encrypted with the data owner’s public
key then a data owner can use their private key to decrypt and read the data. If the
data is encrypted with a symmetric key then the authorized actor first decrypts the
symmetric key using their private key and then this decrypted symmetric key will be
used to access the data that is stored on the DHT. Similarly, an authorized actor can
delete their data against a specific RFID_number, then a new transaction is created on
the blockchain that includes a new metadata structure. This metadata includes a new
DHT key with a NULL value.

– Traceability
We propose an solution that maintains data id references to ensure traceability. It
enables actors to verify the origin of the final product in the chain. Our solution as-
signs a unique data id (such as RFID_number) to the log, lumber, and product. We
assume that, RFID chips are inserted into the logs and then into the lumbers and final
products. The following code shows the log data in JSON format such as.
{

"id": "RFID_number",
"resource": "log",
"woodtype": "maple",
"datetime": "2022-05-10, T-13:10:20.45+01:00",
"location":
{
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"lat": "25,1324",
"long": "-45,1326"

}
}
A log produces different pieces of lumbers and each lumber has unique id as RFID_number.
The following code shows the lumber data.
{

"id": "RFID_number",
"resource": "lumber",
"datetime": "2022-05-13, T-14:12:23.45+01:00",
"location":
{

"lat": "12,2425",
"long": "-23,1526"

},
"log":
{

"id": "RFID_number"
}

}

The data described above contains a reference id (RFID_number) of the log that was
turned into lumbers. The different pieces of lumbers participate to build a final prod-
uct such as wooden furniture. The following is a JSON representation of product
data.
{

"id": "RFID_number",
"resource": "product",
"datetime": "2022-06-02, T-16:14:26.45+01:00",
"location":
{

"lat": "52,5323",
"long": "-24,3316"

},
"lumber":
{

"id": "RFID_number"
}

}
The product data represented above contains an id reference of lumber that was used
to build it. This way an authorized actor can verify the origin of the wooden product
and can identify where it comes from. The process to trace the data and verifies the
product origin in the wood supply chain is shown in Algorithm 3. For instance, a
customer buys a wooden product such as a bed and he wants to trace this product.
Then, he can use the product id as a data id (such as RFID_number) to keep track of
their origin. The proposed algorithm enables actors to trace the product’s origin using
the data id’s references discussed above.
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In Algorithm 3, the did is an RFID_number of the item in the wood supply chain,
and data (e.g location) of the item changes for the same did. Therefore, we can have
multiple transactions on the blockchain against this did. Whenever the location of
the item would change then new metadata of the same did will be recorded on the
blockchain, and the corresponding data is stored to the DHT. The
FindLastTransaction function returns the last or recent transaction t of this
did, which is a RFID_number. For instance, if we have did of the log then it finds
the last transaction of this log.
This transaction t has the metadata that contains DHT key that points to the data
recorded on the DHT. The function CheckPermission verifies if the current data
requester is authorize to read the data or not depending on their role and HTTP verbs
permission ’GET’. Then, the function GetReferences has the t as input and
takes the did of the items. After that, it gets the previous references of this did.
For example, if we have a input did as product id then it finds the previous ref-
erences such as RFID_number of the lumbers. Then, it checks items (e.g lumbers)
in the list and add items (e.g lumbers references) in the output list (o). Then, the
Traceability function takes i such as lumber as input and call recursively to
find out the log and add them in the list o. In case the list o is empty it is returned
anyway, and it means that the log does not contain any previous reference.

Algorithm 3 Traceability algorithm
Input: did: data id (DHT key)

actor: requester actor, role: requester role, v: HTTP verb GET
Output: o: DHT keys of tracked items

▷ l: items list (variable)

1: l← ∅
2: t← FindLastTransaction(did)
3: if CheckPermission (actor, role, v) then
4: l← GetReferences (t)
5: if l ̸= ∅ then
6: o← ∅
7: for each i ∈ l do
8: o.Append(i)
9: o.Append(Traceability(i))

10: end for
11: return o
12: end if
13: end if
14: return ∅

5. Results and Evaluation

This section presents the results and performance evaluation of the proposed decentral-
ized data storage framework. The evaluation framework is discussed in Section 5.1. The
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security and privacy analysis are presented in Section 5.2. Section 5.3 discusses the per-
formance evaluation of our proposed framework.

5.1. Evaluation Framework

To implement and evaluate the performance of our framework, we used Python 3.7.0. We
used a Python library4 to implement a blockchain to store the DHT key and metadata. We
implemented a DHT using the Kademlia library5, which allows to store and get data linked
with a given key on the peer-to-peer network. We used the cryptography RSA library
to generate private/public keys and encrypt/decrypt the data. We conducted experiments
and evaluated our framework on a 64-bit Windows operating system, Core i7 1.80 GHz
processor, and 16 GB RAM.

5.2. Privacy and Security Analysis

The proposed solution supports data privacy and enables data owners to own and control
their data in a decentralized platform. Our check permission method prevents unautho-
rized actors to perform operations on data such as data write, read, update, and delete.
In addition, to protect privacy-sensitive data from unauthorized access, our framework
provides multi layers of encryption to ensure privacy and security. The data stored on the
DHT are encrypted before uploading. Even if an unauthorized actor gains access to the
DHT nodes then they can only see the cipher texts and cannot achieve any information
about the data. Moreover, in our solution, we used blockchain and DHT because of their
decentralized and distributed design. This can solve the single-point failure issue, and
ensures data replication and availability. We analyzed and evaluated the security of our
framework under the following threats:

– Linking attack
A linking attack happens when the attacker tries to link various transactions or data
with the corresponding public key. In our design, we use different encryption mech-
anisms to encrypt the data, such as the data owner’s public key, symmetric key, and
requester’s public key. We generate public, private, and symmetric keys at run-time
according to the encryption method chosen by the actor. To secure the symmetric key
from unauthorized access, our framework encrypts the symmetric key with the data
owner’s public key and stores it on the DHT. This way only the authorized user is
allowed to use this symmetric key to decrypt and access their data. For this reason,
an attacker cannot link different transactions to the same public key, because our so-
lution encrypts the data using different encryption mechanisms and public keys.

– Eavesdropping attack
In an eavesdropping attack, an attacker tries to listen to privacy-sensitive information
in the network. To protect against this attack, we encrypt privacy-sensitive data with
the requester’s public key upon data read request. This way only authorized actors
can access and read the data using their private key.

4 https://github.com/satwikkansal/python_blockchain_app/tree/ibm_
blockchain_post

5 https://github.com/bmuller/kademlia

https://github.com/satwikkansal/python_blockchain_app/tree/ibm_blockchain_post
https://github.com/satwikkansal/python_blockchain_app/tree/ibm_blockchain_post
https://github.com/bmuller/kademlia
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– Spoofing attack

A spoofing attack happens when a malicious actor uses the ID of another actor and
tries to access the data. In our framework, a malicious user cannot spoof the ID of
another actor because they could not spoof its private key. In our solution, each actor
has a private key that is kept secret and not shared with others.

– Modification attack

A modification attack occurs when an attacker tries to change the data content. In
our framework design, we allow data owners to encrypt the data using their public
key and store the corresponding pointer on the blockchain. Our proposed metadata
design keeps the track of data entry date and time to recognize the changes in the
data. An attacker cannot modify the data because data can only be decrypted with a
data owner’s private key that is kept secret by the data owner.

5.3. Performance Evaluation

We evaluated the results according to time consumption and scalability with respect to the
number of peers. We computed the time consumption of the proposed solution according
to the following parameters: actor’s check permission, data encryption/decryption using
asymmetric or symmetric techniques, DHT access, and blockchain access. We observed
time consumption while performing data write, update, read, delete, and traceability op-
erations. Figure 7 and 8 show the time consumption of the different parts of our solution,
respectively using symmetric encryption and asymmetric encryption.

Fig. 7. Time consumption using symmetric encryption
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Fig. 8. Time consumption using asymmetric encryption

The general trend of our measurements shows that DHT access takes most of the
time needed, followed by blockchain access, encryption/decryption and then permission
check, which makes sense since the DHT deals with data storage and is therefore I/O-
bound. We believe however that some low-level optimization is performed at this stage
(see the scalability tests and discussion).

In general, the usage of symmetric or asymmetric encryption does not impact the
solution much, except a slight increase of time consumption if asymmetric encryption is
used. We make sense of these results by acknowledging the higher number of keys and
costly computation that are needed when using asymmetric cryptography.

The most time-consuming operation is, without surprise, the write operation, since it
requires the most from the system. Second comes the update operation which is similar to
a write except it is already related to an existing piece of data. Third comes traceability,
which does not modify the existing data but requires following the history of different
pieces of data. Finally, the delete operation is less costly, and the read operation only
consists in resolving the DHT pointer and if granted, fetching the data.

Moreover, we tested the scalability of our solution with a growing number of actors
1, 100, 200, 300, 400 and obtained a reasonable performance with 400 actors (please note
that increasing the number of actors to more than 400 would lead to additional synchro-
nization problem, which would slow down the speed and performance. These problems
are out of the scope of this paper.) The HTTP requests will be only partially processed
in parallel, since they share the CPU time, and we tested our prototype with a quad-core
CPU. In our solution, actors are the same as blockchain nodes and DHT nodes. We tested
our solution with a number of 400 actors which are considered as 400 nodes.
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Fig. 9. Average time consumption under different number of actors

We calculated the average time consumption of our prototype with an increasing num-
ber of actors. The actor registration operation is performed only once for 1, 100, 200,
300, and 400 actor and the time costs is 0,0034 seconds, 0,0039 seconds, 0,0041 seconds,
0,0046 seconds, and 0,0049 seconds respectively. Therefore, we tested our prototype 100
times for all operations such as write data, update data, read data, delete data, and trace-
ability. After that, we calculated the average time, Standard Deviation (SD), minimum
(min), and maximum (max) values in seconds. Figure 9 depicts the average time consump-
tion between a different number of actors, and detailed results statistics are summarized
in Table 2..

As we can see from Figure 9 and Table 2, for the case of 1 actor, write data gives
an average of 0,5712 seconds which is less than the average time of data write for 100,
200, 300, and 400 actors. The update data has an SD of 0,0211 seconds which is close to
the SD of update data for the case of 200 actors. The data read provides an max value of
0,0456 seconds which is less than the may value of read data for the case of 100, 200, 300,
and 400 actors. The delete data takes an average time of 0,0214 seconds which is close to
the average time of delete data for 100 and 200 actors. The traceability data operation has
a min value of 0,0112 seconds and a max value of 0,0312 seconds.
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Table 2. Detailed results under different number of actors

Number of actors Data operations Average Time St Deviation Minimum Maximum

1

Write data 0,5712 0,4321 0,4635 0,6564
Update data 0,0224 0,0211 0,0221 0,0412
Read data 0,0254 0,0113 0,0124 0,0456
Delete data 0,0214 0,0212 0,0213 0,0434
Traceability 0,0201 0,0101 0,0112 0,0312

100

Write data 0,6552 0,5352 0,5432 0,7681
Update data 0,0346 0,0321 0,0334 0,0571
Read data 0,0632 0,0512 0,0542 0,0724
Delete data 0,0233 0,0221 0,0223 0,0342
Traceability 0,0464 0,0413 0,0421 0,0641

200

Write data 0,9325 0,6215 0,6316 1,8622
Update data 0,0356 0,0241 0,0256 0,0392
Read data 0,0738 0,0635 0,0641 0,0956
Delete data 0,0215 0,0153 0,0171 0,0516
Traceability 0,0521 0,0439 0,0472 0,0695

300

Write data 1,2455 0,7529 0,7924 1,9372
Update data 0,0573 0,0543 0,0561 0,0635
Read data 0,0713 0,0537 0,0655 0,0836
Delete data 0,0531 0,0457 0,0461 0,0734
Traceability 0,0636 0,0531 0,0571 0,0913

400

Write data 1,6121 1,3163 1,3223 2,4692
Update data 0,0626 0,0551 0,0569 0,0931
Read data 0,0911 0,0815 0,0857 0,2419
Delete data 0,0882 0,0731 0,0765 1,4271
Traceability 0,0791 0,0682 0,0693 0,0975

For the case of 100 actors, the write operation gives an average of 0,6552 seconds
which is slightly higher than the average time to write data with 1 actor. The update
operation gives an SD time of 0,0321 seconds which is slightly higher than the SD to
update data with 1 actor and 200 actors. The read operation has a SD of 0,0512 seconds
which is slightly close to the SD of read data for 300 actors. The delete operation gives a
min value of 0,0223 seconds which is close to the min value for 1 actor. The traceability
algorithm has an average time of 0,0464 seconds which is less as compared to the average
time for 200, 300, and 400 actors.

Similarly, with the number of 200 actors, the average time to write data is 0,9325
seconds which is slightly higher than the average time to write data for the number of
1 and 100 actors. The update operation provides an SD of 0,0241 seconds which is less
than the SD of update data for the case of 100 actors. The read operation gives an average
time of 0,0738 seconds which is slightly close to the average time to read data for the case
of 300 actors. The delete operation has a min value of 0,0171 seconds which is less than
the min value for 1, 100, 300, and 400 actors. The traceability data operation gives a max
value of 0,0695 seconds which does not show much difference from the max value of 100
actors.

For the case of 300 actors, the write data operation gives an average of 1,2455 seconds
which is slightly higher as compared to the average time to write data for 200 actors. The
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update gives an SD value of 0,0543 seconds which is close to the SD for the number of
400 actors. The read data operation gives a max value of 0,0836 seconds which is less as
compared to the max value to read data for the number of 200 and 400 actors. The delete
operation provides an SD of 0,0457 seconds which is less than the SD for 400 actors. The
traceability takes an average time of 0,0636 seconds which is higher than the average time
for 1, 100, and 200 actors.

For the number of 400 actors, the average time to write data is 1,6121 seconds which
is higher than the average time to write data for 1, 100, 200, and 300 actors. The update
data operation gives an SD of 0,0551 seconds which is close to the SD value of update
data for 300 actors. The read data provides a min value of 0,0857 seconds and a max value
of 0,2419 seconds. The average time to delete data operation is slightly higher than the
average time to update operation for 1, 100, 200, and 300 actors. The traceability provides
a max value of 0,0975 seconds which is close to the max value for 300 actors.

We interpret the reasonable increase in time consumption despite the large increase in
the number of actors as a consequence of the efficiency of DHT access, which is known
to be logarithmic, combined with a number of low-level optimization from the Python
language, together with operating system and hardware optimization mechanisms related
to data management and process execution.

Overall, our experimental results demonstrates that the proposed solution is scalable
and able to manage many actors at the same time. The results show that each operation
take average time less than 1 minute, while increasing the number of actors, therefore, we
can conclude that our solution is acceptable for the end user.

6. Conclusion

In this paper, we present a decentralized data storage and access framework that ensures
data security, privacy, and mutability in wood supply chain scenario. The proposed frame-
work integrates blockchain technology with DHT, a role-based access control model, and
different types of encryption techniques. Our solution allows authorized actors to write,
read, delete, update their data and manage transaction history on a decentralized system.
The proposed traceability algorithm enables authorized actors to trace the product data
in a decentralized ledger. We provided a critical comparative analysis of our work with
existing solutions to show the research gap. The main limitations of existing solutions are
a single point of failure, data mutability, and public availability of the data.

Our prototype design is flexible to expand and can be easily reused for different appli-
cation domains such as medicine, agriculture, etc. We discussed the security and privacy
analysis of our proposed solution and evaluate its performance in terms of time cost and
scalability. The experimental results show that the proposed solution is scalable, secure,
and achieves an acceptable time cost.

In future work, we plan to test our framework with different real-life use-cases and
enhance data access with semantic annotation to identify data concepts that are stored
and in turn exploit this information to drive the RBAC model. We believe the richness
of description logic can contribute to better fine-grained access control and facilitate data
management. Another step forward relates to the possibility to adapt semantically anno-
tated data to specific local interpretation depending on the context of the qeury issuer -
for example, converting data units between countries.
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Abstract. While identifying specific user roles in social media -in particular bots
or spammers- has seen significant progress, generic and all-encompassing user role
classification remains elusive on the large data sets of today’s social media. Yet, such
broad classifications enable a deeper understanding of user interactions and pave
the way for longitudinal studies, capturing the evolution of users such as the rise of
influencers.
Studies of generic roles have been performed predominantly in a small scale, estab-
lishing fundamental role definitions, but relying mostly on ad-hoc, data set-dependent
rules that need to be carefully hand-tuned.
We build on those studies and provide a largely automated, scalable detection of
a wide range of roles. Our approach clusters users hierarchically on salient, com-
plementary features such as their actions, their ability to trigger reactions and their
network positions. To associate these clusters with roles, we use supervised classi-
fiers: trained on human experts on completely new media, but transferable on related
data sets. Furthermore, we employ the combination of samples in order to improve
scalability and allow probabilistic assignments of user roles.
Our evaluation on Twitter indicates that a) stable and reliable detection of a wide
range of roles is possible b) the labeling transfers well as long as the fundamental
properties don’t strongly change between data sets and c) the approaches scale well
with little need for human intervention.

Keywords: Social Media, User Role Detection, Classification, Clustering, Super-
vised Learning Unsupervised Learning.

1. Introduction

As a significant share of personal and public life is shifting to social media platforms,
they are growing in terms of user number and activity. The interaction of users can have a
profound affect in both social media (eliciting reactions, spreading information) as well as
in the real world (driving popular sentiment, affecting political decisions).

While the number of users is huge, their behavior and impact on others are clearly
not uniform, thus motivating thorough studies. The need to counter malicious activities
has driven many of those studies, providing tools to detect -among others- bots, bullies,
spammers and fake news providers in large numbers and with little human intervention.

Yet, these are rather blunt, limited tools that do not provide a deeper understanding
of the rich activities and varied user groups present in social media. Studies that do such

⋆ This is an extended version of https://doi.org/10.1007/978-3-030-85082-1_23
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wider and fine-grained investigations on user behavior are indeed performed, but typically
require a significant amount of human involvement to organize the data and interpret the
results. Thus, they are mostly done in an academic environment on limited sets of users
representing coarse-grained roles.

Machine-aided identification of user roles in social media at scale and speed promises
interesting insights on their prevalence and impact, allowing to capture different aspects
of activity, social media usage, popularity and influence: Not every user that generates
large numbers of tweets has malicious purposes but also could only be sharing relevant
information to others using his/her network. Forwarding information may be driven by the
desire to share relevant information or to endorse certain positions. Not every user that
has a large number of followers is a star or influencer, as they may lack in activity. The
same social media may be used for information dissemination, but also for conversations
or restricted types of feedback.

Automatically recognizing such fine-grained roles provides another benefit, as user
classifications can now be performed over longer periods of time. Such a stable recognition
provides the means to explain how individual users and communities evolve over time.

We propose a method that combines unsupervised learning to discover fine-grained
classes of users over a wide range of features with supervised learning - generalizing expert
knowledge from manually labeled reference data to new data sets, mapping role candidates
to well-known roles or identifying new roles.

The paper provides the following contributions:

– Our method covers both learning the structure of user groups as well as assigning
suitable labels.

– A study on large, complementary data sets shows that both recognizing and transferring
roles is feasible over longer time periods or topic variations.

– The classification hierarchy and the cluster metrics support (also iterative) human
review, so that identification itself requires little human intervention.

– Sampling strategies provide means to scale the method to large data set as well as
provide insights on the certainty and stability of role assignment.

The remainder of this extended paper is structured as follows: In Section 2 we discuss
related work. We introduce our methodology in Section 3.2 and provide more details
on structure discovery and labeling in Sections 4 and 5, respectively. After an extensive
evaluation (Section 6), we conclude the paper.

2. Related Work

Clearly, identifying user roles has been one of the textbook examples of classifier al-
gorithms, yet the application to social networks has been limited to particular aspects.
Often, the studies focus on detecting specific roles or describing only a small number
of coarse-grained classes. Considering the negative dynamics of many social networks,
most researchers focus on identifying specific malicious users, example include: detection
of bots [2] or spammers [14], identification of aggressors in the context of cyber bully-
ing [1,11] or –of particular interest recently– discovery of instigators and spreaders of fake
news [16,7]. In contrast, our goal is to comprehensively assign all users to roles. Multi-
role approaches such as Varol et al. [18], Rocha et. al [6] and Lazaridou et. al [13] limit
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themselves to identify a small number (often 3-5) of major, coarse-grained groups, roughly
corresponding the upper levels of our detection hierarchy. Du et. al [5] provide a somewhat
higher number of rules (still lower than ours), but only give generic descriptions. All of
these previously mentioned methods are constrained on just detecting the structure by un-
supervised learning: clustering via K-Means [13], EM [6] or via topic models [5], leaving
the analysis entirely to human experts. In terms of classification, Varol et al. [18] fully
rely on such human expertise, using similarity matrices and handcrafted rules. In contrast,
qualitative works like Tinati et. al [17] or Java et. al [10] provide a comprehensive overview
on fine-grained roles and their semantics, but consider only general rules on how to detect
them. An interesting, complementary direction is the work on content communities/web
forum, often exploring complex temporal models, e.g., [8]. It should be noted that all of
these works (with the exception of [5] (Weibo, 12K users), [11] (Instagram, 18K users),
and [8] (Stack Overflow)) solely rely on Twitter due to the limited availability of data from
other services. A recent work by Hacker et al. [9] comes closest to our approach, while
tackling the -more constrained- problem of user role identification in Enterprise Social
Networks. Like our work, it follows a process-based approach involving and aiding human
analysts in discovering and interpreting user roles. It applies a wide set of user features and
employs clustering to identify user group candidates. As the authors themselves recognize,
their problem is less challenging due to the smaller scale and better observability (allowing
for more expressive metrics) and more well-defined and less context-dependent roles.
Furthermore, we provide a more extensive process by incorporating a classifier to perform
knowledge transfer of user role between data sets and employ a sample combination
strategy for probabilistic roles assignment and better scalability.

While probabilistic clustering is well-established for centroid methods [4] and recent
work presents probabilistic density-based methods with constraints (Lasek et al. [12]),
hierarchical clustering is not covered well regarding probabilistic assignment.

3. Research Questions & Approach

Before introducing the main aspects of our approach we want to provide some basic
assumptions and definitions:

In the scope of this work, we consider social media that allows users to publish content
(which we call messages) and organize themselves in structures (networks, groups). These
networks enable rich means of interaction on top of both content and structure, such as
resharing or conversations. As a consequence, we do not consider media that is purely
driven by opaque algorithms such as TikTok.

Users are all types of distinct entities that may visibly interact with the social media,
including both humans and algorithms/bots.

A data set in our model is a set of messages by users stemming from a single social
media, often corresponding to specific events or topics. These messages are recorded and
extracted from a social network, currently mostly Twitter for due to its open nature.

As the related work only describes instances of user roles, but not the concept of a role
itself, we use the following, basic definition:

A user role is a group of users that share similar feature values and are well separated
from other groups. The features gather salient properties of users and allow a meaningful
categorization, typically capturing behavior and position in the network/media. Groups
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constitute roles if they are present in sufficient number within a data set and reoccur over
multiple data sets.

3.1. Research Questions

Motivated by the introduction in Section 1, we phrase three questions in order to classify
diverse user roles in large data sets:

1. To which extent can clusters of users be utilized to sensibly detect user roles in social
media and build a classifier to (semi-)automatically label them?

2. Can this approach be applied individually over a wide variety of data sets, currently
stemming from the same social media?

3. Can the knowledge on roles be transferred from a (set of) well-understood data set(s)
to new data sets?

3.2. Approach

To answer these questions, we introduce our main approach using a high-level overview of
our model, which can be seen in Fig. 1.

Fig. 1. Flowchart of the approach

Our process starts with a Raw Data Set, consisting of messages that were recorded from
a social media. In the next step (Feature Engineering) we determine the relevant features
to capture the various properties of users. As it is our goal to analyze large-scale data sets,
it is essential that features are based on widely available data (e.g. not requiring the full
social graph) and can be computed at scale, not requiring high complexity and runtime.
Clearly, this needs to be repeated for each distinct social media, but - as our experience
shows so far - only minor adaption is needed for data from the same social media.
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After choosing the features, they need to be preprocessed to suit the requirements
of clustering and classification methods, including but not necessary limited to outlier
removal and normalization/standardization.

In order to solve the competing goals of scalability, minimal human effort as well
explainability for fine-grained roles, we devised a multi-sampling strategy that allows us to
apply precise and flexible, yet costly clustering methods such as hierarchical agglomerative
clustering on large data sets. By gradually expanding the coverage of samples we can turn
our analysis from an overall discovery of the general role structure in the data set to a
complete assignment of all users to roles. Yet the most important benefit is enabling hard,
hierarchical clustering and classifications methods to produce probabilistic assignment,
capturing the uncertainties of role allocation for users on the fringes between groups.

Therefore, instead of clustering and classifying a data set once (which can be very costly
and does not capture uncertainties well), we create representative samples with controllable
overlap with our Multi Sampling strategy. These samples are clustered hierarchically,
creating candidates for user roles that can be explained from the features in the clustering
tree. With this Multi Sampling strategy we are able to enrich the hierarchical agglomerative
clustering with aspects of probabilities, while commonly available method only allow for
hard assignment.

The cluster analysis is followed by the classification, which delivers for each sample
clusters of users with probabilities to given user roles from literature.

The competing labels from the different clusters and classifiers are combined to produce
a probabilistic role assignment, so that we are able to clearly recognize the core users of
clusters (same role assignment) as well as users which lay in between different clusters
and thus user roles (different role assignment). The fact that some users do not get covered
by the Multi Sampling strategy or occur only once is a tuneable, which is explained more
in detail as part of our analysis in Section 6.

Since we have addressed different use cases in our questions, we have to distinguish
between complementary scenarios, requiring different quantities of human involvement
given the amount reference data: completely/partly unexplored data sets without or little
training data vs well-established training data. This distinction is emphasized in the
program flow chart in Fig. 2 that serves as a guidance through the following sections.
While steps, such as the preprocessing of the raw data set, which includes normalization
and standardization techniques, as well as the sampling and clustering of the data remain
identical for both scenarios, the differences are as follows.

1) If only data sets such as a new social network or not yet comprehensive training data
are available, we discover groups of similar users and their hierarchical relationship by
clustering, thus providing candidates for user roles. The analyst will then assigning role
labels to these groups to build manually new training data or enrich already available train-
ing data. He/she is aided by quality metrics, visualizations and dimensionality reduction
like Linear Discriminant Analysis (LDA) and Principal Component Analysis (PCA) to
inspect the assigned labels. In turn, these manually provided labels form the input for a
classifier that captures this knowledge and can be cross-validated on this data set.

2) If a sufficiently complete training data from the same social network with the same
features is available for a classifier, this -possibly very tedious- labeling process can be
cut short by providing candidate labels for the clusters in a new data set. Our training set
(and additional manual labels) may be cross-validated to ensure the quality of the model.
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Fig. 2. Flowchart of the classification considering the scenarios

The user can evaluate these candidates either within the new data set or compare the roles
across the data sets, as we show in our analysis. We also explored causes of mislabelings
and provide methods to adapt them, yet a full exploration of options remains future work.

For each scenario we can go on with the combination strategy of the clustered and
classified users and analyze the results considering different tunables in the steps of the
multi sampling and combination strategy as well as the classification step which will be
presented in detail in Section 6.

4. Feature Selection and Data Clustering

After introducing the main aspects and questioning of our approach, we focus now on the
steps of the Feature Engineering and Data Clustering

4.1. Feature Engineering

In this work we aim to use features that cover significant and complementary aspects of
users and are well established in the literature [6,13,1]. In addition, it should be feasible
to compute in large scale so that data is commonly available and incur moderate cost
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to compute. Likewise, we want to avoid a large number of features, as this hurts both
algorithm performance and explainability.

Fig. 3 highlights the classes and instances of features: static user properties express
(self-)description: most relevant is the verified status of a user, traditionally reserved for
celebrities and influential users. User activity is characterized by the number of original
tweets of each user (observed and “offtopic”), the activities on other tweets such as retweets
and replies within the topic as well as mentions of other users. Basic network position
features like the number of followers and followees of a user as well underpin the potential
to exert influence. In turn, the user’s ability to actually elicit reactions from the network is
captured by the ratio of tweets to lead to replies and retweets as well as the frequency of
being mentioned.

Followers

Followees

Offtopic 
Messages

Replies

Retweets

Tweets

Mentions 
done

Been 
Mentioned

Reaction Rate
Reply

Reaction 
Rate Retweet

NETWORK 
REACTION

USER
ACTIVITY

NETWORK 
POSITIONUSER

PROFILE

Followers
Verified

Fig. 3. User Feature Classification

We investigated a wide variety of additional features from these classes, but dropped
them as they were correlated or had little discriminative power. We excluded complex
network metrics such as centralities, spatio-temporal features [18] as well as content
analyses [1,11]. Those suffer from data availability as well as cost and may be used for
refinement or specialized sub-roles. Even partial social graphs are exceedingly hard to get
from any social media (including Twitter), while our crawling strategy already provides a
topic focus.

To investigate the correlation of the features described in the last paragraph, we depicted
the correlation of pairwise features in a symmetric heat-map, as can be seen in Fig. 4. The
bar on the right hand-side visualizes if pairwise features have a high negative correlation
(deep blue), no correlation (white) or a high positive correlation (deep red). As most of
the feature pairs have no correlation or only a weak positive or negative correlation, the
features followers and followees are the most correlated features (as popular users show
gains in either dimensions), yet changes in their ratio turned out to be a discriminative
feature for specific groups, so we still considered both. Likewise, we keep some feature
pairs with moderate positive correlation, e.g. mentions done / tweets, offtopic messages /
retweets as well as followers / offtopic messages.

Given that many features in social media exhibit significant skew and value domain
variation, we normalize each data set individually, so that the relative distribution dif-
ferences and feature drifts are captured. More specifically, we reduced skewness using
logarithmic transformation, followed by a Min-Max normalization to bring the values into
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Fig. 4. Correlation Matrix for User Features

a range of 0 to 1. We also considered methods like inverse transformation, square/cube
root and box-cox, but neither resulted in more balanced results.

Table 1 shows the properties of the Olympics 2012 data set features before and after
the normalization and standardization process.

As can be seen in Table 1 most of the features excluding offtopic messages, reaction
rate for retweets and replies and the verified status contain strongly right skewed data,
which can also be seen in the small median values up to to the high 99th percentile and
maximum. The normalization strategy is effective, leading to almost balanced skewness
and median values.

4.2. User Group Clustering

To identify the structure and (sub)-groups among the user data, we evaluated a broad range
of unsupervised learning approaches based on centroids (e.g., K-Means1), density (like
DBScan2) and probability distribution (e.g., EM3. Hierarchical clustering4 turned out to
be most suitable: a) it can capture complex, irregular shapes without requiring a fixed
number of clusters and b) the hierarchy serves as an (yet unlabeled) classification tree on

1 https://scikit-learn.org/stable/modules/clustering.html#k-means
2 https://scikit-learn.org/stable/modules/clustering.html#dbscan
3 https://scikit-learn.org/stable/modules/mixture.html
4 https://docs.scipy.org/doc/scipy/reference/cluster.hierarchy.html#module-scipy.cluster.hierarchy
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Table 1. Feature Statistics Olympics 2012 Twitter Data

Feature Original Features Normalized
Median 99% Max Skew Median 99% Skew

tweets 2 19.00 16621 543.97 0.11 0.31 0.72
retweets 1 13.00 3780 331.82 0.08 0.32 0.75
replies 0 3.00 759 204.19 0 0.21 2.52
offtopic 59 3790 >100K 13.28 0.35 0.71 -0.19
ment. done 0 8.00 7802 723.10 0 0.25 2.26
been ment. 0 3.00 >140K 1017.85 0 0.12 6.73
react. retweet 0 0.75 1 2.55 0 0.75 2.55
react. reply 0 0.33 1 8.67 0 0.33 8.67
verified 0 0.00 1 22.62 0 0 22.62
followers 172 9520 >15M 229.46 0.31 0.55 -0.07
followees 231 2908 >600K 74.67 0.41 0.6 -0.97

which feature differences explain the user roles. Since we have a multi-dimensional data
set geometric linkage methods, in particular Ward’s worked best.

Yet, hierarchical methods are not without issues: On a technical side, they tend to incur
high CPU and memory costs even for moderately large data sets due to their O(n2) scaling.
On a conceptual side, almost all popular approaches tend to only support “hard” clustering,
assigning a data point exclusively to a group. In reality, users may exhibit trait of multiple
roles to various degrees, making a “soft”, probabilistic assignment more meaningful.

To address both of these issues, we chose a sampling/ensemble-based approach when
clustering the data: Clustering a small number of samples allows us to quickly discover the
structure while drastically reducing the cost compared to clustering the whole data set. By
incrementally drawing more samples, we see a linear cost increase (while allowing parallel
execution) and provide a faithful representation of the data. With overlapping cluster results
from several samples for the same user, we can choose to assign to a majority role or the
probability for specific roles. Likewise, we can determine how stable the role recognition
is. The number of samples becomes a tuneable, trading off the effort of computation (and
labeling) with the coverage of users and the amount of support for the roles. If all users
need to be covered, we may minimize the overlap or apply metric-based assignments.

4.3. Determining Cluster Count & Analysis

A key question when identifying user groups (and thus roles) by clustering is the actual
number of such groups. While hierarchical clustering avoids the issue of having to provide
a fixed number of clusters beforehand (as, e.g., K-Means or EM require), the classification
tree (often represented as a dendrogram) produced by the clustering allows for a large range
of cluster numbers - between 1 and the number of input values, as the cluster candidates
are aggregated along the hierarchy.

Traditionally, this issue is tackled by computing quality metrics such as Davies-Bouldin,
Silhouette and Calinski Harabasz (which are all internal cluster quality measures) for cluster
candidates determining a useful point in this metric space, e.g., at diminishing returns
using the elbow method. We followed the approach of [19] which relies on the distances
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of the dendrogram as metric and refines the elbow with the acceleration of these global
and local distances.

This approach yielded already useful, but not entirely satisfactory results: we could
reliably determine the generalized, coarse-grained main groups, which correspond well to
those in Fig. 5. For fine-grained roles we (often) did not get clear indications or (sometimes)
groups that would not relate to user roles described in the literature.

We augmented this generic approach with a domain-specific methodology that is based
on the insight that user roles often can be refined by clear differences on specific features,
not just on general, global metrics. Intuitively, comparing boxplots (which show means,
median and quantiles) in the manual labeling process led us to determine features whose
differences explain the characteristics of subgroups. To formally express and discover these
differences, we rely on statistical measures. In particular, we utilized effect sizes such as
(pooled) Cohens d [15] to capture significant feature deviations. Cohens d is defined as the
difference between the means of two sets divided through the standard deviation, while the
pooled standard deviation [3] allows to deal with cluster candidates of different sizes, so
smaller clusters with significant features can be detected reliably. Otherwise such smaller
clusters that represent pronounced user roles such as Star or Semi star tend to get absorbed
by bigger clusters. Furthermore, pooling is less sensitive to feature drift.

The refinement process is modeled using a Depth-First search covering the subtrees in
the dendrogram forming the generalized roles. At a search step, the process compares (in
pairwise fashion) the measures for each feature of the current cluster to those of its two
direct descendants which are the refinement candidates. This search continues as long as
there are significant effects, leading to a possible cutoff for refinement in this particular
path. After the whole Depth-First Search we only have to cut off at the deepest distance in
the dendrogram where we have found a clustering with considerable features.

The significance criterion remains a tuneable, but in most cases the results were best
when finding at least 2 features with a large effect. When we investigate new data sets the
criteria for overall significance may have to be adjusted, yet -on our experience- this rarely
needed, as in almost all cases these values delivered useful clusterings.

Considering how clustering are used in the overall approach, no perfect fit for the
cluster number is actually necessary. Instead we would like to slightly overestimate the
number of clusters, avoiding an early cutoff that would lose possible user groups. The
spurious groups will be merged either during the manual label assignment or by the trained
classifier, as shown in the following section.

5. User Role Identification

While the hierarchical cluster structure identifies candidates, it does not provide the actual
user roles. We now describe the (manual) assignment that also serves as the training data
for a role classifier as well as the transfer of this user role knowledge to new data sets. This
Section provides more details on the scenarios which were introduced in Section 3.2 as
well as in Fig. 2.

5.1. (Manual) Role Assignment

Considering that neither a general consensus on types of user roles in social media nor
precise definitions or models exist (see Section 2), we apply several complementary
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methods to derive meaningful candidates. Starting from the cluster hierarchy (described
in Section 4) that provides indications on the (approximate) number of clusters and their
respective separation, but no meaning of those, we apply complementary approaches: 1)
manually analyzing the overall structure of the clustering (dendrogram) and features of the
individual cluster (boxplots) with the significant features allows us to match these clusters
to fine-grained user roles from the literature [17,10], e.g., Semi Star or Amplifier (cp.
Fig. 8). 2) dimensionality reduction such as PCA or LDA (cp. Fig. 7) aids this exploration
process in several ways: the composition of the main components further highlights relevant
features. The reduced number of dimension aids the computation cluster separation metrics
and simplifies visual inspection. Likewise, it also helps with correlating user roles across
data sets and exposes the drift/evolution.

These approaches yield an iterative strategy: Using the stopping heuristics, the number
of clusters is narrowed to typically 15-30 candidates, though this value is clearly dependent
on the specific data set. The structure of the dendrogram guides the manual mapping
process in which we compare the feature distributions presented in boxplots. Certain
heuristics support this work: 1) Specific classes of roles tend to manifest themselves further
up the hierarchy, creating subtrees for those classes that could then be refined into more
specific roles. 2) Some very distinct roles tend to show up in most data set, providing an
“anchor” for the labeling. The refinement process is stopped once we do not gain additional,
well-discernible or well-interpretable clusters. In some cases it may be useful to coarsen
the roles again or combine several clusters into a single role.

We match these aspects to the role descriptions provided when possible (in particular
on well-studied roles like Star with its large number of followers, almost always verified
status and generally high impact despite relatively low activity), but also observed stable,
recurring clusters that did not align well with the known roles descriptions, leading to role
discovery. In our data set, we also found more action triggering user roles (cp. Fig. 5) such
as Idea Starters, which are similar to Semi Stars, but gain popularity in the network by
creating more content and triggering higher reactions in the network. Furthermore there
are Amplifiers, which are well networked users pushing and spreading mostly (existing)
trends and Rising Stars, which gain a large number of followers by activity in the network,
receiving significant reactions in terms of retweets, but not yet at the level of Stars or
Semi-stars, which fit into the intermediate user role group.

More intermediate user roles are Spammers, which have mostly a high activity in the
network but are not as popular as the action triggering users. They are similar to Average
Users, which can hardly be distinguished from the whole data set focusing on deviations of
the statistical indicators of the features and stand in most cases one of the biggest groups
in the user roles. Daily Chatters distinguish from the spammers because of their more
moderate action in the network. In most cases they lay in between the Spammers and
Average Users. Furthermore there is a role of the Commentator, which is similar to the
Daily Chatter, but is more active in creating content, retweeting and especially in cases of
reactions in the network by replying to content.

The last group of similar users we recognized in the data sets are passive users like
Forwarders, who are better networked like average users, but mostly only forward content
and thus receive only less reactions in the network. Listener, who mostly only consume,
and thus have a weak connection in the network, share only less content and do not trigger
other users. They are only underbid by Loner, who are mostly inactive in the network.
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Fig. 5. User Roles

The same process can be applied across data sets, comparing the dendrograms, cluster
metrics/descriptions and correlating the labeled roles. By doing so, we can track the user
roles across the data sets and evaluate concept shifts and drifts among them, such as their
frequency/probability of roles or their feature distributions. Typically, we observed around
10-15 class candidates that did show up in varying frequency over our data sets, sometime
disappearing entirely.

While this manual labeling excels at capturing the specific knowledge of a domain
expert and produces high-quality and well-described role clusters, it is a tedious process
with very limited scalability that may suffer from reproducibility issues due to the subjective
nature of human assessment.

5.2. Classification

The goal of classification is to transfer knowledge on user roles from existing data sets
or other samples of the same data sets that have already be labeled. The multi-sampling
approach as well as the previous clustering stage lead to some particularities that we
describe in more detail.

The classifier consumes two types of input: On the one hand the training data, described
in the previous subsection, is essential to capture the user role models. On the other hand
the clustered user data, which needs to be classified so that each cluster is assigned to a user
role label. As mentioned before in 3.2 we designed a Multi Sampling and Combination
Strategy to provide scalability and role probabilities for each user a stable user roles based
on the identification of significant features. In Fig. 6 the important parts of our Multi
Sampling and Combination Strategy can be seen.

We start with user data that has been aggregated and engineered into representative
features. The full set is split up in several representative, possibly overlapping samples
that are clustered and form the second input for the classification. When applying manual
labeling (as outlined in the section before), each user receives a role label depending on the
cluster it belongs due. For those clusters that are not manually labeled, the classification
process provides for each cluster, and thus for each user in the cluster, a probability vector
to the given user roles. After each user in each sample has been clustered and classified,
we can combine all probability vectors for each user into a single probability vector. While
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Fig. 6. Combination Strategy using classifier with training data available

it is feasible to only retain the user role with the highest probability at either the individual
classification results or after the combination, this leads to suboptimal results, as the
uncertainties for users that are at the fringe of two or more clusters and thus did not get a
clear majority for one user role. Beyond that, the variances samples may lead to different
clusters (and thus relative user behavior), further strengthening the need for a probabilistic
classification to ensure accuracy for borderline users.

To overcome the issues mentioned at the end of Section 5.1, we utilized a classifier that
was trained from several samples of one data set using the cluster means and determined
the role labels on clusters in other data sets, expressing a n-class problem. For training,
we took samples that showed the best cluster separation (supported by PCA, which can
be seen in Fig. 7) to minimize the noise in the model and concatenated them. As initial
experiments showed, the original number of dimensions in the data yielded better quality
than reduced dimensionality.

The creation of training data was a time consuming iterative process consisting of a
manual cluster analysis followed by a manual classification of each cluster to the user roles
from literature. We picked several cluster centroids from several samples for each user
role and adjusted the training data incrementally after using PCA and LDA. If we have a
closer look at the training data in Fig. 7 the reduced dimensions redeem the complexity of



1276 Johannes Kastner and Peter M. Fischer

our given multidimensional cluster means. For each user role we have clearly separated
training data as the dimension reduced projection in Fig. 7 shows for almost all roles. Since
we have some user roles which lie close in between two user roles, e.g., AVG User vs.
Forwarder vs. Daily Chatter, the process of creating training data is a very important key
element which demands a manually consequent and precise procedure.

Fig. 7. Principal component analysis of clustered samples from Olympics 2012 data set

We also investigated the tradeoff between classifying individual users instead of entire
clusters. While the former may yield higher classification performance (no clustering is
needed when working with a new data set), we observed that the inherent “noise” shown
by individual users does not lend itself well to either training or classification. We therefore
decided to represent a cluster by feature values computed from all its members. For this
step, we considered the arithmetic mean as well as the median, each also with pooled
Cohens d (relative to the entire sample) to boost separation. Our evaluation showed that
means tended to provide better separation than median, while pooled Cohens d seemed to
capture more temporal evolution than “pure” means.

As our (clustered) data sets are relatively small and skewed, yet we seek to express
a large number of classes, we see little support for some classes. This more or less rules
out deep learning. Instead, methods based on ensembles of decision trees, e.g., Gradient
Boosted Decision Trees (GBM) or Extremely Randomized Trees (ET), multi-class support-
vector machines (SVM) or k-nearest-neighbor (kNN) turned out to be most suitable. We
utilized the Python implementations of scikit-learn for ET, SVM and kNN as well as
XGBoost5 for GBM.

The setup to build training sets utilized repeated stratified cross validation with three
splits (leave-one out, due to the small amount of data) and three repetitions (with different
permutations to cater for possibly missing groups). We used F1-macro as a metric to

5 https://xgboost.readthedocs.io/en/latest/

https://xgboost.readthedocs.io/en/latest/
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compensate for class imbalance and prevent focus on either precision or recall and applied
grid search to tune parameters. All classifiers learn and generalize well, leading to 94-95
percent score in validation and training set with no obviously stronger or weaker candidates.

When transferring the classification to new data sets, we compensated for mislabelings
by varying training and prediction data (e.g. cluster number) or choosing more suitable
training sets. Explicitly including drift models and relevance feedback from the user remain
future work.

6. Evaluation

After explaining the idea, concepts and set-up of our approach in Section 3 we now present
and discuss results of experiments on diverse data sets from Twitter. In our analysis we
address the three questions outlined in Section 3.2. For each step we do not only show the
technical results but also report our empirical observations.

6.1. Data Sets and Preparation

While our long-term goal is to recognize user roles over a variety of data from various
social media, we focused in this initial analysis on data sets that are well-defined and
contain a large number of users. As in most of the related work, we relied solely on Twitter,
as its one for the few social media services in which data sets containing large numbers or
longer periods of time are available.

In order to transfer knowledge on user role detection, we are looking at several classes
(Table 2): major sports tend to be repetitive and predictable with a very large number of
messages and users, covering significant periods of time. Different types of sports provide
(albeit limited) thematic variance. These data sets are complemented by those of two major
disasters which also tend to have a strong, yet very different topic focus and different
interaction patterns. Finally, we applied our work on an instance of the Twitter sample
stream to assess a data set without a strong topic focus.

Table 2. Overview on Data Sets
Data Set Messages Users Time Period Category

Olympic Games 2012 13.68M 2.27M August 2012 sport event
Olympic Games 2014 14.58M 1.96M February 2014 sport event
Olympic Games 2016 38.05M 4.76M July/August 2016 sport event
FIFA World Cup 2014 109.00M 10.40M June/July 2014 sport event
2015 Paris Attacks 6.77M 0.74M November 2015 tragic incidence
NFL Superbowl LIV 2020 8.89M 0.89M 2. March 2020 sport event
2016 Berlin Truck Attack 0.66M 0.15M 19. December 2016 tragic incidence

Our data sets had each been recorded using the Twitter Streams API and Search API
using commonly proposed hashtags. We only considered users that were active at least
twice, as several metrics require aggregations. Generally speaking, the relative feature
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distributions after normalization varied only slightly over time from 2012 until today, with
minor changes: users tend to move slightly more into “reactive” behavior of forwarding
than content generating or mentioning, while the verified status is now much more prevalent.
Overall activity increased moderately, forwarding actions became more widespread.

6.2. Initial Data Set: 2012 Olympics

The first step focuses on a single data set (Olympic Games 2012) with uniform feature
usage and role stability due to the relatively short period of time. Given those benign
conditions, these analyses provide insight to which extent such as clustering, user roles
detection and automated labeling are feasible, as stated in Q1 in Section 3.1.

Following the approach outlined in section 3.2, we created samples covering 5% to
10% of the data set and applied the hierarchical clustering we introduced in Section 4.2
afterwards using scipy.cluster. The latter sample size represents the maximum that
could be clustered on the machines available on an 8-core partition of an AMD Epyc 7401.
A small data set like Berlin 2016 may still be clustered completely, yet a sample can be
generated almost instantly, as can be seen in Table 3. For large data sets, full clustering
is clearly impossible, while samples fit well. The cost is almost entirely consumed by
creating the linkage matrix, so refinement/exploration steps are interactive in all variants.
After clustering, we manually labeled clusterings of the samples to get a ground truth as
training and test data as mentioned in Section 5.1. In real-life settings, this labeling and
testing may be performed incrementally until a sufficiently good understanding of the data
has been established.

Table 3. Runtime and memory of samples, full data sets and approximated(*)
Oly12 5% Oly12 10% Oly12 100% Berlin16 10% Berlin16 100%

runtime 19 min 136 min 226 h* 10s 38 min
memory 94 GB 375 GB 375 TB* 1.2GB 184 GB

In particular after applying PCA (see Fig. 7), we can identify a number of well-
separated clusters. Despite showing some minor variances, the dendrograms (see Fig. 8)
over the set of samples exhibit a very similar overall structure that has become a part of
our overall classification as on the leftmost column of Table 4: there are between 3 and 5
subtrees representing major groups, expressed by very distinctive feature values: The first
major group (green) shows users that are able to trigger strong reactions (retweets, replies,
being mentioned), the second (red) shows passive users with fairly weak positions in the
network, while the group(s) in between show various degree of moderate activity and
impact. Even further down the tree, (as shown on the boxplots), we see a strong motivation
for fine-grained roles. While the cluster sizes are often small, there are salient feature
differences (which we can detect using statistical tests like Cohens d) that explain the
existence and semantics of this group. In the example one can see how Semi Stars and
Amplifiers split on (among others) retweet activities and reactions. Overall, we determined
12 roles in the Olympics 2012 data set that are described in Table 4. Some characteristics
are shown in the second column, in particular stronger deviations from the average as well
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Fig. 8. Olympics 2012 10% sample Dendrogram with salient features

as (broadly) similar user groups. Note that these user roles are not strictly defined for all
data sets, but a good starting point for the evaluation of all further data sets.

Continuing in our pipeline from Fig. 1 with the combination of the clustered and
classified data sets and thus the users (see also Fig. 6), we now take a closer look at
the coverage and certainty of roles, which can be seen in the subfigures of Fig. 9 for
combinations of two different samples sizes (5% vs. 10%) for the Olympic 2012 data set
and the Superbowl 2020 data set (10% vs. 20%).

When increasing the number of samples and thus the number of individually classified
users the number of role assignments per user improves. As a result, the number of users
without any role assignment (red bar) drops quickly, while the number of users with
multiple, mostly consistent role assignment (green bar) grows rapidly. Furthermore, the
number of users that only see a single role assignment (orange bar) becomes smaller,
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Table 4. User roles and their characterization: ≈ shows closeness to other roles, ↓/↑
feature deviation from close role/whole data set, ↘ / ↔ / ↗ changes over time

Role Characteristics Freq./Trend
ac

tio
n

tr
ig

ge
ri

ng Star
followers > followees, verified,
↓ activity, ↑ mentioned

0.2–0.8 ↗

Semi Star
≈ Stars, ↓ followers, mentioned,
↑ react. (re)tweet, retweets, replies

0.2–1.4 ↘

Idea Starter ≈Semi Star, ↓followers, ↑reactions 1–4 ↔

Amplifier
≈ Idea Starters, Semi Stars,
↑ followers, followees

0.5–5 ↘

in
te

rm
ed

ia
te

s Rising Star
≈ Semi Star, Idea Starter, Amplifier ↑ followers,
(re)tweets, replies

1.5–5.5 ↘

Daily Chatter ≈ Average User, Spammer, ↓(re)tweets, offtopic 5–15 ↔
Commentator ↑ replies, offtopic, reations 0.3–2 ↘

Spammer
↑ (re)tweets, replies, offtopic
↓ followers, followees, reactions

1–7 ↔

Average User offtopic > tweets, retweets 8–30 ↓

pa
ss

iv
e Forwarder

retweets > tweets, ↑ offtopic, followers, followees. ↓
reactions

25–65 ↑

Listener ↓ (re)tweets, reactions 6–20 ↗
Loner ⇊ tweets, offtopic, followers 0–1.5 ↘

enabling us to perform actual probabilistic assessments on the assignment certainty. In
turn, the increasing “relative majority” part (yellow bar) gives insights on user that are not
well identified - which is data set-dependent, but often includes Spammer, Loners, etc.. For
most of these roles the percentage for the strongest role is between 40 and 50%, which is
also a very persuasive value in the context of a 12-class classification problem. Also the
distance to the second-best user role is quite high, which also substantiates the significance
of user roles in our sampling and combination strategy. Further increasing the number of
samples does not significantly decrease the share of those users, indicating that theses are
not artifacts of the sampling approach. Overall, the scaling works well, thus validating our
approach.

When utilizing bigger, yet fewer samples (Fig. 9b and 9d) compared to the combination
of smaller samples (Fig. 9a and Fig. 9c) for the same number of users, the quality of the
results tends to be slightly better (in particular for the Superbowl 2020 data set), yet at
much higher resource requirements due to the quadratic complexity for clustering. As a
consequence, it is typically better to utilize smaller, but more numerous samples.

We evaluated the clustered and labeled samples (in total 507 clusters) with the classifiers
mentioned in Section 5 and achieved nearly perfect results with the classifiers, as the
leftmost data points in Fig. 11b show. The confusion matrix between roles (Fig. 12a -
12d) confirms these results, as the are only very few mislabelings resp. misclassifications
between Average User, Daily Chatter and Listener, respectively - which are also close
to each other in feature space. The strong variance in the feature distribution present in
the boxplots (Fig. 8) also shows why training and classifying individual users instead of
clusters yields inferior results. Since we use a sampling and combination strategy, the
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(a) Olympics 2012 5% samples (b) Olympics 2012 10% samples

(c) Superbowl 2020 10% samples (d) Superbowl 2020 20% samples

Fig. 9. Sampling and combination for several datasets

effect of mislabeling or misclassification is dampened by the fact that the first role is -in
most cases- very dominant or -in cases of no majority- has a significant distance to the
second-best role.

Overall, the results show that both clustering and classification work well. Expert
knowledge is needed to interpret the dendrogram and assign roles, but already within a
single data set, the knowledge can be transferred to additional samples and their clusters.

6.3. Multiple Individual Datasets

The second step analyzes several data sets individually to understand if the approach is
more widely applicable (thus providing insights on Q2). Furthermore, this will show us of
the same or similar roles are present in data sets varying in time and topic and how they
evolve over time.

The 12 user roles identified on the Olympics 2012 data set are also present and well-
separated in the other data sets, though -as the rightmost column of Table 4 shows- the
frequency (in percent) varies over data sets (and over time):

In the Olympics 2014 (278 clusters) and FIFA World Cup 2014 (193 clusters) data
sets very few changes can be observed: Average User and especially Loner occur less
frequently, while Forwarder and Listener occur more frequently.
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Fig. 10. PCA of clustered samples from Olympics 2012 vs. 2016

The first significant changes in terms of user roles frequency and features occurred in
the Olympics 2016 data set (355 clusters). The PCA in Fig. 10 -showing cluster centroids
of our training data- provides a salient concept drift for many user roles between the
Olympic 2012 data set (Pipe symbol |) and the Olympic 2016 data set (Crosses X): in
particular, Semi Stars tend to also cover a space much closer to Stars, as the “verified”
status was more freely distributed by Twitter. The already observed trend on the frequency
of Average Users /Loner and Forwarders strengthens, as many users prefer to retweet more
than creating their own content. This trend continues for the Superbowl 2020 (345 clusters)
data set, which is otherwise (despite the different sports and the time difference) rather
similar to Olympics 2016.

The 2015 Paris Attacks (160 clusters) data set covers a very different topic and distinct
interactions (fewer offtopic messages, more retweets). Some user roles are not present
(Commentator, Loner), yet most of the overall trends match the picture of the “sports
events”: forwarding instead of content creation becomes more dominant (both as feature
and as role), corresponding to the wider trend in all social media. In turn, “influencer” roles
become pronounced, to the point where the Semi Star may have to split into two separate
sub-roles.

The only exception where we could not apply our methodology was the random Sample
Stream, as features based on topics lose their usefulness.

For Q2, we could show that the same features can be applied, leading to consistently
recognizable user roles. We could observe how the distributions of roles shift over time
and also correlate the roles of users over the boundaries of the data sets. Yet, at this step,
the effort of labeling samples of each data set manually is a limiting factor.
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(a) Macro Average F1. (b) Weighted Average F1.

Fig. 11. Information retrieval measure F1 for classifiers

6.4. Applying Models on New Data Sets

In the third step, we classify new data sets with the models gathered from reference data
to transfer role knowledge and assess the quality and effort involved, answering Q3. We
further study the impact of variation and drift to understand the limitations.

Fig. 11a and 11b show the F1 scores when classifying the data set based on the
Olympics 2012 as the reference, as it provides the longest prediction period. While the
weighted values in Fig. 11b depicts the quality of frequently represented user roles, the
macro values in Fig. 11a support the overall performance of the classifiers. Overall, one
can see a gradual degradation over time on the sport events, as the classification methods
do not explicitly capture the drifts observed in the previous section, but still generalize
the roles over time. Yet, the best methods achieve a 0.85 F1 score for “late” sport events.
The 2015 Paris Attacks data set sees the largest degradation, showing topic and interaction
differences have a more profound impact than time. When comparing all these results to
the slightly worse “macro” values, one can see that small groups are captured well, while
larger clusters tend to be somewhat “blurry”.

kNN and SVC keep up well for short time intervals, but tend to lose ground on longer
distances. ET holds a small edge over GBM, while the latter stays still competitive and
incurs much lower runtime cost. Both benefit from enriching the data sets with the pooled
Cohens d values.

The confusion matrices for the Olympics 2012(Fig. 12a) Olympics 2016(Fig. 12b)
and Superbowl 2020 (Fig. 12d) data sets show how that roles that were either not well
separated in the Olympics 2012 data or drifted significantly are most affected. Yet, these
misclassification often leads to adjacent roles, e.g., Average Users as Listener and For-
warder, Daily Chatter as Forwarder and Average User or Semi Stars as Stars. Especially
the scores for Superbowl 2020 emphasize the drift to forwarding content as well as the rise
of influencers from Semi Stars to Stars. Only in the Paris 2015 data set (Fig. 12a) some
more misclassifications are noticeable, due to the topical different training data. Thus the
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(a) Olympics 2012 (b) Olympics 2016

(c) Paris 2015 (d) Superbowl 2020

Fig. 12. Confusion matrices of classifications
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F1-scores actually understate the quality of the result, as they do not take the adjacency of
roles into account.

We added the data set of the 2016 Berlin Truck Attack (Christmas market) that was not
evaluated in the previous stages and provides topic similarity to 2015 Paris Attacks, while
being close to the Olympics 2016 in time. This data set provides a good opportunity to
assess the impact of different training sets: in addition to baseline of the Olympics 2012
and close sets (Olympics 2016, 2015 Paris Attacks) and Superbowl 2020 as a small, recent
data set, we tested two combinations: Olympics 2012 and Superbowl 2020 for the full time
range and 2015 Paris Attacks with those two as mix of time range and topic proximity.
As Table 5 shows, these combined data sets provide the best results, matching manual
classification or producing misclassifications to close roles. 2015 Paris Attacks by itself
seems to be too small to provide a sufficiently general model, but is able to boost the full
time range model.

The experiments show that a transfer of labeling knowledge is effective with certain
limitations: large topic differences or very long time differentials diminish the usefulness,
yet a good choice of reference data can mitigate this effect.

Table 5. Classification of several data sets
Classifier Oly12 Oly16 Par15 SB 20 Oly12 + SB20 Oly12 + SB20 + Par15

XGB 0.58 0.59 0.51 0.70 0.78 0.92
ET 0.74 0.63 0.56 0.73 0.77 0.82

7. Conclusion & Future Work

In this paper we proposed a method on how to determine and label user roles in large-scale
social media data sets. This method combines unsupervised learning (more specifically,
hierarchical clustering) to discover the classes of users over a wide range of features and
supervised learning - generalizing the knowledge from manually labeled smaller data sets.

Our analysis on a range of large data sets from Twitter show that well-separated roles
can consistently be recognized and transferred. The labeling achieves high accuracy not
only within the same data set, but also on new data sets from different event types and/or
years apart. The resource requirements of such analyses are modest, bringing them in range
of commodity hardware.

For future work, we see a number of interesting directions: As the quality of classi-
fication begins to deteriorate over longer time frames, we plan to incorporate evolution
into both clustering and classification, considering both temporal models (for long-term
studies of snapshots) and stream clustering (for short-term, continuous analyses). They
may also pave the way for longitudinal studies of users groups and user mobility among
groups. Likewise, adapting our model to cope with topically non-related or even topically
unconstrained data sets poses a new set of challenges. Initial experiments show that the
method should generally work, but significant work still needs to be done. In either case,
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testing our method on a wider range of data sets from Twitter or even other social networks
would be highly interesting.
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