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Editorial

Mirjana Ivanovié¢, Milo§ Radovanovi¢, and Vladimir Kurbalija

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia
{mira,radacha,kurba} @dmi.uns.ac.rs

This fourth and final issue of Computer Science and Information Systems for 2023
consists of 13 regular articles, and two special sections: “Digital Ecosystems — State of
the Art and Challenges” (4 articles), and “Soft/Edge Computing for Imaging and Remote
Sensing Applications.” We thank the guest editors of the special sections, as well as all our
authors and reviewers, whose hard work and enthusiasm made possible the publication of
the current issue, as well as the our journal in general.

The first regular article, “M2F2-RCNN: Multi-Functional Faster RCNN Based on
Multi-Scale Feature Fusion for Region Search in Remote Sensing Images,” by Shoulin
Yin et al. combines a feature extraction network based on ResNet50, a path aggregation
network with a convolution block attention module (CBAM), RolAlign, and an improved
non maximum suppression to build an improved RCNN model for regio search in remote
sensing images.

In the second regular article, “SRDF_DAG: An Efficient End-to-End RDF Data Man-
agement when Graph Exploration Meets Spatial Processing,” Houssameddine Yousfi et al.
propose new strategies to support spatial operators within a particular TripleStore that re-
lies on graph fragmentation and exploration and guarantees a good compromise between
scalability and performance.

Eyad Kannout et al., in “Towards Addressing Item Cold-Start Problem in Collabo-
rative Filtering by Embedding Agglomerative Clustering and FP-Growth into the Rec-
ommendation System” introduce a frequent pattern mining framework for recommender
systems (FPRS) — a novel approach to address the items’ cold-start problem by employ-
ing several strategies to combine collaborative and content-based filtering methods with
frequent items mining and agglomerative clustering techniques.

The article “Sentence Embedding Approach Using LSTM: Auto-Encoder for Dis-
cussion Threads Summarization” by Abdul Wali Khan et al. introduces the LSTM auto-
encoder as a sentence embedding technique to improve the performance of an automated
discussion thread summarizing system (DTS) for online discussion forums.

In “PARSAT: Fuzzy Logic for Adaptive Spatial Ability Training in an Augmented
Reality System,” Christos Papakostas et al. present a novel adaptive augmented reality
training system that teaches the knowledge domain of technical drawing. The novelty of
the system is that it proposes using fuzzy sets to represent the students’ knowledge levels
more accurately in the adaptive augmented reality training system.

“Explaining Deep Residual Networks Predictions with Symplectic Adjoint Method,”
by Xia Lei et al., proposes a provably faithful explanation for ResNet using a surrogate
explainable model, a neural ordinary differential equation network (Neural ODE). First,
ResNets are proved to converge to a Neural ODE and the Neural ODE is regarded as
a surrogate model to explain the decision-making attribution of the ResNets. Then, the
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decision feature and the explanation map of inputs belonging to the target class for Neural
ODE are generated via the symplectic adjoint method.

Hai Bang Truong and Van Cuong Tran, in “A Framework for Fake News Detection
Based on the Wisdom of Crowds and the Ensemble Learning Model” propose an ensemble
classification model to detect fake news based on exploiting the wisdom of crowds. The
social interactions and the user’s credibility are mined to automatically detect fake news
on Twitter without considering news content. The proposed method extracts the features
from a Twitter dataset and then a voting ensemble classifier is used to determine whether
news is fake or real.

“Deep Learning-Based Sentiment Classification in Amharic Using Multi-Lingual Data-
sets” authored by Senait Gebremichael Tesfagergish et al. examines various deep learning
methods such as CNN, LSTM, FFENN, BiLSTM, and transformers, as well as memory-
based methods like cosine similarity, to perform sentiment classification using the word
or sentence embedding techniques.

In “Heart Sounds Classification using Adaptive Wavelet Threshold and 1D LDCNN,”
Jiangiang Hu et al. present an automated heart sound classification method using adaptive
wavelet threshold and 1D LDCNN (One-dimensional Lightweight Deep Convolutional
Neural Net21 work). The method exploits WT (Wavelet Transform) with an adaptive
threshold to de-noise heart sound signals (HSSs), and uses 1D LDCNN to realize auto-
matic feature extraction and classification for de-noised heart sounds.

Abdulaziz Anorboev et al., in “Ensemble of Top3 Prediction of Image Pixel Interval
Method Using Deep Learning,” propose a multi-step strategy to improve image catego-
rization accuracy with less data. The approach constructs numerous datasets from a single
dataset by separating images into pixel intervals based on the type of dataset. Then, the
model is trained using both the original and newly constructed datasets.

In their article “Intrusion Detection Model of Internet of Things Based on Deep Learn-
ing,” Yan Wang et al. introduce a hybrid parallel intrusion detection model based on
deep learning called HPIDM, featuring a three-layer parallel neural network structure.
The model combines stacked LSTM neural networks with convolutional neural networks
(CNNs5s) and the SK Net self-attentive mechanism, allowing HPIDM to effectively learn
temporal and spatial features of traffic data.

“BI-FERH: Blockchain-IoT Based Framework for Securing Smart Hotel” by Quan-
long Guan et al. proposes a blockchain-IoT based framework for securing smart hotels
(BI-FERH) to enhance the security of hotel information systems. The high performance
BI-FERH architecture takes advantage of real-time data transmission capabilities offered
by IoT devices. Sensitive data generated by IoT devices is protected in BI-FERH, enhanc-
ing tamper-proof capabilities.

Finally, “Digital Remote Work Influencing Public Administration Employees Satis-
faction in Public Health Complex Contexts” authored by Maria Sousa et al. studies the
question of whether digital remote work in times of COVID-19 influenced the satisfaction
of public administration employees. An online survey was conducted in the Portuguese
public administration for a sample of 70 individuals, producing various interesting con-
clusions.
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Guest Editorial: Management of Digital EcoSystems —
Recent Trends, and Open Issues

Mirjana Ivanovié!, Richard Chbeir?, Ernesto Damiani®, Yannis Manolopoulos®, and
Claudio Silvestri®

1 University of Novi Sad, Serbia, mira@dmi.uns.ac.rs
2 University of Pau and the Adour Region, Anglet, France, richard.chbeir @univ-pau.fr
3 Khalifa University, Abu Dhabi, UAE, ernesto.damiani @ku.ac.ae
4 Open University of Cyprus, Nicosia, Cyprus, manolopo@csd.auth.gr
5 (Claudio Silvestri, Ca’ Foscari University of Venice, Italy, silvestri@unive.it

Nowadays modern, technically, and technologically highly progressed society and the
rapid development of numerous ICT disciplines bring new smart, intelligent, intercon-
nected socio-technological components and services in everyday life. One of the new
concepts and challenging paradigms is digital ecosystem. It represents a group of inter-
connected information technology resources within a functional unit. Digital ecosystems
consist of a wide range of participants and components like suppliers, customers, but also
applications, third-party data service providers and all numerous supportive respective
technologies. The ecosystem’s success is highly dependent on interoperability.

Digital ecosystems are frequently supported by market share leaders and they are
quickly influencing changes in various industries, cyber-physical systems, business pro-
cesses, healthcare and other domains. Some characteristic technical, legal, and business-
related difficulties found in digital ecosystems as well as service orchestration, customer
engagement, and data management are significant research and practical challenges.

In today’s ICT supported world numerous entities are engaged in all forms of inter-
actions mimicking the social world of humans. It influences different producers of data
(the Web, Internet of Things, Sensors, etc.), consumers of data (end users, applications,
systems, etc.), networking capabilities to ensure data transfer and sharing, data-enabled
services, processes (including Al and big data), deployment infrastructures (e.g., cloud
computing), processing capabilities, visualization, and reporting facilities. Services un-
derpinning such ecosystems also must satisfy non-functional requirements such as per-
formance, security, and data privacy.

This special section contains revised and extended versions of papers presented at the
14th International Conference on ManagEment of Digital EcoSystems (MEDES 2022),
which was held in Venice, Italy during the period October 20th to 21st. The conference
aim was to explore the manifold challenges and issues related to web technologies and
resource management of Digital Ecosystems, and how current approaches and technolo-
gies can be evolved and adapted to this end. Ten papers have been selected for the present
section, whereas after standard reviewing procedure of ComSIS Journal four papers have
been accepted to be published in this section.

The aim of this special section is to share the experiences in some of recently interest-
ing and challenging trends and issues of digital ecosystems but also to help stakeholders
and researchers in academia and industries to gain insights into digital ecosystems poten-
tial in practice.
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The first paper entitled “DG_Summ: A schema-driven approach for personalized sum-
marizing heterogeneous data graphs” by Amal Beldi et al. contributes to the area of
modelling data graphs. The focus is on summarizing data from multiple sources using
a schema-driven approach and visualizing the summary graph adjusted to the needs of
users. Authors pointed out challenges and importance of identifying trends in the pro-
cessing of vast amounts of data in different domains and considered graph summarization
as an effective framework aiming to facilitate the identification of structure and meaning
in modelling data graphs in medical domain. The problem of graph summarization has
been recently intensively studied and many approaches for static contexts are proposed
to summarize the graph. However, these approaches are computationally prohibitive and
do not scale to large graphs in terms of both structure and content. An additional problem
is that there is no proposed framework which provide summarization of mixed sources
with the goal of creating a dynamic, syntactic, and semantic data summary. The innova-
tive approach proposed by authors is promising and can be useful for researchers in other
domains as well.

The second paper entitled “A faceted discovery model architecture for cyber-physical
systems in the web of things” by Juan Alberto Llopis et al. presents a discovery model ar-
chitecture for cyber-physical systems based on the web of things. The approach is based
on proactive discovery, recommendation, federation, and query expansion. As a conse-
quence of intensive research efforts in this area, more complex cyber-physical systems
are being developed and integrated with web technologies, supporting smart city scenar-
ios with thousands of devices available to be discovered online. For successful realization
some capabilities related to locating, registering, and consulting devices must be pro-
vided to adapt to the continuous changes in cyber-physical systems. Authors considered
an example scenario where the proposed architecture has been implemented with different
topologies using edge computing facilities. The obtained results show that the capabilities
of the discovery model architecture facilitate the discovery of cyber-physical systems in
different smart environments.

The third paper entitled “Systematic exploitation of parallel task execution in business
processes’ by Konstantinos Varvoutas et al. is focused on business process re-engineering/
optimization as a core element of business process management (BPM). Authors pro-
posed a novel approach which considers resource allocation and model modifications in
a combined manner, where an initially suboptimal resource allocation can lead to better
overall process executions. The main contributions are: (1) a variant of the representation
of processes as Refined Process Structure Trees with a view to enabling novel resource
allocation-driven task re-ordering and parallelization, and (2) to introduce a resource al-
location paradigm that assigns tasks to resources taking into account the re-sequencing
opportunities. The presented results, based on experimental cases, show significant im-
provements, and decrease in cycle time.

The last paper entitled “Ownership protection system for partial areas on image data
using Ethereum blockchain” by Natsuki Fujiwara and Shohei Yokoyama proposes a novel
method that utilizes blockchain to protect the ownership of specific regions within image
data. They considered various values that are assigned to each region of image based on
its importance. Particular regions are individually encrypted protecting their privacy. Non-
fungible tokens (NFTs) are used to protect the key image and to manage the ownership
of each object on the image data. The ownership NFT and the key NFT are verified to
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match by the judgment function. Adopted method allows different values to be assigned
to different parts of an image, facilitating the transfer and sharing of ownership.

We gratefully acknowledge all the hard work and enthusiasm of authors, without
whom this special section would not have been possible. In addition, we appreciate for
the careful study of the selected papers and the constructive comments made by the:

— Djamal Benslimane, Claude Bernard Lyon 1 University, France

— Richard Chbeir, University of Pau and the Adour Region, Anglet, France

— Marco Comuzzi, Ulsan National Institute of Science and Technology, Ulsan, Repub-
lic of Korea

— Gayo Diallo, University of Bordeaux, Bordeaux Cedex, France

— Allel Hadjali, Computer Science at Engineer School ENSMA, Poitiers, France.

— Masaharu Hirota, Okayama University of Science, Okayama, Japan

— Hiroshi Ishikawa, Waseda University, Tokyo, Japan

— Jana Koehler, University of Applied Sciences and Arts, Lucerne, Switzerland

— Anastas Misev, Ss. Cyril and Methodius University, Skopje, North Macedonia

— Srdjan Skrbic, University of Novi Sad, Novi Sad, Serbia

— Michael Vassilakopoulos, University of Thessaly, Volos, Greece

Finally, we hope that readers will enjoy the content of this special section, and that it
will inspire them for high quality research in this modern and attractive area.






Computer Science and Information Systems 20(4): vii—x https://doi.org/10.2298/CSI1S230400viiL

Guest Editorial: Soft/edge computing for imaging and
remote sensing applications

Hang Li'! and Mirjana Ivanovic?
! Software College, Shenyang Normal University, 253 Huanghe Bei Dajie, Huanggu District,
Liaoning Province, 110034 China, lihang @synu.edu.cn
2 University of Novi Sad, Faculty of Sciences, Serbia, mira@dmi.uns.ac.rs

Recently, soft/edge computing paradigm has been developed and it is evolving as a
new branch of computing and communication technologies. This new approach integrates
the existing computing environment with the digital technologies by creating a new rev-
olution in the emerging communication technologies like Internet of Things (IoT) and
cyber—physical systems. Moreover, soft/edge based communication integrates the artifi-
cial intelligence technologies to intelligently investigate, collect, process and store the
huge amount of data generated by IoT applications. Edge/soft computing plays a signifi-
cant role to enhance the potential of data analytics and decision-making process with the
reduced amount of delay.

Remote sensing and imaging, as one of the sources for big data, are generating earth-
observation data and analysis results daily from the platforms of satellites, manned/unmanned
aircrafts, and ground-based structures. These different kinds of remote-sensing data in-
clude SAR - synthetic aperture radar, multi-spectral optical data and hyper-spectral opti-
cal data. Those data sets comprise different spectral bandwidths (dimensionality), spatial
resolutions, and radiometric resolutions. The increasing growth of remote sensing data
and geoscience research pushes earth sciences strongly and poses great challenges to data
science for remote sensing big data, including collection, storage, management, analysis
and interpretation.

This Special Issue is expected to bring together experts from different research areas
to discover and realize the values of soft/edge computing in various remote sensing ar-
eas. This Special Issue is intended to present the current theoretical and methodological
research and state-of-the-art techniques and application of imaging and remote sensing
big data in the area of soft/edge computing. The aim of this special Issue is to share the
experiences in processing imaging and remote sensing with large volumes and variant
modes, and intelligent interpretation with advance soft/edge computing algorithms. We
expect that these research results will provide a necessary effort towards the incorpora-
tion of this soft/edge computing technology into the imaging and remote sensing field
and also to help stakeholders and researchers in academia, governments, and industries to
gain insights into the potential of using soft/edge computing techniques and concepts in
imaging and remote-sensing applications.

This special issue received 36 submissions where the corresponding authors were ma-
jorly counted by the deadline for manuscript submission with an open call-for-paper pe-
riod of 5 months. All these submissions are considered significant in the field, but how-
ever, only one-third of them passed the pre-screening procedure by guest editors. The
qualified papers then went through double-blinded peer review based on a strict and rig-
orous review policy. After a totally three-round reviews, 8 papers were accepted for publi-
cation. A quick overview to the papers in this issue can be revealed below, and we expect
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the content may draw attentions from public readers, and furthermore, prompt the society
development.

The first paper entitled “Generative Adversarial Network Based on LSTM and Con-
volutional Block Attention Module for Industrial Smoke Image Recognition” by Dahai
Li et al. In this paper, a low-cost data enhancement method is used to effectively reduce
the difference in the pixel field of the image. The smoke image is input into the LSTM in
generator and encoded as a hidden layer vector. This hidden layer vector is then entered
into the discriminator. Meanwhile, a convolutional block attention module is integrated
into the discriminator to improve the feature self-extraction ability of the discriminator
model, so as to improve the performance of the whole smoke image recognition network.
Experiments are carried out on real diversified industrial smoke scene data, and the results
show that the proposed method achieves better image classification and recognition effect.
In particular, the F scores are all above 89%, which is the best among all the results.

The second paper entitled “A Novel Feature Fusion Model Based on Non-subsampled
Shear-wave Transform for Retinal Blood Vessel Segmentation” by Fan Zhang et al. pro-
poses a new feature fusion model based on non-subsampled shear-wave transform for
retinal blood vessel segmentation. The contrast between blood vessels and background
is enhanced by pre-processing. The vascular contour features and detailed features are
extracted under the multi-scale framework, and then the image is postprocessed. The fun-
dus images are decomposed into low frequency sub-band and high frequency sub-band
by non-subsampled shear-wave transform. The two feature images are fused by regional
definition weighting and guided filtering respectively, and the vascular detection image
is obtained by calculating the maximum value of the corresponding pixels at each scale.
Finally, the Otsu method is used for segmentation. Results: The experimental results on
DRIVE data set show that the proposed method can accurately segment the vascular con-
tour while retaining a large number of small vascular branches with high accuracy. The
main conclusion is that the proposed method has a high accuracy and can perform vascu-
lar segmentation well on the premise of ensuring sensitivity.

The third paper entitled “LUN-BiSeNetV2: A Lightweight Unstructured Network
Based on BiSeNetV2 for Road Scene Segmentation” by Yachao Zhang et al. proposes
aroad scene segmentation method based on a lightweight unstructured network based on
BiSeNetV2. The network contains backbone segmentation network and BiSeNetV2 net-
work. The Mobilenetv2 network is used in the backbone network to replace the Xception
feature extraction network in the decoder. In addition, grouping convolution is used to re-
place common convolution in Mobilenetv2 network. And it selects the batch specification
layer to reduce the number of parameters, without affecting the accuracy and improving
the efficiency of segmentation.

The fourth paper entitled “A Novel Multilevel Stacked SqueezeNet Model for Hand-
written Chinese Character Recognition” by Yuankun Du et al. proposes a novel multilevel
stacked SqueezeNet model for handwritten Chinese characters recognition.

“Deep Adversarial Neural Network Model Based on Information Fusion for Music
Sentiment Analysis” by Wenwen Chen et al. proposes a new model that combines deep
adversarial neural network model based on information fusion for music sentiment anal-
ysis. Firstly, the information of music text sequence is captured by the bidirectional short
and long time memory network. Then the sequence information is updated according to
the tree structure of dependency syntactic tree. Further, the relative distance and syntac-
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tic distance position information are embedded into the music text sequence. Thirdly, the
adversarial training is used to expand the alignment boundary of the field distribution and
effectively alleviate the problem of fuzzy features leading to misclassification.

The sixth paper entitled “A Novel Single Shot-multibox Detector Based on Multiple
Gaussian Mixture Model for Urban Fire Smoke Detection” by Hao Han et al. proposes a
novel single shot-multibox detector based on a multiple Gaussian mixture model for urban
fire smoke detection. Multiple Gaussian models are used to represent the features of each
pixel in the moving object image. The Gaussian mixture model is updated based on the
principle that each pixel in the image is regarded as a background point if it matches
the Gaussian mixture model. Otherwise, if it matches the Gaussian mixture model, it
is regarded as the foreground point. By updating the foreground model and calculating
the short-term stability index, the detection effect of moving objects is improved. By
determining the relationship between Gaussian distribution and pixel, a new parameter is
set to construct the background model to eliminate the influence caused by illumination
mutation. Aiming at the problems of smoke detection efficiency and network over-fitting,
authors presented an InceptionV3-feature fusion single shot-multibox detector.

The seventh paper “Anti-aliasing Filter Based on Whale Parameter Optimization Method
for Feature Extraction and Recognition of Dance Motor Imagery EEG” by Tianliang
Huang et al. proposes a new model for the feature extraction and recognition of dance
motor imagery EEG, which makes full use of the advantage of anti-aliasing filter based
on whale parameter optimization method. The anti-aliasing filter is used for preprocess-
ing, and the filtered signal is extracted by two-dimensional empirical wavelet transform.
The extracted feature is input to the robust support matrix machine to complete pattern
recognition. In pattern recognition process, an improved whale algorithm is used to dy-
namically adjust the optimal parameters of individual subjects. Experiments are carried
out on two public data sets to verify that anti-aliasing filter-based preprocessing can im-
prove signal feature discrimination. The improved whale algorithm can find the optimal
parameters of robust support matrix machine classification for individuals. This presented
method can improve the recognition rate of dance motion image.

The last paper is “Heterogenous-view Occluded Expression Data Recognition Based
on Cycle-Consistent Adversarial Network and K-SVD Dictionary Learning Under In-
telligent Cooperative Robot Environment” by Yu Jiang et al. and it proposes a cycle-
consistent adversarial network and K-SVD dictionary learning method for occluded ex-
pression recognition in education management under robot environment. Firstly, the new
method uses the cyclic-consistent generation adversarial network as the skeleton model,
which can generate the un-occluded expression image without the need of paired data
sets. Meanwhile, in order to improve the discriminant ability and image generation ability
of the network, a multi-scale discriminator is used to construct the discriminant network.
Then, the least squares and cyclic sensing loss are used to strengthen the constraints on
the network model and improve the image quality. By subtracting the error matrix from
the test sample, a clear image of the expression classification stage can be recovered. The
clear image samples are decomposed into identity features and expression features by
using the collaborative representation of two dictionaries.

The first guest editor would like to thank Prof. Mirjana Ivanovi¢, the editor-in chief of
ComSIS, for her support during the preparation of this special section in the journal.
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Finally, we gratefully acknowledge all the hard work and enthusiasm of authors and
reviewers, without whom the special section would not have been possible.
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Abstract. In order to realize fast and accurate search of sensitive regions in remote
sensing images, we propose a multi-functional faster RCNN based on multi-scale
feature fusion model for region search. The feature extraction network is based on
ResNet50 and the dilated residual blocks are utilized for multi-layer and multi-scale
feature fusion. We add a path aggregation network with a convolution block atten-
tion module (CBAM) attention mechanism in the backbone network to improve
the efficiency of feature extraction. Then, the extracted feature map is processed,
and RolAlign is used to improve the pooling operation of regions of interest and
it can improve the calculation speed. In the classification stage, an improved non-
maximum suppression is used to improve the classification accuracy of the sensitive
region. Finally, we conduct cross validation experiments on Google Earth dataset
and the DOTA dataset. Meanwhile, the comparison experiments with the state-of-
the-art methods also prove the high efficiency of the proposed method in region
search ability.

Keywords: remote sensing images, region search, multi-functional faster RCNN,
multi-scale feature fusion, convolution block attention module.

1. Introduction

Region search is widely used in automatic driving, video, image index and remote sensing
etc. With the rapid development of deep learning, regional convolutional neural network
(RCNN)-based algorithms [1-3] have transformed the traditional manual feature extrac-
tion into feature learning, which plays an important role in the field of remote sensing
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images processing. In order to quickly obtain useful information from massive remote
sensing images, region search has a high application value. Rapid detection of sensitive
areas through remote sensing images is of great significance for improving military oper-
ational efficiency, civil route planning, safety search and rescue, etc [4,5].

RCNN algorithm adopts selective search(SS) [6] to extract 1000 2000 suggestion
bounding boxes from remote sensing images. It adds 16 pixels around each candidate
box as the border of the average pixel value. Then it subtracts the average pixel value
of the suggestion box from all candidate box pixels, and inputs the results into AlexNet
network for feature extraction. Then support vector machine (SVM) classification is used
to determine the category of candidate boxes. And the non-maximum suppression (NMS)
algorithm is adopted to reduce the number of redundant candidate boxes [7]. Finally, the
remaining candidate boxes are modified through the detection box regression model to
correct the final position.

The training stage of RCNN is limited to the selection of candidate boxes. The existing
problems are summarized as follows:

1. When RCNN reads the image information, it needs to fix the image size, but cutting
the image will lead to the loss of the image information.

2. CNN needs to calculate the candidate boxes in each region, and repeated feature
extraction will bring huge computational waste.

Compared with RCNN algorithm, Fast RCNN algorithm only extracts the features of
each image once, and shares the extracted features in the calculation process to improve
the speed of training and testing. In view of the problem that fast RCNN cannot achieve
real-time detection and end-to-end training test, Ren et al. [8] proposed faster RCNN algo-
rithm, using regional proposal network (RPN) to replace selective search (SS) algorithm,
which could effectively extract the candidate regions in the original image. Different from
the aforementioned detection algorithms based on proposal regions, Redmon et al. [9]
proposed a YOLO (You Only Look Once) detection algorithm based on regression. The
framework abandoned the preset candidate box strategy, regarded the detection task as a
regression problem, and directly carried out border regression and category determina-
tion in the output layer, which could meet the real-time detection requirements, but the
detection accuracy was low. In order to give equal consideration to detection speed and
accuracy, Liu et al. [10] proposed the Single Shot MultiBox Detector (SSD) framework,
integrating the idea of preset candidate boxes and YOLO. It conducted multi-layer detec-
tion through feature pyramid simultaneously to improve detection accuracy. However, the
detection effect of small objects was not satisfactory.

The imaging characteristics of remote sensing images are different from those of natu-
ral scenes commonly captured by digital cameras. Remote sensing images are mainly shot
at high altitude, covering a wide range of ground objects, complex image background,
dense target distribution and small size. And the image quality of remote sensing is not as
good as that of digital camera [11,12]. If the existing deep learning detection frameworks
are directly applied to remote sensing image for region detection, the detection accuracy
cannot be the same as that of natural scene image. At present, a large number of scholars
have improved the deep learning detection frameworks and applied them to the detection
of sensitive areas in remote sensing images. Based on the RCNN model and the cascade
AdaBoost algorithm, Tang et al. [13] proposed a coarse-to-fine object region recognition



MZ2F2-RCNN: Multi-functional Faster RCNN... 1291

algorithm, which reduced the amount of computation and improved the detection accuracy
of high-resolution remote sensing images. Based on faster-RCNN, Wu et al. [14] proposed
a target detection algorithm based on feature fusion combined with soft judgment, which
improved the detection accuracy of small target areas. Li et al. [15] overcame the defect of
losing small target information in deep feature by integrating shallow feature with deep
feature after up-sampling, and improved the fast detection accuracy of target region in
aerial remote sensing images. Cui et al. [16] optimized RPN according to the aspect ratio
characteristics of the target region. Meanwhile, the online difficult sample mining method
was adopted to balance positive and negative samples, which improved the performance
of the model algorithm. Aiming at the uncertainty of the direction of the target region in
remote sensing images, Pazhani et al. [17] integrated the rotating region network into the
Fast RCNN, introduced the convolution layer in front of the fully connected layer of the
network, reduced the dimension of the feature map. It improved the performance of the
classifier, and achieved better detection results. Based on the YOLO-V?2 detection frame-
work, Anuar et al. [18] introduced the transfer learning strategy to improve the detection
accuracy of high-resolution remote sensing image regions in small samples, but the de-
tection accuracy of small targets was not high. Based on the SSD detection framework,
ResNet50 was used to replace the front-facing network VGG16, and the target detection
was carried out on the aerial data set [19]. The detection effect was significantly improved,
but the error was also relatively large. Aiming at the problem of low detection accuracy of
small targets in complex scenes, Chen et al. [20] proposed MultDet, a lightweight multi-
scale feature fusion detection framework, which improved the characterization ability of
small scale aircraft targets and realized high-precision detection of aircraft targets.

Previous researches on remote sensing image target region extraction mainly rely on
the basic features of the image, such as spectrum, shape, contour, texture, color, shadow,
etc. For example, Zheng et al.[21] proposed an object-based Markov Random field
(OMRF) model for building extraction. The model constructed a weighted region ad-
jacency map based on region size and edge feature information. Then it used OMRF
with a region penalty term to achieve accurate building area extraction. Mag et al. [22]
proposed a region extraction method based on saliency analysis, which extracted multi-
scale texture and edge features of remote sensing images by Fourier transform and adap-
tive wavelet. Wang et al. [23] used Extended multi-resolution segmentation (EMRS) and
back-propagation (BP) network to extract building areas. EMRS was used to represent
multi-scale spatial resolution features, and BP network was used to classify pixels with
different building areas. Ni et al. [24] proposed a local competitive super-pixel segmenta-
tion method, which could effectively integrate spatial resolution and multi-scale features
of remote sensing images, and completed accurate extraction of building areas. Zhu et al.
[25] proposed a building extraction method based on mixed sparse representation, which
divided remote sensing images into subgraph combinations with different components,
then used sparse representation to express different subgraph features. Finally, support
vector machine was adopted to complete the extraction of building areas. The target re-
gion extraction methods based on the above basic features have achieved a certain effect.
However, due to the lack of extraction of deep semantic features and global spatial fea-
tures in remote sensing images, the segmentation and extraction results still have some
problems, such as boundary information loss and incomplete shape structure.
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In summary, this paper collects remote sensing image data sets from Google Earth,
DOTA data sources, and then establishes a typical region target data sets of remote sens-
ing images by manual annotation. Therefore, we propose a multi-functional faster RCNN
based on multi-scale feature fusion model for region search. The stages of region search
method are as follows. Firstly, the feature extraction network is based on ResNet50 and the
dilated residual blocks are utilized for multi-layer and multi-scale feature fusion. Then, a
path aggregation network with a convolution block attention module (CBAM) attention
mechanism is added in the backbone network to improve the efficiency of feature extrac-
tion. Thirdly, the extracted feature map is processed, and RolAlign is used to improve the
pooling operation of regions of interest and it can improve the calculation speed. Finally,
in the classification stage, an improved non-maximum suppression is used to improve
the classification accuracy of the sensitive region. Meanwhile, abundant experiments also
show the effectiveness of the proposed method.

The structure of this paper is as follows. In section 2, the related works are introduced
including Faster-RCNN, RPN. Section 3 detailed states the proposed method for region
search in remote sensing images. Rich experiments are shown in section 4. A conclusion
is shown in section 5.

2. Related Works

In recent years, deep learning [26,27] has made new progress, and convolutional neu-
ral network (CNN) has been applied to target region detection. Since the appearance of
the image classification competition based on the large image database ImageNet, various
deep learning detection algorithms have been proposed successively, which are mainly di-
vided into One-stage and Two-stage. Herein, YOLO-v3 [28] is a representative algorithm
in One-stage. The representative algorithms in the two-stage method are Faster RCNN
and other algorithms. RCNN-based algorithms have been developed from Faster RCNN
to Mask RCNN. By using RolAlign, a mask branch is added to achieve the detection
and segmentation at the instance level. One-stage algorithm is superior to Two-stage al-
gorithm in detection speed, but it is lower that two-stage algorithm in terms of accuracy.
However, these mainstream target detection algorithms aim at the image of the natural
scene, without considering the directivity of the target and other features.

Deep learning has achieved great success in detecting the target region in natural
scenes. Therefore, a large number of researches on remote sensing image target region
detection [29,30] based on deep learning continue to emerge. An important characteristic
of the target region to be detected in remote sensing images is the uncertainty of its di-
rection and shape. In addition, most target regions in remote sensing images are densely
distributed, so the horizontal box method may also affect the results of non-maximum sup-
pression (NMS) after detection, resulting in poor detection effect. In reference [31], a text
detection algorithm based on the rotating region was proposed. The algorithm firstly used
the region proposal network to generate horizontal candidate boxes, and then used the
features after multi-scale pooling to predict slanted text boxes. In reference [32], Region
Proposal Network (RPN) in Faster R-CNN network was improved and it added rotation
information, so that the RPN network could directly generate an angled prediction box
for multi-directional text detection.
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2.1. Faster-RCNN

Faster RCNN is a region-based convolutional neural network framework, which mainly
consists of four parts: feature extraction layer, RPN layer, ROI Pooling layer and detec-
tion subnetwork, as shown in Figure 1. Feature extraction layer extracts features of input
images through convolutional neural networks. The candidate region generation network
carries out convolution operation on the obtained image feature map to generate the can-
didate frame that may contain the object. The region of interest (ROI) pooling layer [33]
converts the region feature maps corresponding to different candidate boxes into feature
maps with the same size. The detection network identifies the target in the ROI and cor-
rects the position of the candidate box to get the final detection result.

Fe?ture | . ROIpooling | Classtﬁcau.on |,
extraction layer layer and regression
RPN layer

Fig. 1. Structure of Faster RCNN

2.2. Region Proposal Network (RPN)

RPN is a full convolutional network, which reduces the number of candidate boxes in the
detection process and improves the detection efficiency of Faster RCNN. It can be seen
from Figure 2 that RPN network mainly has two branches: one is the classification layer,
which is used to classify positive and negative samples, and the other is the regression
layer, which is used to regress the candidate box position of positive samples. The RPN
network implementation process is as follows. A 3 x 3 sliding window is used to slide the
feature graph (suppose the size is N x 60 x 60), and each pixel of the feature graph is
traversed to generate a low-dimensional feature graph (256 x 60 x 60). In addition, k pre-
defined candidate boxes are generated at each pixel position on the feature graph. Then
two 1 x 1 convolution operations are performed on the low-dimensional feature graphs.
2k probability values and 4k candidate box offsets are obtained at each pixel. Finally,
combined with the pre-defined candidate boxes, post-processing operations such as cross
boundary clipping, small candidate box removal and Non-Maximum Suppression (NMS)
are carried out to obtain the ROI candidate boxes.

The training of RPN network adopts multi-task loss function, as shown in Equation

(:

1 . A X *
L(pi>ti) = WLcls(piupi) + N Zpi LTEg(ti>t')~ (1)
CclLs reg ’L

Where i is the index value of anchor. p; and ¢; are the ¢ — th anchor containing
the probability value of the target and four coordinate values corresponding to anchor
respectively. N and N4 are standardized constants. A is the equilibrium coefficient.
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Fig. 2. RPN structure

When anchor is a positive sample, p; = 1, otherwise p; = 0. ¢ is the coordinate value of
the real region corresponding to the positive sample. L., and L., are the classification
loss function and the regression loss function respectively. The expressions are as follows:

Leis(pi, pj) = —loglpip; + (1 —pi)(1 — p;)). 2

Lyeg(ti, t]) = R(t; — t7). 3)

Where R is Smooth L1 function, reflecting the robustness of the function, it is defined
as follows.

R(z) = (4)

0.5x2 lz] <1
|| —0.5 o] >1

3. Proposed M?F2-RCNN for Region Search

Considering the detection application requirements of remote sensing satellite image, this
paper adopts the Faster RCNN framework with higher detection accuracy as the basic
prototype. The proposed M?F2-RCNN region search model in this paper is shown in
Figure 3.

Our contributions are mainly in the following three aspects:

1. In the basic network stage, we construct a feature pyramid network to perform multi-
scale feature fusion. We added path aggregation network with Convolution Block
Attention Module (CBAM) to improve feature extraction efficiency.

2. Rolalign is used to replace Rol pooling, and a convolution layer is added into the
classification network to improve the classification efficiency.

3. A new non-maximum suppression algorithm is improved to the overlap problem of
large amount of similar candidate boxes.
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Fig. 3. M2F2-RCNN structure

3.1. Multi-scale Feature Fusion

Compared with the original feature extraction layer VGG, ResNet50 has a deeper net-
work layer and can extract deeper and more abstract features [34]. Moreover, the residual
structure of ResNet50 is conducive to solving the problems of gradient dispersion and
gradient explosion when the network performance is not significantly improved. There-
fore, ResNet50 is selected as the basic feature extraction network in this paper. Table 1
shows the Resnet50 network structure. In Table 1, two multiplied numbers indicate the
size of the convolution kernel. The next number is the number of convolution kernels. In
the case of convl, 7 x 7 means the size of the convolution kernel and 64 means the num-
ber of convolution kernel. The matrix represents the residual block, and the number in
the matrix represents the composition of the residual block. Taking conv3 as an example,
conv3 is composed of 4 residual blocks, each of which is composed of 128 convolution
kernels with 1 x 1 size, 128 convolution kernels with 3 x 3 size, and 512 convolution
kernels with 1 x 1 size. The step size in convolution kernel with 3 x 3 size in the first
residual block is 2, and the rest step size is 1.

Table 1. Structure of ResNet50

Layer Structure

Convolutional layer (convl) 7 X 7, 64, step size=2

Pooling layer 3 % 3, step size=1
1x1 64

Convolutional layer (conv2) 3 x 3 64 X 3, step size=2
1 x 1256
1x1128

Convolutional layer (conv3) 3 x 3 128 X 4, step size=2
1x1512
1x1 256

Convolutional layer (conv4d) 3 x 3 256 X 6, step size=2
1x11024
1x1 512

Convolutional layer (convS) 3 x 3 512 X 3, step size=2
1 x 12048

However, if it directly uses Convl-5 as the feature extraction layer in the Faster RCNN
structure, it cannot significantly improve the model detection accuracy. In order to solve



1296 Shoulin Yin et al.

the problem that the feature extraction layer is deepened and the detection accuracy is
not significantly improved, It considered conv5 and the full connection layer as the fi-
nal detection subnetwork based on the structure of Networks on Convolutional Feature
Maps (NoCs). The specific structure is shown in Figure 4. Moving conv5 to the detection
network can improve the classifier performance and thus improve the overall detection
accuracy.

il kd s =~ g %
—> 2| E| 5| E—>C S—> E|E—>
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—» RPN

Fig. 4. ResNet50 with Faster RCNN

Figure 5(a) is the original residual block in Resnet50. The dilated residual blocks in
FIG. 5(b) and 5(c) are the structures formed by introducing the dilated convolution with
expansion rate 4. With the same spatial resolution, the dilated residuals can enlarge the
receptive field of the deep network, which is conducive to extracting the deep semantic
information of the target. In the experiment, a feature fusion model is designed by using
the dilated residual block. The specific structure is shown in Figure 5(d).

+ — >

1x1 conv

3%3 conv
Dilated
rate=4

ReLU
(a) raw (b) dilated residual

residual block block with 11 conv
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(d) feature fusion
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Fig. 5. Feature fusion process

Firstly, because conv$ in the original ResNet50 is moved to the detection network, the
feature extraction layer only has the first four layers and the network depth is shallow. So
after conv4 layer, the dilated residual block with 1 x 1 convolution layer mapping (Fig-
ure 5(b)) is used once time, and then the dilated residual block with 1 x 1 convolution
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layer mapping (Figure 5(c)) is used twice as the new fifth layer in the feature extraction
network. The combination of dilated residuals ensures that the spatial resolution of fifth
layer is consistent with conv4, which can reduce the loss of feature information. In order
to reduce the amount of computation and memory consumption, the channel number of
the residual block is set to 512. Secondly, due to the large area size in the remote sensing
image, the spatial resolution decreases and the semantic information of small targets is
seriously lost after down-sampling. Hence, the features generated by convl, conv3 and
the new fifth layer are fused to make full use of the deep semantic information under low
spatial resolution and the shallow geometric, textural information under high spatial reso-
lution. However, although the shallow feature retains high spatial resolution and abundant
small target information, the shallow information is too shallow, and the directly fusion
of shallow feature and deep feature cannot significantly improve the regional detection
accuracy. Therefore, before feature fusion, a structure consistent with the fifth layer is
introduced after the features of convl and conv3. The number of residual block channels
is set to 256. To fully learn the target information under high spatial resolution, improve
the positioning accuracy of large targets, and enhance the detection ability of the network
model, the down-sampled shallow features and the up-sampled deep features are fused,
so the improved feature extraction network is obtained.

The resolution of remote sensing image is too large, resulting in many small target
areas. However, Faster RCNN uses part of the VGG Net network layer as shallow feature
extractor to extract basic features such as points and edges of targets. Therefore, the de-
tection effect of small target region is not good. In this paper, ResNet50 is selected as the
basic feature extraction network, and multi-scale features are added to enhance the detec-
tion ability of small target regions. The ResNet solves the degradation problem when the
traditional network is deepened, and the deepest network can reach 152 layers. Compared
with traditional networks, deep residual networks have better generalization ability and
lower complexity. ResNet is deeper than the VGG network. It is able to learn detailed
features in the image. ResNet adds a batch normalization layer between the convolution
and pooling layers to speed up training, while residuals are used to make training the
depth model easier. Residual network introduces a learning framework based on residual
blocks. The input can be propagated forward faster through cross-layer connections.

Faster RCNN is only classified according to the output features of the last layer in the
basic network, which requires less computing and less memory. However, the features of
the last layer belong to the high-level features, so the network is not expressive enough
for small-scale targets. Generally, the high level features of convolutional neural networks
are characterized by low resolution and high level semantic information. In contrast, low-
level features are characterized by high resolution, low-level semantic information. By
combining high level features with low level features, semantic information at multiple
scales can be utilized at the same time. According to the idea of reference [19], feature
pyramid is added to feature extraction in this paper to improve the final detection effect,
as shown in Figure 6. The feature extraction process forms a bottom-up path, a top-down
path and a horizontal connection. Formally, for the ROI with width w and height A, it is
assumed that k is the reference value, representing the number of feature layers. k is the
number of feature levels corresponding to the ROI. The formula assigned to the feature
pyramid is:
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k = [ko + b(vwh/224)]. 5)

The feed-forward calculation of convolutional neural network is a bottom-up path.
The basic network in this paper uses the characteristics of each residual block to activate
the output corresponding to the output of different convolutional layers. It has differ-
ent step sizes, which can deal with small targets region well. Compared with the feature
extracted only by the last convolutional layer, this structure can utilize more high-level
semantic information. For the small target region, the operation on the larger feature map
increases the resolution of the feature map, so that more useful information about the
small target region can be obtained.

(a) feature extraction in
faster RCNN 2
i
{b) feature exiraction in faster [
—

RCNN with feature pyramid

Fig. 6. Multi-scale feature extraction process

In remote sensing images, there is a large scale difference between different regions,
and region targets with different scales have different features, so feature maps of different
scales should be used for detection. In the underlying feature map, there are more details
and the location of region targets is clear, which is suitable for detecting region targets
with small scale. In the top-level feature map, the semantic information is rich, which is
suitable for the detection of large scale region targets. However, the Faster RCNN model
only uses the top-level feature map for target detection. The top-level feature map has
rich semantic information but less detailed information after multiple sub-sampling oper-
ations, so the detection effect for small targets is not ideal.

In 2017, Lin et al. [36] proposed Feature Pyramid Network (FPN). FPN network fuses
multi-scale feature maps and uses the fused feature maps for target detection. In this way,
details in the underlying feature map can be fully utilized. However, the structure of FPN
network is relatively concise, which leads to two shortcomings of FPN network for com-
plex target detection tasks. Firstly, the FPN network uses the nearest neighbor interpola-
tion algorithm with low precision to realize the up-sampling operation. The loss of the
top layer information in the downward transmission process is too large, resulting in less
semantic information fusion in the feature graph near the bottom. Secondly, the feature
fusion path of FPN network is top-down, and a large number of details in the bottom
feature map cannot be fused in the top feature map. As a result, the contour information
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between overlapping regions cannot be effectively extracted when the target detection is
carried out on the top feature map.

To solve the above problems in FPN networks, a path aggregation network with Con-
volution Block Attention Module (PACBAM) is proposed in this paper aiming to enhance
the fusion effect between feature maps with different scales. Figure 7 shows the PACBAM
network structure. The dimensions of feature map F1, F2, F3 and F4 are 336 x 192 x 256,
168 x 96 x 512, 84 x 48 x 1024 and 21 x 12 x 2048, respectively. The PACBAM network
first convolves the four feature graphs with 1 x 1 to unify them into 256-channel. The
bilinear interpolation algorithm is used to realize the double up-sampling operation of the
feature graph, and the up-sampled feature graph is added from top to bottom to realize
the first fusion of the feature graph. The convolution kernel with the step size of 2 and
the size of 3 x 3 is used for down-sampling of the fused feature graph. The sub-sampled
feature maps are added from bottom to top to realize the second fusion of feature maps.
PACBAM network adopts bilinear interpolation to realize the up-sampling operation of
feature graph. The bilinear interpolation carries out linear interpolation in two directions
respectively, and the pixel value information of four pixel points around the target point
can be utilized. The nearest neighbor interpolation only selects the nearest pixel as the
pixel value of the target point. Bilinear interpolation reduces the information loss in the
process of feature graph transmission and improves the up-sampling accuracy. In addition,
PACBAM network adds a bottom-up feature fusion path on the basis of FPN network to
realize multiple fusion of multi-scale feature maps, so that the details of the bottom layer
can be better transferred to the top layer feature map.

Fl F2 F3 F4

ConvZd ConvZd
1x1 s=1 1x] s=1

Fig. 7. MPACBAM network

The feature graphs that have been fused twice are weighted using CBAM attention
mechanism, which helps to obtain the feature information that contributes more to the de-
tection results. CBAM includes a channel attention module and a spatial attention module.
Its structure is shown in Figure 8.
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Feature graph F Feature graph F' Feature graph F'°

Fig. 8. CBAM structure

Here M. is the weight of channel attention, M is the weight of space attention.
The channel attention module focuses on the real content of the target to be detected.
The specific calculation method is as follows.

M .(F") = oc(MLP(AvgPool(F) + MLP(MaxPool(F)))). (6)

Where M.(F") is the channel attention weight. o is the Sigmoid function. M LP
denotes multilayer perceptron. AvgPool and MaxPool are global average pooling and
maximum pooling, respectively. F' represents the input feature graph.

Spatial attention module focuses on the location information of the target to be de-
tected, which can reduce the interference of background information. The specific calcu-
lation method is:

M(F") = o(f7*"([AvgPool (F"); MazPool (F')])). 7

Where M (F") is the weight of spatial attention. f7*7 means that the convolution
kernel size is 7 x 7. F’ represents the feature map weighted by channel attention.

The weighted feature graph is convolved with a convolution kernel with step size of
1 and size of 3 x 3, and a total of 4 feature graphs from P2 to P5 are obtained. The P6
feature map is obtained by the maximum pooled up-sampling operation with the step size
of 2 on the P5 feature map. Finally, there are 5 feature maps from P2 to P6.

3.2. Pooling Layer of Region of Interest

The Rol Pooling layer proposed in Fast R-CNN can significantly accelerate training and
testing and improve the detection accuracy. For boxes with different sizes, Rol Pooling
can also obtain feature maps with fixed sizes. Floating point rounding occurs when the
image reaches the feature mapping through the convolutional network to obtain the posi-
tion of the candidate frame and when the Rol Pooling is applied to the position of each
small grid. These two quantifications are likely to lead to the deviation of the position of
the candidate box. First, the continuous coordinates (x1,y1) and (x2, y2) of ROI should
be integer quantized. Let downward rounding and upward rounding of coordinate compo-
nent z be floor(z) and cell(x) respectively. The discrete eigenvalues w;; on the feature
graph are calculated by summative operation, and the nearest neighbor sampling oper-
ation is carried out. Quantization will result in a mismatch between the image and the
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feature map. The calculation formula of ROI pooling result 7pooring (21, Y1, €2, Y2) on the
feature map is:

cell(xz2) cell(yz)
Zi:floir(zl) Zi:floir(yl) Wi
cell(xa) — floor(x1) + 1) x (cell(y2) — floor(y1) +1)°
®)

Tpooling(xh Y1,T2, y2) = (

The RolAlign Pooling method is proposed in Mask R-CNN algorithm, which can ef-
fectively reduce the errors generated by Rol Pooling quantization operation. RolAlign
takes no quantization and uses bilinear interpolation to convert pixel values on the image
to floating point numbers, thus converting the entire feature aggregation processing into
a continuous operation. In order to eliminate the quantization error of Rol Pooling dis-
cretization, the center point obtained by bilinear interpolation operation within the range
from the point to the top, bottom, left and right discretization points of N = 4. We use
formula (3) to operate each successive point (a;,b;) once. Bounding box is the corre-
sponding region of ROI region on the feature graph, so the pooling result of ROI region
align can be expressed as:

N

Patign (1,91, %2, y2) = > f(ai, b;)/N. (€))

=1

Where f(-) represents the eigenvalue of the feature graph. NV is the number of feature
points.

The connection model of fully connected layer of convolutional neural network is dif-
ferent from that of convolutional layer and pooling layer, which contains a large number
of parameters. According to the study of reference [21], fully connection layer is easy to
lead to over-fitting, thus reducing the generalization ability of the network. The main idea
of improving the classification network is to reduce the number of parameters in the full
connection layer to reduce the computation and prevent over-fitting. Therefore, this paper
modifies the classification network, as shown in the dotted line box at the classification
network in Figure 2. A convolution layer is added before the fully connected layer to
reduce the number of parameters in the feature graph and make the classifier more power-
ful. In this paper, 3 x 3 convolution kernel is used. Small convolution kernel cannot only
realize the function of large convolution kernel, but also reduce the number of parameters
and speed up the calculation. In addition, this operation can prevent the over-fitting phe-
nomenon caused by the large dimension of the fused feature, and reduce the feature size
by 1/2, which is convenient for the subsequent calculation.

3.3. Bounding Box Optimization with Improved NMS

The NMS algorithm is widely used in edge and target detection. It can solve the problem
that a large number of candidate boxes overlap when the target is surrounded by a large
number of candidate boxes during classification. The steps of the NMS algorithm are as
follows:

1. Sorting all the candidate boxes according to their score and selecting the candidate
box with the highest score.
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2. Comparing the remaining candidate boxes with the candidate box ( highest score) in
turn. If the overlap area between the two boxes is greater than a certain threshold, the
box will be deleted.

3. Repeat step 2 by selecting the highest score box from the unprocessed candidate box
(one that does not overlap the highest scoring box), leaving only the target in the
optimal box.

In object detection process, the NMS algorithm can be understood as a process of
scoring boundary boxes, and its linear weighting function can be expressed as:
GNMS _ st M8 Xpou (M, bs) < Ny (10)

' 0, X100 (M, b;) > Ny

Where sNM5 is the IOU corresponding to the i — th prediction box. N; indicates
the suppression threshold. b; indicates the ¢ — th prediction box to be filtered. M is the
boundary box with the maximum score. X;op is the union of the intersection ratio of
the predicted boundary frame area A and the actual boundary frame area B, which can be
expressed as:

ANB

A0B an

Xrou =

As can be seen from the preceding steps, the original prediction box will be deleted
when detecting the same type of objects with a large amount of overlap. As shown in
Figure 9, the detection result should output two boxes, i.e. 0.75 and 0.90. However, the
traditional NMS algorithm may delete the solid box with low confidence. As a result, the
confidence level of the box with a confidence level of 0.75 becomes 0.00 or 0.35. The
detected actual output has two boxes. If the IOU of the solid and dotted boxes on the
NMS is greater than the threshold and the score of the solid boxes is low, so the IOU will
be deleted. As a result, only the targets in the dotted box can be detected, reducing the
recall rate of the targets. In order to solve this problem, the Soft-NMS algorithm is used to
replace the NMS, and the score can be recursively scored according to the current score,
instead of directly deleting the adjacent boxes with lower scores. When the same type of
objects are highly overlapped, the situation of deleting the prediction boxes by mistake
is reduced. Soft-NMS algorithm does not need to introduce any hyperparameters in the
training stage. The hyperparameters used to adjust the Soft-NMS algorithm only occur
during the test or demonstration phase and do not increase the computational complexity.
The procedure of the Soft-NMS algorithm is as follows:

1. Grouping tags according to different types to predict all candidate regions in different
tags.

2. All boxes in each category are denoted as F, and the set of filtered boxes are denoted
as D. a) Select box M with the highest score and add it to D; b) Calculate the overlap
area between the remaining frame and M. If it is larger than the set threshold N, it
will be discarded; otherwise, it will be retained; c) If all boxes obtained in step b) are
empty, return to Step 2), otherwise continue to perform step a);

3. After the above process is completed, it keeps all categories in the collection of valid
boxes.
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Fig. 9. NMS process

The linear weighting function in Soft-NMS can be expressed as:

s X 1o (M, ;) < N,

Soft __
8
{Sisoft[l — X1ou (M, b)), X1ov (M, b;) > Ny

(12)

Where sf o/t is the classification score corresponding to the ¢ — th prediction box.
Reference [37] compared the mAP of Soft-NMS and NMS under different thresholds
with the same data. The results showed that the best effect was achieved when the IOU
was set between 0.45 and (.70, so the IOU value was set as 0.70 in the next experiment.

4. Experiments and Analysis

4.1. Procedure of Experiment

This paper builds a deep learning framework based on MATLAB2017a, and the relevant
configuration of the test platform is Intel(R)Xeon(R) 2.30GHz CPU, NVIDIA Tesla 1060
GPU. The optimizer is stochastic gradient descent (SGD) algorithm. Initial learning rate
is 5 x 1073, momentum factor is 0.9. Decay learning rate is 8 x 10~%. Iteration number is
7000, batch size is 4, epoch number is 20. In RPN networks, the threshold of Soft-NMS
is 0.3. The number of prediction boxes retained by each image after being suppressed by
Soft-NMS is 2000.

4.2. Datasets

Different from natural images, remote sensing images have different target sizes and di-
rections. The background environment is also complex. This paper collects and compares
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a variety of remote sensing data sets, and analyzes their advantages and disadvantages.
Considering that the data quality of DOTA data set is high, with the highest resolution of
4000 x 4000 pixels, and it contains up to 15 categories. The samples are more balanced
than other data sets, and the scale changes greatly, so it is taken as the data set of the
experiment. At the same time, part of the data is collected from Google Earth and marked
by roLabellmg tool to provide data for the experimental test. There are 3000 images in
the sample set, including 1500 training samples, 500 verification samples and 500 test
samples.

The positive sample threshold of IoU is set at 0.7 and the negative sample threshold
is set at 0.3 to maintain a certain ratio of positive and negative samples. When the IoU
between anchor and GT(ground truth) is greater than 0.7, the anchor is considered as a
positive sample. When IoU is less than 0.3, the anchor is considered as a negative sample.
The IoU of anchor is within the (0.3,0.7). The IoU threshold of the NMS is set to 0.7.

4.3. Evaluation Index

Precision, Recall and Average Precision (AP) values under different IOU thresholds are
used as evaluation indicators. Accuracy is the ratio of the number of target regions cor-
rectly detected by the model to the total number identified as target regions in the test set.
Recall rate is the ratio of the target area correctly detected by the model to the total num-
ber of samples in the target area in the test set. AP value is a comprehensive evaluation
index, which is determined by the area under P-R curve drawn by Precision and Recall.
The calculation formula of each index is as follows:

TP

Precision = TPLFD (13)
TP
Recall = m (14)
1
AP = / P(r)dr. (15)
0

Where F'N is the target sample wrongly considered as the background. T'P repre-
sents the correctly identified target sample. F'P represents the background sample of the
misjudged target. r represents the Recall value, and P(r) represents the Precision value
corresponding to the r value.

4.4. Training Data Analysis

The model training results are shown in Table 2 and Figure 10, where the mAP is used
to test the training effect of the model, and mAP represents the comprehensive detection
accuracy of the model. With the increase of the iteration number, the mAP curve grows
smoothly. The reason is that the sample quantity of the last iteration in each Epoch is
less than that of the previous iterations, and the sample representativeness of the last
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iteration is poor, which slightly changes the iteration direction of the model and leads to
the larger loss value. With the increase of the iteration number, the distance between the
model training result and the global optimal solution gradually decreases. At this time,
the decrease of the iteration number of samples will not significantly change the direction
of iteration. This phenomenon will not affect the final training result of the model. After
150 network iterations, the model gradually converges, with mAP tending to 0.68.

Table 2. The comparison of mAP with iterations

Iteration number mAP

50 0.55
100 0.65
150 0.68
200 0.68
250 0.68
300 0.68

Iteration momber

Fig. 10. The curve of loss value and average accuracy with the number of iterations

4.5. Comparison of Pooling Methods

Table 3 shows the detection results of five types of targets by two pooling methods. It can
be seen that, compared with Rol Pooling method, the detection accuracy of RolAlign
pooling method is increased by 3%. Because there are a large number of small and
medium targets in remote sensing images and they are very dense, RolAlign reduces pixel
deviation during pooling, so the detection rate is improved to a certain extent compared
with Rol pooling method. In addition, this paper also calculates the test time of the two
methods, testing multiple images from the DOTA data set for testing, and calculates the
average detection time of the two methods.
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Table 3. AP comparison with different pooling methods/%

Method small-vehicle large-vehicle Plane
RolIPooling 60.1 83.2 89.6
RolAlign 65.5 86.5 92.7

4.6. Comparison with different State-of-the-art methods

In this paper, the training model of the M2F2-RCNN is used to carry out relevant tests on
the DOTA data set, including small vehicle, large vehicle, Plane. Table 5 shows the values
of Precision, Recall and AP.

Table 4. AP results with M2F2-RCNN

Object Precision/% Recall/% AP/%
small-vehicle 78.3 83.6 65.5
large-vehicle 89.7 84.5 86.5
Plane 91.7 93.4 92.7

Table 4 shows the results of target recognition on DOTA data set by the M?F2-RCNN
in this paper. It can be seen that large vehicle and plane have good recognition effect,
with an average accuracy of more than 85%. On the other hand, the identification effect
of small vehicle is poor, with an average accuracy of 65.5%. The reason is that large
vehicle and plane have significant shape, color and texture features, and the environment
is relatively simple, it is relatively easy to identify. However, Bridges are generally located
in areas with dense ground objects, with a large length-width ratio and a small number of
plane in the data set, so it is difficult to detect.

In order to demonstrate the effectiveness of the M2F2-RCNN, other advanced methods
are used for comparison. The models used are AOR [38], HASS [39], EAN [40] and
OSHP [41], and the results are shown in Table 5.

Table 5. AP results with different methods/%

Object AOR HASS EAN OSHP MZF?-RCNN

small vehicle 58.2  58.7 59.5 637 65.5
large vehicle 75.6 78.2 81.7 83.6 86.5
Plane 80.9 82.1 847 852 92.7

Table 5 shows that compared with AOR, HASS, EAN and OSHP, the MZ2F2-RCNN is
greatly improved in AP. M2F2-RCNN in Table 5 has higher AP values than other meth-
ods. For large vehicle, AP of M?2F2-RCNN is 92.27%, which is higher than that of AOR
(75.6%), HASS (78.2%), EAN (81.7%) and OSHP (83.6%). Looking through the data of
the whole table, it is not difficult to find that the proposed scheme can effectively detect
the region, and the results are satisfactory.
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5. Conclusions

For the problems existing in the Faster RCNN algorithm in region detection, we propose
M?2F2-RCNN model. Firstly, the feature extraction network is based on ResNet50 and the
dilated residual blocks are utilized for multi-layer and multi-scale feature fusion. Then, a
path aggregation network with a convolution block attention module (CBAM) attention
mechanism is added in the backbone network to improve the efficiency of feature extrac-
tion. Thirdly, the extracted feature map is processed, and RolAlign is used to improve the
pooling operation of regions of interest and it can improve the calculation speed. Finally,
in the classification stage, an improved non-maximum suppression is used to improve
the classification accuracy of the sensitive region. The experimental results show that the
M?2F2-RCNN can get better detection results. Future work will apply this theme in prac-
tical engineering. How to use deep learning technology to realize the rapid detection of
remote sensing image is still the focus of future research.
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Abstract. The popularity of RDF has led to the creation of several datasets (e.g.,
Yago, DBPedia) with different natures (graph, temporal, spatial). Different exten-
sions have also been proposed for SPARQL language to provide appropriate pro-
cessing. The best known is GeoSparq]l, that allows the integration of a set of spa-
tial operators. In this paper, we propose new strategies to support such operators
within a particular TripleStore, named RDF_QDAG, that relies on graph fragmen-
tation and exploration and guarantees a good compromise between scalability and
performance. Our proposal covers the different TripleStore components (Storage,
evaluation, optimization). We evaluated our proposal using spatial queries with real
RDF data, and we also compared performance with the latest version of a popu-
lar commercial TripleStore. The first results demonstrate the relevance of our pro-
posal and how to achieve an average gain of performance of 28% by choosing the
right evaluation strategies to use. Based on these results, we proposed to extend the
RDF_QDAG optimizer to dynamically select the evaluation strategy to use depend-
ing on the query. Then, we show also that our proposal yields the best strategy for
most queries.

Keywords: RDF, Graph Data, Spatial Data, TripleStore, Graph exploration, Opti-
mization.

1. Introduction

Since Google popularized the use of the term Knowledge Graph to designate all knowl-
edge used by its search engine, the number of this type of dataset has not stopped increas-
ing. Knowledge Graphs (KG) are labeled and directed multi-graphs that encode informa-
tion in the form of entities and relationships relevant to a specific domain or organization.
KGs are effective tools for capturing and organizing a large amount of structured and



1312 Houssameddine Yousfi et al.

multi-relational data that can be explored using query mechanisms. Given these charac-
teristics, KGs become the backbone of the Web and existing information systems in dif-
ferent academic fields and industrial applications. Their power comes from their ability
to extend the existing knowledge without affecting the previous ones.

Following this large gain in popularity of knowledge graphs, the need for a standard
data representation format has become obvious. This is especially in the context of the
semantic Web due to its vision of globally accessible and linked data on the internet. In
order to meet that need, RDF (Resource Definition Framework) has been proposed as
the main standard for the semantic Web. In RDF format, Data are represented logically
by a graph-based structure. The advantage of such a representation relies on the fact that
it is schema-less, making it flexible and easy to adopt in different application domains.
Moreover, such flexibility makes RDF more suitable for fast changing data where nor-
malization is not possible or impractical due to the frequent changes to the underlying
schema.

RDF Data is structured using the concept of triples < subject, predicate, object >
where the object can be a literal of predetermined types (string, double, ...) or it can be the
subject of another triple leading to a graph structure. In the context of RDF data, SPARQL
has been proposed as a query language. Since RDF is a graph representation of data, the
query is composed mainly of a sub-graph where some subjects, predicates, or objects are
replaced with variables. This sub-graph is called a basic graph pattern (BGP). Answering
a SPARQL query is equivalent to finding sub-graphs that match the query pattern. On top
of the basic graph pattern (BGP) matching, it is possible to run filters on variables such as
Boolean expressions and regular expressions. The standard W3C norm of SPARQL does
not provide the possibility to express spatial filters. However, many extensions have been
proposed to improve the expressiveness of SPARQL, making it able to express spatial
filters. The most known extensions are GeoSparql [4] and stSparql [19].

Many attempts have been proposed to implement OGC GeoSPARQL [4] by the com-
munity. Such implementation is a hard task since it requires changes on many levels of
the triples store (storage, indexing, evaluation engine and optimizer). The changes also
depend on the type and architecture of the Triplestore. For example, strategies that work
on a Triplestore based on a single table strategy (eg. 3-Store[ 14]) may not work on another
based on property table (eg. Jena[36]).

Some of the existing Triplestores are capable of answering Spatial-RDF queries with
variant capabilities. Most of them are based on the relational model, whereas, others are
based on single table or fact strategies. Nevertheless, all the previously mentioned ap-
proaches suffer from a high number of joins, which leads to performance and scalability
problems. Recently in [17], the RDF_QDAG Triplestore was proposed. It relies on graph
fragmentation and exploration, making it able to offer a better performance and scalability
compromise. In this work, we take advantage of such capabilities and expand the system
to be able to handle spatial data without the loss of this trade-off. The proposed exten-
sions are, to the best of our knowledge, the first that provide spatial-RDF data processing
in a graph exploration system. We managed throw the proposed approaches to achieve an
average gain of performance estimated at 28%.

In this paper, we discuss the extension of RDF_QDAG in order to add the support of

spatial operators and filters proposed in GeoSPARQL. The contributions of this paper can
be summarized as follows:
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Two evaluation approaches for spatial-RDF data (Spatial-First and BGP-First) are
proposed.

An existing spatial indexing approach [22] is adapted to be compatible with the graph
exploration logic in RDF_QDAG triplestore. This indexing approach is used in the
Spatial First strategies.

— The effect of the query evaluation strategies and the optimization techniques on the
performance of RDF_QDAG, is studied in depth.

An optimizer capable of selecting the best available evaluation strategy based on the
query and statistics about the RDF and spatial data, is developed.

Finally, an extensive experimental evaluation of the proposed approaches is con-
ducted and compared with a well known and used commercial Triplestore.

The rest of this paper is organized as follows. First, we provide a comprehensive re-
view of related work in section 2. Then, we state the basic concepts in section 3. After
that, we explain the proposed query evaluation strategies with the help of running exam-
ples in section 4. In section 5, we address the optimization issue and establish the basis
of an optimizer capable of choosing the best evaluation strategy based on the available
statistics and metadata. To validate the proposed approaches, in section 6, we discuss the
results of the experimental validation performed. Finally, we conclude the paper and list
some future perspectives.

2. Related Work

In this section, we provide a critical review of main related work. We have divided this
review in three parts: (i) work related to RDF data processing ; (ii) work related to Spatial
data processing ; and (iii) work related to Spatial-RDF data processing.

2.1. RDF Data Processing

One can summarize the approaches dedicated to RDF data processing w.r.t. to their stor-
age strategies of data. Four families of approaches can be distinguished (see Table 1 for a
comparison):

1. The most intuitive way to store RDF data is by using a single big relational table
that contains tree columns corresponding to the subject, predicate and object. This
strategy is known as the single table strategy.

2. A second alternative storage option is the binary table. In this approach, for each
property, the system stores a binary table containing the subject and the object. This
approach is widely used for salable distributed systems [9].

3. The third approach is called "Property table”. Indeed, subjects with common pro-
prieties are grouped and stored in a large horizontal table. Each column in the table
corresponds to a property.

4. In the fourth approach, RDF data is modeled and stored in its native graph form. Sub-
jects and objects are considered as nodes, while properties are considered as labelled
edges.



1314 Houssameddine Yousfi et al.

Table 1. Comparison of different storage strategies for RDF data, including examples of triplestores
that utilize each strategy, their advantages and disadvantages.

Storage Strategy  Triplestore Exam- Advantages Disadvantages
ples
Single Table Oracle, Sesame [8], Intuitive Large number of self joins
3-Store [14] needed for queries
Binary Table SW-Store [3], C- Suitable for dis- Loss in performance with
store [35] tributed systems multiple properties, many ta-
bles needed for updates
Property Table Jena [36], Efficient for queries Difficulties  with  chain
DB2RDF [5], with star patterns queries, storage overhead due
4store [15] to null values, does not allow
multiple values for the same
property

Native Graph Form  Trinity [38], gStore, Stores RDF data in N/A

RDF_.QDAG [17, its native form
39]

As for the Triplestore RDF_QDAG [17], it stores RDF data in a graph form and it

answers the queries using a graph exploration. For an efficient exploration, RDF_QDAG
uses a combination of data partitioning and indexing techniques. First, the graph is par-
titioned in many fragments called Graph Fragments (GF for short). Each GF is then
indexed using a clustered B+Tree. Similar to some existing works, RDF_QDAG keeps a
separate dictionary of string values. The indices store only IDs rather than the strings. For
more efficiency, RDF_QDAG makes use of two different orders SPO and OPS to store
indices.

2.2. Spatial Data Processing

In this section, we focus on storing and indexing techniques of spatial data. Hereafter, the
principle of each technique is presented (see also Table 2 for a comparison).

1.

2.

Grid files [29]: Partition the space into stripes alongside each dimension. The width
of a strip can be variable and the number of stripes may differ for each dimension.
Kd-trees and kdb-trees [27][33]: Tree based structures that store data entries in the
leafs. Each node in the Kd-tree splits the space along side one dimension (X for
example) constructing two children. Each child node splits the space in the other
dimension (Y in this case). We keep cycling throw dimensions on each layer until we
reach the leafs.

Quad-trees [32][28]: They work as follows: each node recursively divide the space
into four quadrants until each bucket (leaf node) has less objects then a given maxi-
mum capacity. During update operations, as soon as a bucket exceeds the given ca-
pacity threshold, a split operation is triggered.

R-trees [13, 18]: They rely on object grouping based on the construction of MBRs
(Minimum Bounding Rectangles). To get a tree like structure, we keep grouping re-
cursively MBRs inside each others to construct higher levels until we get one root for
the tree. Properties are considered as labelled edges.
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The processing of Big spatial data covers various domains and applications, includ-
ing distributed computing frameworks, spatial data analysis and modeling, and spatial
data quality. Notable contributions to this field include the work of Lee et al.[21], which
provides an overview of the challenges and opportunities of processing Big spatial data. In
addition, distributed computing frameworks such as SpatialHadoop[10] and GeoSpark[37]
have been introduced for processing large-scale spatial data. More domain-specific ap-
proaches have also been proposed, such as Astroide[6], a scalable Spark-based processing
engine for Big astronomical data, and the work of Papadopoulos et al.[25], which focuses
on the challenges and opportunities of using Big data processing techniques for climate
change research. Together, these works demonstrate the importance and impact of Big
data processing for spatial data analysis and management.

Table 2. Storing and indexing techniques of spatial data.

Technique Advantages Limits
Grid files [29] Good performance in certain ap- Performance can be severely affected
plications. by a high number of dimensions. High

cost of Balancing, Splitting or re-sizing
a single cell Unsuited then for highly
skewed data.

Kd-trees and Built efficiently in time com- Hard to balance because the direction of

kdb-trees plexity O(nlogn). Offer efficient split is different for each level
[27](33] nearness search with time com-
plexity O(log n)
Quad-trees Good performance in nearness Many empty nodes are stored in the
[32]128] queries and KNN joins form of chains (which can be solved

by the external balanced regular (x-BR)
trees). Unsuited for secondary storage
due to low fan-out
R-trees [13, Lighter memory footprint. Rely on To answer a query, multiple sub-trees
18] object grouping and not space par- needs to be considered
titioning

2.3. Spatial-RDF data processing

In order to represent geographical linked data for the semantic Web, the Open Geospatial
Consortium has proposed GeoSPARQL [4] as a norm that extends classic SPARQL. Many
Triplestores have subsequently been subsequently extended to support the processing of
this new standard. The spatial extension of RDF stores extensively depends on the storage
model and the query evaluation engine.

For instance Strabon [20], an extension of Sesame [8], supports spatial data. It stores
data in PostGIS. It implements a propriety table approach, where each table is indexed
using SO and OS indices. Spatial data are saved on a separate relational table. This later
is indexed using an R-tree [13]. The query optimizer extension of Strabon is simple. It
relies on heuristics to push down spatial filters. Since Strabon is based on an old RDF
store (i.e., Sesame), it lacks many optimization techniques used in modern Triplestores.
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Table 3. Overview of different spatial extensions of RDF Triplestores.

Extension Underlying RDF Storage Spatial storage
system

Strabon [20] Sesame [8] Triple table in PostgreSQL R-tree

Brodt et al. [7] RDEF-3X[24] Heavy indexing R-Tree

Geo-Store [34] RDF-3X[24] Heavy indexing Grid file

Virtuoso [2] RDBMS N/A N/A

Oracle N/A N/A N/A

GraphDB [1] N/A N/A N/A

Brodt et al. [7] extended RDF-3X [24] to support spatial data. In this work, the range se-
lection operation is the only spatial operation supported leading to very limited extension.
Moreover, the spatial filtering is also limited to either at the beginning of the query eval-
uation or at the end of the query. Geo-Store [34] is another spatial extension of RDF-3X.
Geo-Store relies on a grid file to index the spatial data. The Hilbert space-filling curve is
used to establish a global order for each cell on the grid. Each spatial object will be pared
in the order of the cell that it resides in. An additional triple is added to the data graph in
the following form: < o, hasPosition, gridPosition >. The additional triple leads to an
additional join step while processing the queries. Note also that spatial RDF queries are
also supported by many commercial systems, such as Oracle, Virtuoso [2], and GraphDB
[1]. However, details about their internal design are inaccessible.

3. Background and Preliminaries

This section introduces the principle of Spatial DataBase Management Systems (SDBMS),
some main formal definitions related to RDF graph management and an overview of the
architecture of the RDF_QDAG Triplestore.

3.1. SDBMS Systems: A refresher

SDBMS systems are database systems that support spatial data types in their models,
their query languages and provide efficient ways to process spatial operations [12]. The
term spatial data types refers to every data object that contains coordinates in some multi-
dimensional metric space. SDBMSs are considered as the basis of Geographic Informa-
tion Systems (GIS) and many computer-assisted design systems (CADs).

Spatial information can be represented in two different ways: Raster or Vector [30].
Raster data refer to an array or a matrix where each cell (pixel) represents a rectangular
region. Vectors represent object features in the form of geometric shapes. In this work, we
focus on vector representation.

In addition to storing spatial data, SDBMs need to perform spatial operations to an-
swer queries. Spatial queries can be categorized into nearness queries, region queries and
join queries. Nearness queries allow to find objects close to a certain point. While region
queries aim at finding objects that reside fully or partially in a certain region. Finally, the
join queries are operations that allow to filter the Cartesian product of two datasets based
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on a given condition (i.e., Boolean expression). In the case where the condition implies a
spatial operation, this join is called a spatial join.

In most geographic information systems, we rarely find only spatial data. We generally
find other plane standard data types (i.e strings, doubles ...). These data types also need to
be stored, queried and updated. A common way SDBMS fulfill this need is by using the
relational model. The combination of the relational model with the spatial data has been
well studied in the literature [11, 31]. However, combining spatial data with graph model
has been little studied. The advantage of using a graph model is the ability to store data
without passing by a schema, giving more flexibility for the information systems.

3.2. RDF graph formalisation

In this work, we propose a system capable of handling Spatial and graph data represented
by means of RDF format. Data in RDF are represented using triples called SPO triples
(subject, property, object). Subjects are identified by a Uniform Resource Identifier (URI).
The property represents the relationship between the subject and the object. The object
of a triple can be either the subject of another triple or just a simple data value called a
literal. Following this format, we can represent data as a graph where the nodes are sub-
jects/objects and the edges are the proprieties. Below, we provide some formal definitions
on RDF graph necessary for the reading of the next sections.

Definition 1. (RDF graph) An RDF graph is a four-tuple G = (V, Ly, E, Lg), where

1. V' Is a collection of vertices that correspond to all subjects and objects in RDF data.
The set V' can be divided into V; and V, where V) is the set of literal vertices and V,
is the set of entity vertices.

2. Ly is the set of vertex labels. The label of a vertex w € Vy is its literal value, and the
label of a vertex u € V, is its corresponding URI.

3. F = m is a collection of directed edges that connect the corresponding subject
and objects.

4. Lg is a collection of edge labels. Given an edge e € I, its edge label is its corre-
sponding property.

To query RDF data, we use SPARQL [26]. It is a query language that expresses queries
using a basic graph pattern (BGP) containing variables. The answer to the query is the
mappings of the variables where a sub graph from the data matches the graph pattern of
the query. Filters can be added to the query in order to express some conditions on the
graph elements. The following is a formal definition of a SPARQL query:

Definition 2. (Query graph) A query graph is a five-tuple Q = (V?, Lg, E?, L%, FL),
where
1. Ve =VRuU VlQ U VPQ is a collection of vertices that correspond to all subjects and
objects in a SPARQL query, where VpQ is a collection of parameter vertices, and V.0
and VIQ are collections of entity vertices and literal vertices in the query graph

reépectively.
2. Ly is a collection of vertex labels in (). A vertex v € VpQ has no label, while that of

avertex v € VlQ is its literal value and that of a vertex v € V.9 is its corresponding
URL
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3. EQ isa collection of edges that correspond to properties in a SPARQL query. L% are
the edge labels in EX.
4. FL are constraint filters, such as a wildcard constraint or a spatial constraint.

When storing spatial data using the RDF format, spatial information is stored in the
literals. As a consequence, to express spatial operations, it is necessary to use spatial func-
tions in the filter part of the query. There are many extensions to the SPARQL language
to support spatial filters. Here, we rely on the GeoSPARQL standard [4] defined by the
Open Geospatial Consortium (OGC). It extends both RDF and SPARQL to express spatial
information and queries. See also stSPARQL [19] for a similar set of features.

3.3. Architectural overview of RDF_QDAG

Scheduling System o
layer statistics Optimizer
Engine Data SQ Dictionary Spatial
Layer Extractor Matcher decoder Engine
Buffer
Layer Volcano Handler
Storage Access methods
layer Dictionary
B+ Trees R Tree

Fig. 1. Architectural overview of RDF_QDAG

RDF_QDAG [17] is composed of several layers. Each layer contains many compo-
nents, as shown in figure 1. In this section, we present the overall architecture of the
system and we detail the process of query evaluation.

Data storage The storage layer in RDF_QDAG is responsible for efficiently storing and
accessing different types of data, mainly Graph and Spatial data. We note that data in
RDF_QDAG support many native data types such as Strings, Integers, Doubles and more.
To efficiently query all types of data, RDF_QDAG uses mainly three access methods
B+tree, R-tree and a Dictionary.

The main storage of the graph data is the B+Tree. In order for the graph to be stored
without losing the semantics that relies in the edges of the graph (Predicates in case of
RDF), the graph should be partitioned into graph fragments while taking the connectivity
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between them into account. The ideal graph partitioning strategy is the one that maximizes
inter-partition connectivity and minimizes intra-partition connectivity.

Each graph fragment is a grouping of Data Stars. Data stars extend the notion of tuple
in the relational model. We define data stars formally as:

Definition 3. (Data Star) Given a node v (named data star head) in a RDF graph G,
a Data Star DS(x) is the set of either triples sharing the same subject x, or the same

object x. We name Forward Data Star and Backward Data Star the sets ﬁ (x) =

{(z,p,0)|3p, : (x,p,0) € G} and ﬁS(z) = {(s,p,x)|3sp : (s,p,z) € G} respec-
tively.

If we compare the notion of data star with the notion of tuple, the primary key of a
tuple corresponds to the head z of a data star DS(z). RDF_QDAG groups similar data
stars into sets called Graph Fragments using characteristic sets [23]

Each subject s in the graph G has a characteristic set defined as c$(s) = {p|3, :
(s,p,0) € G}. Similarly, for objects, &5(0) = {p|3s : (s,p,0) € G}. A forward graph
fragment G f groups forward data stars with the same characteristic set. The backward
graph fragments G f are formed identically. The formal definition of this concept is given
in definition 4

Definition 4. (Graph Fragment) A Graph Fragment is a set of Data Stars. It is named a
Forward Graph Fragment G f if it groups Forward Data Stars such that:

GF = (DS () Vi (ws) = T(wy)}.
Likewise, a Backward Graph Fragment (<¥—f is defined as
GF = {DS (@) Vs 5 (ws) = E5(wy)}.

Once the graph is partitioned into graph fragments, each fragment is loaded into an
index. The index used in the case of RDF_QDAG is a B+tree. The efficiency of this type
of index is well studied for this type of graph data [17]. Also compression techniques
are used to optimize the space usage for storage and the number of pages loaded into the
buffers while evaluating queries.

In the context of optimizing space usage, Subject and Object of the graph that are
of type String or URI are replaced with an ID. Otherwise, the size of the fragments will
be significant. Especially since the values of subjects/objects may figure many times in
the fragments. However, this technique necessitates a dictionary to store < value, ID >
combinations. Moreover, an additional encoding and decoding step is required to evaluate
each query.

The third and the last access method is a spatial access method (namely R-tree) that
we added in the context of this work as an extension of RDF_QDAG to support spatial
queries. More details on spatial indexing are in section 4.

Scheduling Layer The main component of the scheduling layer is the optimizer. The
optimizer has the role of selecting the best execution plan for a given query. This process
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is divided into two steps: (i) plan enumeration and (ii) cost estimation. The plan with the
lowest estimated cost is the one chosen by the optimizer for evaluation.

The nature of the plan depends on the system design. In classical systems, a plan can
be considered as a sequence of join operations on triple patterns. However, in RDF_QDAG,
the notion of data star is proposed as an equivalent of tuple in the relational model. In a
similar fashion, the notion of a star query is proposed. Indeed, triple patterns with the
same Subject or Object are grouped together as a forward or a backward data star.

Definition 5. (Query Star) Let QQ be the SPARQL query graph. A Forward Query Star
Q?’(x) is the set of triple patterns such that @(m) ={(z,p,0)|3p,0 : (x,p,0) € Q}, =
is named the head of the Query Star. Likewise, a Backward Query Star % (2)is QS(x) =

{(s,p,2)|3s,p : (5, p,2) € Q}. Weuse Q?, %’ to denote the set of forward and backward
query stars and qs to denote indistinctly a forward and backward query star.

An execution plan is an order function applied on a set of Query Stars and Filter
Unites. The function denotes the order in which the mappings for each Query Star will be
found and the order in which the filter unit will be evaluated

Definition 6. (Execution Plan) . We denote by P = [QS1, @S2, Fui(p1,p2), .., @Sy)
the plan formed by executing QQ.S1, then QQSa, then evaluating the filter unit Fuq(p1, p2)
which requires the mappings of p1 and po parameters.

Engine Layer The engine layer is the layer responsible of evaluating the query. More
precisely, it is responsible of evaluating the optimal plan provided by the optimizer.

The evaluation of a Query Star consists of finding matches between the variables of
the Query Star and the nodes of the data graph. For each triple in the star, we seek the set
of mappings, that satisfies it. Next, we merge the mappings related to the triples to build
the Query Star matches.

Definition 7. (Star Query Evaluation) The evaluation of a Query Star QS(x) against the
graph G is formally defined as follows:

[QS(2)]e = {ltpilc x [tpalc ™ ... x [tpn]cln = card(QS(x))}

where:

[tpile » [tpile = {mYpelm € [tpila and p, € [tpila, i ~ pr and p(tp;) # pr(tpj)}

We denote that a mapping p is a function V;)Q—>VG. Given two mappings p1 and pio,
pa ~ p2 = p(?x) = p(?z).

Based on the previous definitions, we can determine the evaluation of a query using
the set of query stars, as follows:

Definition 8. (Query Evaluation) Given a set of stars, {qs1, q$2,...,qSy, },that cover the
query, Triples,(gs1) U Triples,(qs2) U ... U Triples,(qs,) = Triplets(q), the evalu-
ation of the BGP part of the query q using the set of query stars is defined as follows:
[de = {n:Vu € lgsi]e = [gs2]a ™ ... x [gsn]c }
We can also set the query BGP evaluation based on fragments, as follows:
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laglc ={n:Vue UGf\:qsl[[qsl]]Gf X Ugf|:q52[[q82ﬂcf M. M Ucf\:qsn lasnlcyr}

Where Gf = qs iff cs(qs) C es(Gf)

The full evaluation of the query is the evaluation of the BGP part and the filters F'L
and it is defined as follows

lagle = {p: Vu € [gs1]a ™ [gs2]a ™ ... x [gsa]alu = FL}

| WHERE {
;| ?p <hasArea> ?a .

5| 21 <hasGeometry> ?g .

SELECT ?p

?p <isLocatedIn> 21 .

}i

Listing 1.1. Example of simple RDF query (Q1)

An execution plan P is called an Acceptable Execution Plan if it fulfills the following
conditions:

1. Coverage: All nodes and predicates of the given query are covered by the set of

%

Query Stars of the plan.In the case of Query @1 the execution plan [ 7], 7p] is not an
acceptable plan since it does not cover the edge < hasGeometry > and the variable
7
’g.

2. Instantiated head: This condition guarantees that for a plan P = [QS1,... ,@Sy],
V;>1@.S5, the head of the ().5; must be already instantiated. We use this condition to
avoid to a Cartesian product when mappings are exchanged between two star queries.

For example, in the case of Query (), the execution plan [?], g, ?p] is not an ac-

ceptable plan since the mapping of ?g is not yet available for the second 7g to be
evaluated. In this case the instantiated head condition is not satisfied.

The formal definition of an Acceptable Plan is given in Proposition 9.

(_
Definition 9. (Acceptable Plan) AP Let us consider Q) as a given query, Q? and QS as
the sets of forward and backward graph star queries respectively, T has the set of triple
patterns and the following functions:

F
-Tr: QU Q? U QS — T It returns the set triple patterns of a query star or a query.
H
- Nd: @%’ U QS — V It returns the nodes of a query star (subject or object).
(_
— Head: Q? U QS — V afunction that returns the head of a query star.

Anacceptable plan AP is a tuple < X, f > where X C Q?U&gandf X = {1 X}
is the query stars order function such that:

I Ugsex Tr(@S) = Tr(Q)
2. Vi € {2..|X[}, Head(f ' (3)) € UjZy Nd(f 7 (5)
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4. Query Evaluation Strategies

In this section, we present two evaluation strategies for Geo-SPARQL queries which are
implemented in RDF_QDAG. In order to better illustrate those strategies, we show the
processing of the example query Q2 on the dataset D1.

PREFIX gv: <http://geovocab.org/geometry#>
2| PREFIX ogis: <http://www.opengis.net/ont/geosparqgl#>

select ?g

s| where {

?0 type "cultural".

?0 gv:geometry °?p.

?p ogis:asWKT 2g.

FILTER( bif:st_intersects(
bif:st_geomfromtext ( "POLYGON ( (7 43, 8 43,
8 44, 7 44, 7 43))" ), 29 ) )

2| };

Listing 1.2. Example of spatial selection query (Q)2)

Table 4. Example of RDF triples (dataset D1).

Subject Predicate Object

Tennis Championship hostedln  Paris

Tennis Championship type Sports

Tennis Championship geometry Gl

Gl asWKT Point(2.34 48.85)
Festival of Lights hostedln  Lyon

Festival of Lights type Cultural

Festival of Lights geometry G2

G2 asWKT Poit(4.846 45.75)
Film Festival hostedln ~ Cannes

Film Festival Type Cultural

Film Festival geometry G3

G3 asWKT Point(7.012 43.55)

It is worth noticing that the existing formal framework for query plan and query eval-
uation do not take the filters into consideration. Previous contributions have focused on
the graph matching aspect of the query evaluation. The filters were considered as an im-
plementation detail. However, to introduce support for spatial filters, the existing formal
definitions need to be extended to consider the spatial operators used in the filter clause
of the query.

As we mentioned in definition 2, the Filter function F'L is a truth function. We then
express this function in a conjunctive normal form. We also introduce the concept of filter
units as the operands of the mentioned conjunction.

Definition 10. (Filter Unit)
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Let P be a subset of query parameters P € ’P(VPQ). and qsp the parameters of the
star query gs. A filter is a truth function FL : [q4]c—{0,1}. Filter function can be
expressed as a conjunction of operands. We name each operand a filter unit F'u.

FL=Fu; ANFusA...N\Fu,

Using this concept of filter units F'u, one can see that the definition of an execution
plan is extended. In the previous definition, the execution plan is a sequence of star query
evaluation. While this is sufficient to perform the graph matching, it is not enough to
consider the filters. In the new definition of the plan, we consider two types of operators:
the classical star query evaluation and the new filter unit evaluation.

Definition 11. ( Execution Plan - extended definition) .Let P be a tuple < X, f > where
X C Q? U QS UFLand f : X — {1...|X|} is the query stars order function.

We denote by P = [QS1, @S2, Fui(p1,p2), ..., @S] the plan formed by executing
QS1, then QSs, then evaluating the filter unit Fuq(p1, p2) which requires the mappings
parameters py and ps.

As mentioned before, to ensure a graph exploration logic, not all plans are acceptable.
An execution plan is considered acceptable if, starting from the second star query, the
head of the star is already instantiated. In a similar fashion, the position of the filter unit
is critical. We can execute a filter unit only if the mappings for the parameters of the filter
units are already available. On this principle, we extend the definition of an acceptable
plan using the following condition:

Definition 12. (Instantiated filter unit parameter) Let consider the function Param: FU —
V}, a function that returns the parameters of a Filter Unit. An acceptable plan AP is a

tuple < X, f > where X C Q?U QSUFLand f : X — {1...|X|} is the query stars

order function such as Vi € {2...| X |}, Param(f~1(i)) € UZ L NA(FL(G)).

To provide a better explanation of the concept of an acceptable plan let’s consider

%
query Q_2, which contains the following star queries in the BGP: % D, %7, 70, and ?
The filter function consists of a single filter unit,
Fu(?g) =?g-DC” POLY GON ((—100...20))”. There are many possible execution plans

for this query, but not all of them are acceptable. For example, the plan [?0, 7g, Fu(?g)]
is not acceptable because we need mappings of 7g to be able to evaluate 7g. The existence
of such mappings is mandatory for all star queries except the first one. This is an exam-
ple of a plan that does not satisfy the instantiated head condition explained in Section 3.
Additionally, the plan [Z)), Fu(?g), @] is not acceptable because, after evaluating %, the
mappings of 7g are not yet available to process the spatial filter F'u(?g). In this case, the
condition of instantiated filter unit condition (definition 12) is not satisfied.

An example of an acceptable plan of the query Q2 is [?_ZJ,%,Fu(?g)] or

[%, Fu(?g), ?p]. To evaluate acceptable plans, two strategies are discussed: BGP-First
strategy and Spatial-First strategy.
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4.1. BGP-First strategy
This strategy consists of finding matches for the graph pattern first, before proceeding

to run the filter on the results of the matching process. An example of a plan where this
strategy can be considered is the following AP, = [?0, 7p, Fu(?g)].

-r----

I | > Spatial filter >
IDe(:odmg : Fu(%g)

2 10| 1o v

Output buffer
) T
Graph fragments SQ-buffer D

(B+ Trees)

® ®

20 p 20 p ?g 20 p g

2> | %

=

Output results

Festival of lights| G2 | |Festival of lights| G2 | Point(4.847 54.75)| | Film Festival G3 [ Point(7.012 43.55)
Film Festival G3 Film Festival G3 | Point(7.012 43.55)|

Fig. 2. The execution of an BGP-First plan

The sequence of star queries and filter units listed in the logical execution plan does
not consider implementation details. Therefore, we illustrate the full execution in figure
2. First, the graph matching part of the query is evaluated. Appropriate graph fragments
are considered for evaluating each star query. Data in each fragment is stored in a B+tree
in order to efficiently retrieve it from the disk. Once the information needed is retrieved,
it is placed in a buffer, named SQ-buffer, so it can be used by the following operator in
the plan.

The same logic is applied to spatial values. The true objects shapes can be significantly
large depending on the geometry of the object (values describing Polygons are larger than
values describing points for example) and on the resolution used to represent the object.
To keep the size of the database low, and to maintain system performance, true shapes are
stored in the dictionary.

Once the shapes are retrieved from the dictionary, the filter function F'L is evaluated.
In the case of ()2, the filter function is composed of a single filter unit F'u(?g). This
latter is evaluated in two steps (filter and refine). The Algorithm 1 is an example of an
intersection filter without any loss of generalization to other region connection calculus
operations. In the filter step, only MBRs of the shapes are considered (line 4) to signif-
icantly reduce the search space. The refining step considers the full geometry (line 11
and 12) hence, it is computationally expensive. However, it is necessary to eliminate false
positives from the previous step.
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Algorithm 1: Intersection Filter (L, Qb, Q)
Data: M: List of mappings;
s: Spatial object;
use_true_shape: flag to use true shape;
Result: Q: The set of mappings that intersect s
Q « 0;
for m € M do
(M BR(m), m) + decode(m);
if M BR(m)—-DCM BR(s) then

add mto Q;

continue;

if m is a point then
‘ continue;

if use_true_shape = false then
‘ continue ;

GEO,, < parseGeometry(m);

if GEO,,~DC's then

13 ‘ add m to Q;

14 end

15 return Q;

e e N AW N

e e
N =

4.2. Spatial-First strategy

The BGP-First strategy presented above can answer spatial-RDF queries and can be easily
integrated into the execution model of RDF_QDAG. However, it has some limitations that
we discuss in this section. In this section, we introduce the second proposed strategy
Spatial-First.

When we consider the same example query (2 with the same dataset D1, one can
observe that multi le_;/alid plans can be run tg) argwer the quer§w_e> can list a fg}}v of them
as an example: [?0, 7p, Fu(?g)], [cultural, 7o, 7p, Fu(?g)], [*p, 70, Fu(?g), ?0]. All the
listed plans have a common problem. Since the filter unit relies on the execution of the
previous query stars, values of the geometry need to be obtained from the dictionary. As
a result, it is impossible to use any spatial access method to speed up the spatial filter
evaluation.

In the Spatial-First strategy, we try to take advantage of a spatial access method. To
do so, we can only consider execution plans that start with the spatial filter. In the case
of query ()2, the plan we consider is the following [Fu(?g), %, %, 7_0>] As before, the
spatial filter is run using two steps. However, this time, the filtering step can benefit from
the spatial index.

The structure of the spatial index we use is an R-tree with some modifications for
better integration with RDF_QDAG. The R-tree stores only object approximations in the
form of MBRs with the necessary information to continue the graph exploration. This
ensures the efficiency of the first step of the spatial filter by minimizing the number of
pages. The page size in the index is 16 Kb. The structure of the pages is demonstrated in
the figure 3.
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16 kB
I I

Inner page: | Page Header |xmin

24 Bytes 8B 8B 8B 8B 4B

Ymin]l Tmax| Ymaxz|

Pointer | |

Ymin

Leaf page: | Page Header | Type [Zmir] DERNE |

IB 8B 8B 8B 8B 8B 8B
Entry for a complex shape

xmaz| Ymax,

12 Bytes

|Type| z | Yy |ID|SGm

( 1B 8B 8B 8B 8B |
Entry for a point

Fig. 3. The structure of index pages and entries

For inner pages, we save 24 bytes as page header. The rest is filled with inner entries
where each entry is composed of an MBR (4 X 8 bytes) as a key and pointer to the
appropriate page (4 bytes). An inner page can have up to 454 entries.

As for the leaf pages, we keep two types of entries: Points and MBRs. The MBRs are
generally approximations of complex geometries. A point is represented by two coordi-
nates (z,y) and an MBR is represented by four (Z,in, Ymins Tmaz, Ymaz)- On the leaf
page, we save 12 bytes as page header, the rest is filled with leaf entries. For each entry,
we store the object type in 1 byte, then we store the key, which is a point/MBR in 2#8/4*8
bytes, respectively, the object id in 8 bytes and the inward pointing fragment ID also in
8 bytes. The fragment ID is used to continue with the graph exploration. A leaf page can
hold from 334 to 496 entries depending on the object types.

In the example shown in figure 4, only geometries 7g where M BR(?g) ~DC M BR(q)
are returned after the exploration of the index. The next operator in the plan is standard
graph exploration matchings.

At the end of the evaluation, the decoding operation is performed to replace object
IDs with the true value. The same is applied to spatial data where MBR approximation
is replaced using the true geometries. Once the full shapes are available (true geometries)
the refining step can be performed in the same way as in the BGP-First strategy.

5. Optimization Techniques

In this section, we present details about some optimization techniques that we propose to
further improve execution time for both proposed strategies.
5.1. Query scheduling

A typical DBMS can answer the same query using different execution plans. All the plans
provide the same results, however, the cost of execution for each plan is different. The
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Fig. 4. Execution of Spatial-First strategy

same logic applies for RDF_QDAG. In the case of the latter, an execution plan is a se-
quence of SQ and Filter units. Since the execution time can vary significantly from a plan
to another, it is important to choose the best execution plan for a given query.

A traditional approach to select the best plan is to use two steps: plan enumeration
and cost estimation. In the plan enumeration step, we list all the possible execution plans.
However the number of execution plans can be very significant, so enumerating all the
plans is either not possible or not efficient. Many DBMS use a heuristic approach to
enumerate only the most promising plans. In the cost estimation step, we estimate the cost
of executing each plan to select the plan with the lowest possible cost. This is generally
done using dynamic programming since many plans share some parts between each other
and it is not reasonable to recalculate the cost of the same plan segment multiple times.

RDF_QDAG uses the GOFast approach for the optimization [39]. In this approach,
both the enumeration and estimation are performed in parallel. In order to do so, authors
rely on a branch and bound algorithm. They start by constructing a tree where each node
represents the accumulated cost of all previous operations and the edges represent plan
operations. Naturally, the cost in the root is 0. The algorithm starts by estimating the
cost of all possible first operations, then it expands on the operation with the lowest cost.
GoFast continues on expanding the branch with the least cost until it gets a full execution
plan.

Estimation in GoFast is based on the statistics collected for each graph fragment. The
statistics also make it possible to reflect the interaction.

The existing GOFast optimization does not take into account the filters since the ma-
jority of the cost is caused by the graph exploration. However, this is not the case for the
spatial filters since the cost of comparing complex shapes is high. On top of that, the use
of an additional access method (R-tree) must be accounted for calculating the cost. Con-
sequently, we extend the existing logic in order to take into account the cost of filter units.
The cost of a plan is mainly the sum of cost of all star queries (both normal and spatial
ones):
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Cost(P) = Z Cost(gs) (1)
gse P

The estimation of the cost of star query is already part of RDF_QDAG system, how-
ever we changed it to be calculated in terms of triples not in terms of data stars. We opted
for this change since the number of data star did not show (see appendix) a correlation
with the choice of the best plan in the case of spatial queries contrary to the number of
triples.

To estimate the full cost of the plan, for each part of the execution plan, two estima-
tions needs to be done: estimation of the input and estimation of the number of results.
This is necessary since the estimation of the cost of part of the plan depends on the number
of results of the previous parts.

Estimation of the Number of Spatial Objects The estimation of the cost of a star query
is already detailed in previous work [39], we will detail only the cost of the filter unit. In
the case of an BGP-First plan, no spatial access method is used. In the case of Spatial-First
plan, the cost of fu is the number of spatial objects that needs to be retrieved from the
index:

Cost(fu) = SOC(Q) 2

SOC(Q) is the number of spatial objects estimated using the spatial index. We can
do this by taking advantage of the shallow depth of an R-tree. Indeed, since the fan-out
is high, the depth is low (generally 4 to 5 layers maximum). In the estimation phase, we
scan only the top layers of the R-Tree without loading the leaf layer. Naturally, we count
only pointers where the attached key satisfies the filter. To calculate the number of objects
(SOC(Q)) we simply multiply the number of leaf pages that satisfy the query by the
average number of objects in a page. This assumption is based on the fact that most of the
pages are close to 100% fill rate since the index is loaded using STR [22] and no updates
are performed later. The only limitation of this estimation is the fact that not all objects in
the leaf pages satisfy the query.

Estimation of spatial filter results .

The estimation of the number of results after the filter is necessary for the rest of
the process. The number of objects SOC(Q) can be considered as an estimation of the
number of results since it is an estimation of objects where the MBR satisfies the spatial
filter. However, to be able to continue calculating the cost with the GOFast approach for
the rest of the plan, the total number of objects is insufficient. We need to calculate an
estimation of the number of objects for each fragment.

The cost of a plan P is calculated in terms of the number of triples that need to be
retrieved from the disk since the disk cost is the most important cost of the query. The
cost of a particular plan is the sum of the cost of all star queries sg; that compose the plan
(equation 1). The cost of a star query is the number of triples retrieved from the relevant
fragments fg;:

Cost(gs) = > InputTr(fg;, sq) 3)
fgj€sq



Efficient Spatial-RDF processing within RDF_QDAG 1329

In the case of the first star query, no previous input is needed. As a consequence, the
number of triples retrieved from a particular fragment fg; is simply the number of triples
in the fragment that satisfy the predicates of the star query:

Input Tr(fg;,sq) = #triples(fg;, prd(sq)) @

However for the rest of the star queries, the number of triples retrieved from a partic-
ular fragment fg; is calculated using:

— #tripls(fg;, pred(sg;): the number of triples that satisfy the predicates of the star
query sgq;

- Input_Ds(fgj, sq;): the number of data stars considered as in input

— dist(fg;): the number of data stars in the fragment fg;

The formula for calculating the number of triples retrieved in case ¢ > 1 is the following:

Input Tr(fas. 5q1) = #triples(fgi,pre'd(sqi)) * Input_Ds(fg) )
dist(fg;)

Detailed calculation of Input ps(fg;, s¢;) and dist(fg;) is found in Zouaghi et al[39]
since we did not change it. As for the number of triples retrieved from a particular frag-
ment it is the sum of all triples in the fragment where the predicate is the same as one of
the star query predicates:

#triples(fgi, prd(sq)) = Y count(pj, fg) (©)

P;ePred(sq;)

In the case of Spatial-First plan, the number of triples is identical to the number of
spatial objects estimated for each fragment :

Input_tr(fg;, SQ1) = #releventObject(fg;/Q) @

The number of spatial objects estimated for each fragment is estimated based on the
selectivity of the spatial query as follows:

#releventObject(fgj/Q) = size_of (fg;) * S_select ®)

Where size_of(fg;) is the total number of triples in the fragmentfg; and the spatial
selectivity (S_select) is calculated as follows:

50C(Q)

S_select = ————————
total_spatial

©))

Where total_spatial is the total number of spatial objects stored in the index.

On top of the estimation of the number of relevant triples to read from disk, GoFast
optimizer also relies on the number of results produced by each star query outpu_DSs4;
defined in [39] as follows:

output_DSys, = {(Gf;,pi, k") |pi € edges(qs;) Nk = NDS), } (10)

Where N DS, is the number of data stars heads relevant to the predicate pi



1330 Houssameddine Yousfi et al.

However, we had to change the calculation of N DS, to take into account the spatial
filters. The new formula is the following:

,if enode is const

NDS,, = { W/ij) x dist_NE(p;, Gf;) = S_select , otherwise an

Where dist_N E(p;, G f;) is the number of distinct nodes linked to the data star head
in fg; with respect to the predicate p;.

With both estimations of the number of spatial objects and the spatial filter results, the
GoFast optimizer can choose the best execution plan for Spatial-RDF queries.

5.2. Spatial pruning

Earlier, we proposed two execution strategies, "BGP-First” and ~’Spatial-First”, of which
only the latter can benefit from a spatial access method. The "BGP-first” strategy lacks
spatial awareness at the beginning of the process, which means that it misses opportunities
to reduce the search space based on spatial constraints. To address this issue, we propose
a new optimization technique called ”Spatial pruning”.

As discussed in section 3, the initial RDF graph is partitioned into graph fragments
GF for indexing and storage. When evaluating a query, only the necessary fragments
are considered based on the characteristic sets of each fragment. However, when a query
contains a spatial filter, many fragments that are considered due to their characteristic
sets do not contribute to the final results. This is because the spatial filter in the query
eliminates all the graph patterns produced by these fragments since they are connected to
spatial objects that do not satisfy the filter.

To eliminate fragments that do not contribute to the results earlier in the process, we
associate each graph fragment to an MBR such as all spatial objects connected to the
fragment are situated inside this MBR. When processing the query, the optimizer do not
choose fragment based on the graph part only, but also based on the spatial filter. If the
MBR of a fragment (M BR(Fg)) satisfies the filter, it can contain the results. However,
if the MBR does not satisfy the filter, it is immediately pruned and not considered while
evaluating the query.

The proposed algorithm 2 operates on a set of star queries specified in a query plan.
The algorithm iterates through each star query in the plan (line 3). For each star query, the
relevant fragments are obtained based on the characteristic set (line 4). These fragments
are then linked to the fragments of the previous star query using the function LinkToPre-
viousFragments() (line 5). If the current star query does not contain a spatial filter (line 6),
the algorithm proceeds to the next star query (line 7). However, if the current star query
contains a spatial filter (line 6), the algorithm loops through each fragment while testing
the intersection of the fragment’s Minimum Bounding Rectangle (MBR) with the query
(line 9). If there is no intersection between the fragment’s MBR and the query (line 10),
the fragment and all fragments linked to it are removed from further consideration (line
11).
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Algorithm 2: Spatial pruning
Data: P: Execution Plan
GF: Set of graph fragments
SF : Gfs — MBR(Gfs): List of spatial fragments MBRs
Result: Gfs:qs — GF 54|GFsq C GF :Set of fragment for each Sq
1 Gfs <« [
2 QS < getQSList(P);
3 for sq; € QS do
4 CurrentFGs < getCurrentFragments(sg;);
5 LinkToPreviousFragments(Gfs, CurrentGfs);
6 if isSpatial Filter(qs;) = false then
7
8
9

‘ continue;
for fg; € CurrentFGs do
MBRjg4; < SF.getMBR(fg:);

10 if MBR4;—DC's then

11 ‘ G fs.removeAllFGsConnectedTo(fg:);
12 end

13 end

14 return G f's;

6. Experimental evaluation

In this section we discuss several experimental results on the various approaches and
optimisation techniques mentioned in the previous section. We also compare our proposed
solution with a well-known commercial Triplestore Virtuoso.

6.1. Experimental setup and methodology

We perform several experiments on RDF_QDAG after integrating the approach and tech-
niques proposed in this paper. RDF_QDAG is a project developed using Java and C++.
The storage and access methods are developed using C++ and compiled using GCC ver-
sion 7.5.0. The engine and optimizer are implemented using Java 11 and built using maven
3.8.6. For the run environment, we used Open JDK version 11.0.16. The system can be
downloaded as a Docker image, which includes all necessary dependencies. The image
is available on Docker Hub at https://hub.docker.com/r/qdag/rdf_qdag. In addition, a live
demo of the system is provided on our project website at https://qdag.lias-lab.fr/.

All experiments were run on a machine equipped with Intel Xeon (Skylake, IBRS) @
10x 2.295GHz and 64 GB of RAM and an SSD running Ubuntu 18.04 bionic with linux
kernel x86_64 Linux 4.15.0-194-generic.

For the evaluation, we used the YAGO [16] knowledge base. YAGO is a real world
data-set that contains more than 234 million facts on which 4 million are spatial objects.

All experiments are performed on a fresh install of the operating system. We clear
page cache, dentry and inode cache before each query. Execution time is calculated from
the submission of the query to the end of writing the results into an output file.
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Fig. 5. Execution time (nanoseconds) of queries using both strategies BGP-first and Spatial-first.

Table 5. Execution time of queries on YAGO

Query Best BGP-First plan Best Spatial-First plan

Plan ID Execution time (ms) # Triples | Plan ID Execution Time (ms) # Triples
Q1 1 1506 32503 5 11014 463841
Q2 4 7442 238414 6 6981 144671
Q3 4 735 4377 5 11896 699942
Q4 3 7855 217526 2 3864 91326
Q5 4 5005 205310 6 2942 60374
Q6 1 1488 10639 3 2435 38092
Q7 3 7749 217526 2 9296 56272
Q8 1 9366 369054 3 9548 438063
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6.2. Effect of evaluation strategies

To study the effect of evaluation strategies on the execution time, we ran several queries
on the YAGO data-set.

The results of the execution time for queries using the BGP-First and Spatial-first
strategies are shown in figure 5. Neither approach consistently outperforms the other, as
demonstrated by the varying performance in queries (04, (2, and )5, where the Spatial-
first approach is superior, and the remaining queries, in which BGP-first performs better.

To further investigate the factors contributing to the varying performance of each ap-
proach, we analyzed intermediary results in both the spatial and graph parts of the queries
to extract the total number of triples loaded from the disk. The total number of triples is
displayed in table 5. The results in the table show a clear correlation between the choice of
the best execution strategy and the number of triples fetched from the disk. In each query,
the strategy with the lowest number of triples is the best-performing one. This observation
has motivated the improvements of the optimizer and the cost model proposed in section
5.

6.3. Effect of Scheduling

[ D Initial accuracy 0 @ improved accuracy
100 - B

75 I
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Accuracy %
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i 1l
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Fig. 6. Initial accuracy and the improved accuracy of the optimizer.

To select the best execution plan and execution strategy, we extended the GoFast op-
timizer to be able to estimate the cost and number of results of spatial filters. As far as
experimental validation goes, we propose to compare the improved version of GoFast with
the existing one. For that, we use the accuracy of the best plan prediction as a performance
metric. The accuracy of the optimizer for a given query is calculated as follows:

e #plans — Rank_plan (12)

#plans — 1
The primary function of an optimizer is to select the optimal execution plan for a given
query. To accomplish this, the optimizer assigns a rank to each candidate plan based on

an estimation of its cost. The accuracy of the optimizer is measured in terms of the rank
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of the true best plan. Specifically, the accuracy is calculated as the proportion of the true
best plan’s rank among all the candidate plans. A higher rank for the true best plan corre-
sponds to a higher accuracy, with an accuracy of 100% indicating that the optimizer has
successfully identified the true best plan as the top-ranked plan. Conversely, an accuracy
of 0% would indicate that the optimizer ranked the true best plan as the worst among the
candidates.

The figure 6 shows the initial accuracy of Go-Fast and the improved accuracy. As we
can notice, the optimizer after the proposed improvements provides a better prediction of
the best execution plan. It can find the actual best execution plan for the all of the test
queries except (26 and Q7. Moreover, even for the latter queries, it provides the same or
better accuracy than the original optimizer. This is due to a better estimation of the cost
of the spatial filters.

The accuracy of both approaches is plotted in the figure 6. However, more detailed
results are in the Appendix where we list the results of estimation of each plan compared
to the true cost. We will refer to values form the detailed tables to better explain the results.
The accuracy on queries (26 and Q7 demonstrates that there is still room for improvement
for the optimizer. In X6, the improved optimizer chooses the second best execution plan
performing better then the old approach, which choose the third best plan. This is due to
the error of estimation. The best plan for ()6 is the plan P1 with a real cost of 10639,
followed by the plan P7 with a real cost of 7338. The results of the estimation proposed
a cost of 9894 for P1 and 7338 for P7 leading to the choice of P7 as the best plan.

We can notice the same problem with the query Q7 where the cost of P3 is 217526
however it is estimated to be 194145. The gap between the real cost and the estimation
is due to the number of objects eliminated with the refinement step in the spatial filter.
In the refinement step true shapes are considered and in the case of Q7 many objects do
not satisfy the spatial filter despite that there MBR approximations do satisfy the latter.
On top of that, the number of acceptable plans is very low for Q7 (only four acceptable
plans, meaning that each error is amplified when using the accuracy metric leading to
33% accuracy.

6.4. Effect of Encoding

As we mentioned in section 3, RDF_QDAG stores data in three types of files: spatial
index, graph fragments and dictionary files. The description of a spatial object in a vector
format can be long, for example the map of a state or a river. For efficiency, we store the
full resolution shape definition in the dictionary. The full value will be replaced by an ID
in the graph fragments and with an approximation (MBR) in the spatial index.

For the storage of the spatial object, we have mainly two options: The Well Known
Text format (WKT) and the Well Known Binary format (WKB). RDF_QDAG is capable
of outputting both representations, however, for the storage format, we experimented with
both representations to determine the best encoding format for the system.

In Figure 7, we show the effect of the encoding format on the performance of the
queries. We can clearly notice that the WKB encoding outperforms the WKT one for all
queries. This is due to the different sizes of the two encoding formats. WKB is generally
more compact than WKT, which leads to less I/O cost. On top of that, deserializing the
WKB format is more efficient than parsing the WKT format. For RDF_QDAG system, if
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Fig.7. Execution time (ms) of queries using WKT and WKB.

the user requests an output of the WKT format, it is more efficient to deserialize the WKB
stored and convert it to WKT than to parse the WKT format.

6.5. Effect of Spatial Pruning

In figure 8, we compare the execution time of queries with and without spatial pruning.
As demonstrated in the figure, the spatial pruning improves performance for most of the
queries. This is due to the decreasing size of the search space. However, this is not the case
of all queries, since the number of pruned fragments depends on the query and can vary
form one to another. This is the case of query ()2 where no fragment is pruned. More so,
the overhead of evaluating the fragments for pruning can be negligible, as demonstrated
with the same query (Q2).
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Fig. 8. Execution time (ms) of queries with and without Spatial Pruning.
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6.6. Comparison against Virtuoso

After the optimization techniques applied to improve the performance of RDF_QDAG,
we compare it with a commercial Triplestore Virtuoso. We choose Virtuoso since it is a
stable and wildly used Triplestore. On top of that it is one of the few Triplestores capable
of answering spatial-rdf queries since it support the GeoSPARQL norm proposed by the
Open Geospatial Consortium. As for the other solutions (e.g., GraphDB and Strabon) we
where unable to load the dataset due to stability issues in the mentioned systems.

The figure 9 depicts the execution times of queries run on both Virtuoso and
RDF_QDAG. For RDF_QDAG, we plot the execution time of two different runs, one
without any optimization technique used (WKT) the other one with the optimization tech-
niques proposed and studied in previous sections (WKB+SP). We can notice that the WKT
approach outperforms Virtuoso in some queries like ()1 and Q5. However, on most of the
queries, Virtuoso still had better performace leading to a better total execution time of 47
seconds for Virtuoso compared to 52 seconds for WKT. On the other hand, after applying
the proposed optimization techniques (WKT+SP), RDF_QDAG outperforms Virtuoso on
all of the test queries without exception and has a better total execution time leading to an
improvement of 28% on average.

-10* ! ! !
= 1.5 (0@ Virtuoso |
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Fig. 9. Compression of execution time between Virtuoso and RDF_QDAG.

7. Conclusion

In this paper, we addressed the evaluation of spatial RDF queries issue in the setting of a
graph exploration-based system, known as RDF_QDAG. To enhance the system’s capabil-
ity to answer such queries, we proposed an extension that integrates spatial awareness into
the system’s storage layer, evaluation engine and optimization process. More specifically,
we proposed the use of an R-tree data structure, which is adapted to better fit the system,
as well as the integration of the evaluation of spatial filters into the execution plans. Ad-
ditionally, we introduced two evaluation strategies, namely, BGP-First and Spatial-First,
for the execution engine. In terms of optimization, we presented a cost model that con-
siders the cost of spatial operations in order to optimize the selection of execution plans.
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Furthermore, we proposed a spatial pruning technique to further improve performance by
reducing the search space.

On the other hand, we validated our proposed extension to RDF_QDAG through an
experimental setup using a real-world dataset (i.e., YAGO). Our results indicated that
the use of optimization techniques such as WKB encoding and spatial pruning improve
the performance of the system. We also evaluated the proposed execution strategies of
BGP-First and Spatial-First, and found that each strategy had advantages and limitations
depending on the query being executed. To address this, we developed a cost model to
determine the most suitable strategy for each query. Our results also indicated that the
proposed cost model enables the system to better predict the best execution plan compared
to the existing one.

In future work, we plan to continue improving the optimizer, particularly, for queries
involving complex geometrical shapes in order to enhance its ability to predict the best
execution plan. To achieve this, we plan to explore the use of machine learning techniques
to integrate feedback from RDF_QDAG query evaluation. Additionally, we intend to ex-
tend the system by incorporating support for temporal constraints, enabling it to answer
spatio-temporal queries. This could involve adapting the existing cost model, introducing
new data structures and indices, and devising new evaluation strategies. The goal is to
improve the efficiency and accuracy of spatio-temporal query processing.
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Appendix

Appendix 1: Results of estimation of each plan for the different queries considered

For all of the following tables, the best execution plan is highlighted in bold.
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Table 6. Results of estimation of Q1
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Plan ID Plan

#DS

# Triples Initial position New position

0 [7¢.Fu(?g), 7c, 7p] 4774913 4775175 7 7
1 [7p, 7¢,Fu(?g)] 5943.0  29657.0 3 1
2 (%c, 7, Fu(?g),7p] 5595 54502 I 2
3 [?¢, ?p, 7¢,Fu(?g)] 5720 54627 2 3
4 (57, 7p, 7e.Fu(?g)] 286682 859297 5 4
5 [Fu(?9), S5.50.00 437395 446318 6 5
6 [, 7p, 7e.Fu(2g)] 83750 857355 4 6
Table 7. Results of estimation of Q2
Plan ID Plan #DS  # Triples Initial position New position
0 [7¢.Fu(?g), e, 7p]  4775880.0 4777965.0 7 7
1 (79, 76, Fu(?g)] 1659580 493909.0 4 4
2 (Pa. 7p, 7e.Fu(?g)] 2437960 13216960 5 6
3 (%5, 7p, 7e.Fu(?g)]  389065.0 1154313.0 6 5
4 (%, 7, Fu(?9), 7p] 144210 192320.0 1 2
5 (%, 79, 7. Fu(?g)] 16412.0  194311.0 2 3
6 [Fu(?9),7g, 7e, 7p] 1049140  129598.0 3 1
Table 8. Results of estimation of Q3
Plan ID Plan #DS  #Triples Initial position New position
0 [2a, 7a, 7w, 2L, Fu(?g)] 72310  7388.0 4 4
1 (71, Fu(?g), 71, 7w, 7a]  4774850.0 4774858.0 8 8
2 (79, 70, 7w, 7. Fu(?g)] 54470  5676.0 3 2
3 (70, 7 Fu(?g), 7w, 7a]  669919.0 1252615.0 7 7
4 (Pa, 7a, 7w, 7L, Fu(?g)] 42310 5492.0 2 1
5 [(Fu(?g),%g, 71, 7w, 7a] 4410520  702586.0 6 5
6 (7, ﬁ,Fu(?%, Yw,?a]l 592510 1250718.0 5 6
7 (Pw, ?a, 7w, 21, Fu(?g)] 32450  7045.0 1 3
Table 9. Results of estimation of Q4
Plan ID Plan #DS  #Triples Initial position New position
0 [7e, 7L,Fu(?g)] 2017260  208424.0 3 3
1 (70, Fu(?g), 711 4774844.0 4774844.0 4 4
2 [Fu(?9),7g, 711 74903.0  98141.0 2 1
3 (70, 70, Fu(?9)] 177160  194145.0 1 2
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Table 10. Results of estimation of @5

Plan ID Plan #DS  # Triples Initial position New position
0 [7¢, 7c, 7p.Fu(?g)] 4775880.0 4777965.0 7 7
1 (Zp.Fu(?g). % 1659580 4939090 4 4
2 Pa, 75, Fu(?g), 7e] 2437960 1321696.0 5 5
3 (%5, 7p,Fu(?g), 7¢]  389065.0 1154313.0 6 6
4 [?c, 7, %,FU(@] 144210 192320.0 1 2
5 (%, . Fu(?g), 7¢] 164120 1943110 2 3
6 [Fu(?9),%9, 7c, 7] 516160  75701.0 3 1

Table 11. Results of estimation of Q¢

Plan ID Plan #DS  # Triples Initial position New position
0 [i,F_q)L(?g), P, 7, 7p] 47748940 4774981.0 7 7
1 (7, 7ty 2 Fu(?g)] 50010  9894.0 3 2
2 (20, 7, Fu(?q), 7u, 7p]  669962.0 1252701.0 6 6
3 [Fu(?9).%9, 71, %, 7p] 309580  250625.0 5 4
4 (70, 20 Fu(?g), 7u, 7p] 592950 1250841.0 4 5
5 (u. 7, 70, 7L Fu(?g)] 51920 32596.0 2 3
6 CBw, 2p, 70, 2L Fu(?g)] 33940 73380 1 1

Table 12. Results of estimation of Q)7

Plan ID Plan #DS  #Triples Initial position New position
0 [7e, W,Fu(?g)] 201726.0  208424.0 2 2
1 [?L,Fu(?g), 711 4774844.0 4774844.0 4 3
2 [Fu(?g),7g, 711 270889.0  297661.0 3 4
3 70, 720, Fu(?)] 177160  194145.0 1 1

Table 13. Results of estimation of Qs

Plan ID Plan #DS  # Triples Initial position New position
0 [70,Fu(?qg), 70, 7p] 4775053.0 4775546.0 6

1 (7, 70, Fu(?g)] 1054620  339654.0 3 1
2 (%0, 7p, 7, Fu(?g)]  134597.0  469582.0 4 3
3 [Fu(?9).g, 71,7p]  186351.0  420618.0 5 2
4 (70, 70, Fu(?g). 7] 594540 1251406.0 1 4
5 (70,75, 7L Fu(?g)]  59857.0 1251809.0 2 5
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Abstract. This paper introduces a frequent pattern mining framework for recom-
mender systems (FPRS) - a novel approach to address the items’ cold-start problem.
This difficulty occurs when a new item hits the system, and properly handling such
a situation is one of the key success factors of any deployment. The article pro-
poses several strategies to combine collaborative and content-based filtering meth-
ods with frequent items mining and agglomerative clustering techniques to mitigate
the cold-start problem in recommender systems. The experiments evaluated the de-
veloped methods against several quality metrics on three benchmark datasets. The
conducted study confirmed usefulness of FPRS in providing apt outcomes even for
cold items. The presented solution can be integrated with many different approaches
and further extended to make up a complete and standalone RS.

Keywords: recommendation system, cold-start problem, frequent pattern mining,
quality of recommendations.

1. Introduction

Many modern businesses undergo digital transformation, moving their offerings online,
which allows for providing broadly available and more advanced products and services
to customers or users [53}/74]. This trend has led to an overwhelming amount of content
and the high velocity of new items reaching the systems daily. Finding the object of in-
terest has become very time-consuming for many people, especially after moving most
e-commerce to automated remote channels without qualified human advisors [2}[22,[78].
Viable solutions to this problem are recommender systems (RS), which leverage the rat-
ing history and possibly some other information, such as users’ demographics or items’
characteristics [57,/59].

Recommender systems are indispensable in allowing customers to find a desired prod-
uct or service [69]]. The quality of RS is mainly impacted by the density of the historical
user-item interactions and may encounter some significant difficulties due to particular
data characteristics related to volume, limited content analysis, sparsity of data, or cold

* This is an extended version of the paper "Utilizing Frequent Pattern Mining for Solving Cold-Start Problem
in Recommender Systems" [35]] published at the FedCSIS’22 conference.
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items [5,[73]]. The last one is particularly challenging, having broad interest among re-
searchers and practitioners [79,/86]. This difficulty occurs when a new item hits the sys-
tem, and an RS attempts to generate recommendations with very scarce and insufficient
historical ratings available [[63]]. Many state-of-the-art recommendation algorithms may
generate unreliable recommendations for such cases since they cannot learn the prefer-
ence embedding of these new items [42].

In this study, we present a particular take on the challenge of devising more effective
and efficient recommendation techniques with specific attention to the problems of the
sparsity of interactions and cold items. The developed Frequent Pattern mining frame-
work for Recommender Systems (FPRS) is based on the popularity approaches extended
by the FP-growth algorithm to generate frequent patterns based on items’ characteristics
and by adding an agglomerative clustering step into the developed pipeline [6}38]]. This
way, we better reflect and leverage content-based similarities between new items, even for
the partially incomplete data. The agglomerative clustering methods allow us to tune the
number and size of clusters dynamically.

The developed method creates a kind of platform incorporating several strategies,
which is a distinguishing feature of this approach compared to the methods reported in
the literature, typically reporting one universal system. We believe that, in practical appli-
cations, the observed differences between the analyzed problems and datasets are signifi-
cant. A single solution may be ineffective depending on the quality measure of choice or
data characteristics. Hence, data scientists need to operate with a whole toolset and adjust
it to the particular case.

Compared to our former research on utilizing frequent pattern mining for solving the
cold-start problem in recommender systems [35], this study is focused on the problems
of the sparsity of interactions and cold items. In this regard, we significantly extended
the formerly developed strategies to better reflect and leverage content-based similarities
between new items, even for the partially incomplete data. We also included new datasets
for the evaluation procedure to give a more versatile assessment of our method and con-
ducted a broad review of research efforts related to the discussed problem. The main
contributions of this paper are as follows:

1. An extended version of frequent pattern mining framework for recommender systems
(FPRS) - a hybrid recommender system that utilizes the FP-growth algorithm to pro-
duce frequent itemsets based on the ratings in the user-item matrix.

2. A novel approach to utilize the items’ features to extract particular patterns based on
the features selected and agglomerative clustering to mitigate the sparsity issue.

3. New strategies to mitigate the cold-start problem by using the discovered patterns to
properly assess users’ interest in new items.

4. An empirical evaluation of the proposed approach against two state-of-the-art models
that are designed for the cold-start recommender system. The experiments are con-
ducted on well-established benchmark datasets. Namely, MovieLens 100K, Movie-
Lens 1M, and LDOS-CoMoDa.

The remainder of this paper is organized as follows. Section 2] describes and reviews
major research efforts on the cold-start problem in the domain of recommender systems.
In Section |3} we provide background information for collaborative filtering and frequent
pattern mining. In Section 4 we present a novel frequent pattern mining model (FPRS)
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that utilizes the ratings in user-item rating matrix to discover the frequent itemsets asso-
ciated with selected users/items features. Section [5|evaluates and compares the proposed
model with a baseline solution. In Section [6] we discuss the limitations of FPRS and
possible future research directions. Finally, in Section[7] we summarise the study.

2. Related Works

Recommender systems (RS) predict the utility of an item to a user and suggest the best
items concerning the user’s preferences, where the items may represent movies, books,
restaurants, or any other things [|33,|62[]. The aforementioned capability of RSs makes
those techniques especially useful in broad areas of applications like eCommerce, online
marketing, social networks, price-comparison services, or even energy market [29432]/48|
83]. RS may also incorporate several extensions, like context awareness, action recom-
mendations, prescriptions, or some techniques derived from game theory [20,/65}/69].

There are many taxonomies for RS [[8]. The most common approaches refer to content-
based or collaboration-based techniques, and their various hybridizations [30,37}/78]]. Col-
laborative Filtering (CF) is one of the most widely used and successful techniques, with
excellent results in a wide range of applications in many fields [§]], hence is particularly
interesting in our research and further reviewed in detail in Section [3.1] Despite the no-
ticeable decline in their popularity in favor of collaborative systems, content-based tech-
niques are still widely used because of handling the so-called cold-start problem [35.(64].
Because of the significantly different characteristics of those approaches, it is advisable
to construct hybridizations of both [[1]], as further discussed in our study.

A typical RS consists of three main elements: a user model (established by ana-
lyzing the users’ interests and preferences), an item model (based on its characteris-
tics), and the recommendation algorithm that is a key constituent. There are many re-
ported approaches to implementing the recommendation algorithm by the specific adop-
tion of machine learning (ML) models like deep neural networks or factorization ma-
chines (FM) [50,/60,/80]. Building RS on top of the state-of-the-art ML models lever-
aged the quality of recommendation results, improving user satisfaction and profits in
e-commerce [46}54,/83]]. At the same time, however, we may observe the known prob-
lems with ML related to the data sparsity, the latency of prediction returned by complex
models, and foremost, the scalability and unfairness of recommendations for new users
or items that is often referred to as the cold-start problem [31},/35\(87]].

Solving scalability issues is one of the most common tasks when deploying big-scale
recommender systems [5,16L67]]. Especially as the number of users and items significantly
grows over time, it is essential for RS to handle requests without appreciable latency. This
problem is particularly challenging for memory-based methods like k-nearest neighbors.
However, in the case of web-scale recommendation tasks like social media, the Internet
of Things (IoT), or various e-commerce applications, it is a hot topic also for model-
based techniques, especially considering more complex and deep models [[10}/75]]. Some
RS suffer from over-specialization (sometimes referred to as a serendipity problem). It is
observed when the RS produces recommendations with minimal novelty, i.e., all of the
same kind [39]]. Recently, there is also an increasing interest in privacy awareness and ex-
plainability of recommendations [4,/14,61]. Another aspect that is particularly noticeable
for collaborative filtering is related to the sparsity of user-item interactions [40].



1346  Eyad Kannout et al.

Together with the growing amount of items available for the recommendations, the
quality of CF-based methods may be impacted by an insufficient number of items rated
by each user [55]]. One of the possibilities to address this issue is to rally on auxiliary data
or additional information sources such as user/item profiles or user reviews on items [[28].
Some approaches aim to resolve the data sparsity problem by generating data (e.g., pur-
chasees) from machine learning models of auxiliary feedback, or from the nearest neigh-
bors with a set of purchased items in multiple dimensions [25]]. Other popular approaches
apply selected clustering methods, often referring to notions of similarity [[19482]. In [85]],
the authors use user clustering to reconstruct the user-item bipartite network such that
the network density is significantly improved. The recommendations on this dense net-
work thus can achieve much higher accuracy than on the original sparse one. In [44], the
density-based clustering algorithm is used for coping with the sparsity problem. In [81]],
the authors employ a granular computing model to realize the nearest neighbor cluster-
ing and a covering rough granular computing model for the collaborative filtering rec-
ommendation algorithm. The application of granular methods [21], selected approaches
to clustering, and various similarity measures seem to be an exciting research direction,
yielding promising results [41]. From our perspective, agglomerative clustering methods
are particularly interesting. They allow us to utilize various notions of similarity (e.g., the
Jaccard coefficient) and manage the number and size of clusters [71]].

Agglomerative clustering algorithms create a hierarchy of data clusters by starting
from singleton groupings (clusters containing a single element) and iteratively merging
the closest groups into a bigger cluster [15]]. This process ends when all data instances are
merged into a single cluster, hence, is often referred to as a bottom-up approach. To mea-
sure the proximity (dissimilarity) between groups, agglomerative clustering algorithms
employ so-called linkage functions like single linkage or complete linkage. The first one
defines the dissimilarity between two groups as the smallest distance between any two
instances from those groups. Analogically, the second function asserts the proximity of
groups as the largest distance between any two instances [[71].

Cold-start problem occurs whenever a RS tries to generate recommendations for ei-
ther a new user who signed up recently to the system without having any rating records
available yet or when a new item is added to the system without any rating given to that
item so far. Most state-of-the-art recommendation algorithms generate unreliable recom-
mendations for such cases since they cannot learn the preference embedding of these new
users/items [49,|72]]. In content-based filtering (CBF), it is necessary to learn user pref-
erences in order to provide reliable recommendations. Therefore, CBF suffers from the
user cold-start problem when new users who signed up recently do not have, or have very
few, ratings. Hence, the quality of recommendation will be impacted by an insufficient
number of rated items [13}/61]. Many studies recognize the challenge of fairness among
new items’ recommendations in cold systems, [79,/86,/87].

The difficulty arises due to the deficient information about new entities [[76|]. Therefore
it has a particularly strong negative impact on collaborative methods, heavily impacting
the fairness of recommendations for new users, often passing over new items [87]. Most
of the attempts to deal with such a problem consider enhancing the collaborative-based
methods with content-based approaches that leverage the intrinsic characteristics of the
analyzed entities. For example, in [42], the authors propose hybrid recommender models
that use content-based filtering and latent Dirichlet allocation (LDA)-based models. In
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[78], we may find a hybrid RS that combines the singular-value decomposition-based
collaborative filtering with content-based and fuzzy expert systems.

In literature, we may find many efforts to resolve the cold-start problem [[11}47]]. In [7]],
the authors aim to address the cold-start problem by extending the matrix-factorization-
based methods, namely SVD, SVD++, and the NMF models, using three simple regu-
larization differentiating functions (RDF) so that the regularization weights on different
items and users are set based on their popularity. In [9]], the item-side cold-start problem
is addressed with the concept of weak supervision. The authors introduced a new process
for identifying representative reviewers and developed a method to predict the expected
preferences for new items by combining content-based filtering and the preferences of
representative users. In [87]], the authors formalize fairness among new items with the
concepts of equal opportunity and Rawlsian Max-Min fairness and present a learnable
post-processing framework with score scaling and joint-learning generative models. Zhu
et al. propose a novel model designed to overcome cold start by (i) a combined separate-
training and joint-training framework to overcome the error superimposition issue and im-
prove model quality; (ii) a Randomized Training mechanism to promote the effectiveness
of model learning; and (iii) a Mixture-of-Experts Transformation mechanism to provide
personalized transformation functions.

There are many more techniques to dealing with the cold-start problem by combin-
ing collaborative filtering with content-based methods, including using simultaneous co-
clustering [77]], self-organizing maps, meta-learning [51]], or Siamese neural networks
[63]]. There are also attempts to combine RS with various dimensionality reduction tech-
niques [56]. Considering the discussed problem of missing or insufficient information, it
seems interesting to refer to the dimensionality reduction methods based on the granu-
larization of the attribute space [21]], and particularly on resilient ML techniques [[17}/23]]
- i.e., resistant to data deficiencies. The hybridization of soft computing techniques with
collaborative and content-based methods is a wide-ranging field of research, and an in-
teresting area for the further development of recommendation systems [3|], particularly
interesting for context-aware RSs [33,43,/58].

Some approaches to dealing with cold-start refer to popularity measures, e.g., on the
recent trend in users’ preferences or always returning the most popular items [50}|64].
However, these may be very misleading and result in so-called popularity bias since users
often differ in their preferences, which may also vary between types of products and their
characteristics [[87]]. Hence, an additional effort to deal with biases in data is required [[70].
Another interesting approach to dealing with insufficient or missing historical transactions
avail additional sources of information to enhance the data representation. In particular,
in [55]], the authors train RSs with the Linked Open Data model based on DBpedia to find
enough information about new entities. When dealing with the cold-start problem, some
researchers rely on directly inquiring the users about their preferences. Such information
may be collected, e.g., via survey or by asking users to select the most relevant picture
related to the desired item [45]. Combining community-based knowledge with association
rule mining to alleviate the cold-start problem is also bringing very promising results
[76]. Referring to association rule mining (cf. [68]]) and frequent pattern mining (cf. [[12]])
techniques to address the cold-start problem is interesting also from the perspective of
speeding up the recommender systems [36]]. For this reason, frequent pattern mining is
particularly interesting in our research, and we review this field in detail in Section[3.2]
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Most reported cases focus on alleviating cold users [11,47]. Scenarios related to new
items - without any feedback history - are investigated far less often. Whereas, having in
mind the still-emerging new products and services, such approaches are in high demand
and require further research attention. Additionally, we did not find in the literature any
attempt to address the cold-start problem using frequent pattern mining methods. The
cold-start problem is still one of the most prevailing topics deserving further attention and
is particularly interesting in the context of our study [55}/63].

3. Preliminaries

In this section, we briefly summarize the academic knowledge of collaborative filtering
and frequent pattern mining techniques. Then, we review some of the research literature
related to addressing the cold-start problem.

3.1. Collaborative Filtering

The basic idea behind collaborative filtering (CF) is that users who have similar pref-
erences in the past tend to behave similarly in the future. Basically, CF-based methods
rely only on users’ rating history to generate recommendations, meaning that the more
ratings the users provide, the more accurate the recommendations become [33]]. Usually,
historical ratings or preferences can be acquired explicitly or implicitly. So, the CF-based
methods are often distinguished by whether they operate over explicit ratings, where the
users explicitly rate particular items, or implicit ratings, where the ratings are inferred
from observable user activity, such as products bought, songs heard, visited pages, or any
other types of information access patterns [33]. In the literature, collaborative filtering
methods can be classified into two main categories: (i) memory-based techniques, and (ii)
model-based techniques.

The memory-based technique directly uses the rating history, which is stored in mem-
ory, to predict the rating of items that the user has not seen before. However, the memory-
based techniques can be grouped into two different classes: (i) user-based collaborative
filtering, and (ii) item-based collaborative filtering. The user-based collaborative filtering,
also known as k-NN collaborative filtering, works by finding the other users (neighbors)
whose historical rating behavior is similar to that of the target user and then using their
top-rated products to predict what the target user will like. To mathematically formulate
the problem, let us assume there is a list of users U = {u1, ug, ..., u;, } and a list of items
I = {i;,%2, ..., in }. Then, the user-item rating matrix consists of a set of ratings v; ; cor-
responding to the rating for user ¢ on item j. If I; is the set of items on which user ¢ has
rated in the past, then we can define the average rating for user ¢ as follows:

1
v; = m Z V5,5 (1)
tjer;

In user-based collaborative filtering, we estimate the rating of item 5 that has not yet
rated by the target user a as follows [37]:

¥ sla,d)(vig — ;)
SF Is(a, )]

Pa,j = Vg + (2)
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where k is the number of most similar users (nearest neighbors) to a. The weights
s(a, ) can reflect the degree of similarity between each neighbor ¢ and the target user
a. On the other hand, item-based collaborative filtering is just an analogous procedure to
the previous method. The similarity scores can also be used to generate predictions using
a weighted average, similar to the procedure used in user-based collaborative filtering.
Mathematically, we can predict the rating of item j that has not yet been rated by the
target user a as follows [37]:

i1 507, 8) (V)
i ls( )]
where k is the number of most similar items (nearest neighbors) to j that the target
user a has rated in the past. Among other popular metrics, which are often used to calcu-
late the similarity between users, or items, we may mention cosine similarity or Pearson
correlation [26]]. Finally, the recommendations are generated by selecting the candidate
items with the highest predictions.

On the other hand, the model-based technique works by learning a predictive model
using the rating history. Basically, it is based on matrix factorization, which uses the
rating history to learn the latent preferences of users and items. Matrix factorization is an
unsupervised learning method that is used for dimensionality reduction. One of the most
popular techniques applied for dimensionality reduction is Singular Value Decomposition
(SVD). Mathematically, let us assume M is the user-item rating matrix. The SVD of M
is the factorization of M into three constituent matrices such that [37]:

3

Pa,; =

M=Uxv?t 4)

where U is an orthogonal matrix representing left singular vectors of M. V is an
orthogonal matrix representing right singular vectors of M. X' is a diagonal matrix whose
values o; are the singular values of M [37].

3.2. Frequent Pattern Mining

The basic idea of frequent pattern mining, also known as association rule mining, is to
search for all relationships between elements in a given massive dataset. It helps us to
discover the associations among items using every distinct transaction in large databases.
The key difference between association rules mining and collaborative filtering is that
in association rules mining we aim to find global or shared preferences across all users
rather than finding an individual’s preference like in collaborative filtering-based tech-
niques [27]].

At a basic level, association rule mining analyzes the dataset searching for frequent
patterns (itemsets) using machine learning models. To define the previous problem math-
ematically, let I = {41, 2, ...,%,, } be an itemset and let D be a set of transactions where
each transaction 7 is a nonempty itemset such that 7' C I. An association rule is an impli-
cation of the form A = B,where ACI,BCI,A# 0, B+# 0, AN B = (). In the rule
A = B, A is called the antecedent and B is called the consequent. Various metrics are
used to identify the most important itemset and calculate their strength, such as support,
confidence, and lift. Support metric is the measure that gives an idea of how frequent an
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itemset is in all transactions. In other words, the support metric represents the number of
transactions that contain the itemset. Equation [5] shows how we calculate the support for
an association rule.

support(A = B) = P(AU B) ®)

On the other hand, confidence indicates how often the rule is true. It defines the per-
centage of transactions containing the antecedent A that also contain the consequent B. It
can be taken as the conditional probability as shown in Equation 6]

support(AU B)

confidence(A = B) = P(B|A) = support(A)

(6)

Finally, the lift is a correlation measure used to discover and exclude the weak rules
that have high confidence. Equation [/|shows that the lift measure is calculated by dividing
the confidence by the unconditional probability of the consequent [27]].

P(AuB) support(AU B)
P(A)P(B)  support(A)support(B)

lift(A= B) = @)

If the lift value is equal to 1, then A and B are independent and there is no correlation
between them. If the lift value is greater than 1, then A and B are positively correlated. If
the lift value is less than 1, then A and B are negatively correlated.

Various algorithms exist for mining frequent itemsets, such as Apriori, AprioriTID,
Apriori Hybrid, and FP-growth (Frequent pattern) [52]]. In this paper, we employ the FP-
growth algorithm to generate frequent itemsets. What makes FP-growth better than other
algorithms is the fact that FP-growth algorithm relies on FP-tree (frequent pattern tree)
data structure to store all data concisely and compactly, which greatly helps to avoid the
candidate generation step. Moreover, once the FP-tree is constructed, we can directly use
a recursive divide-and-conquer approach to efficiently mine the frequent itemsets without
any need to scan the database over and over again like in other algorithms.

4. Frequent Pattern Mining Framework For Recommender Systems

The main problem we address in this paper is to alleviate the impact of new items cold-
start in recommender systems based on collaborative filtering techniques. These methods
suffer from the cold-start problem whenever a new user joins the system or a new item is
added. In practice, both situations often lead to the inability to provide accurate or mean-
ingful recommendations. To tackle the cold-start problem, we implement the Frequent
Pattern mining framework for Recommender Systems (FPRS).

The FPRS framework extends the popularity-based approach by employing frequent
pattern mining techniques to learn the user preferences depending on users’ and items’
characteristics. Fig [I] shows the high-level design which is used to develop the FPRS
framework. The process of generating the recommendations consists of four stages: (i)
Data Input, (ii) Data Preparation, (iii) Data Preprocessing, (iv) Frequent Pattern Mining,
and (v) Recommendation Generation.
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In the first stage, we enrich the user-item rating matrix by users’ demographics and
items’ characteristics. The data preparation stage consists of two steps. In the first one, we
store only the favorable reviews by filtering out every review/rating below a determined
threshold. In the second step, we perform attributes analysis and check their validity for
generating the recommendation. In the third stage, we apply cluster attributes with more
than one value associated with the object’s key. The main objective of this step is to con-
vert multi-valued attributes into single-value ones with the cluster id so that the dataset
can be split based on their values. In the analyzed case study, we applied agglomera-
tive clustering techniques on the ’genre’ since each movie can be assigned to more than
one genre. After that, we split the dataset for each selected attribute. In the fourth stage,
we generate frequent itemsets using the FP-Growth algorithm. Finally, we produce the
recommendations in the last stage. The developed item cold-start module in the FPRS
framework contains several strategies to select the features and produce recommenda-
tions. More details about these strategies will be provided later in the next section.

Data Source

User demographics

Items characterstics
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Fig. 1. Frequent Pattern Mining Framework For Recommender Systems
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In the item cold-start module, we focus on generating recommendations for new items
which are recently added to the system and most likely do not have, or have very few, rat-
ings in the past. We follow multiple strategies to generate such recommendations. These
strategies differ in two main factors: (i) features selected to split the data, and (ii) the
way how the frequent patterns are utilized to generate the recommendations. More details
about the strategies followed in the item cold-start module are provided in Strategy [I]
Strategy [2] and Strategy [3]

In Strategy [I] we split the data only by items’ features, while in Strategy 2} we uti-
lize both items’ and users’ characteristics to split the data (cf. line 1 in both strategies).
Moreover, in Strategy [I] we select the users that compose the recommendation group
based on their engagement in creating the frequent itemsets (cf. line 5 in Strategy [I),
whereas in Strategy [2] the representatives of recommendation group are selected based
on items’ features, to find the so-called dominant group, in addition to the percentage of
users’ engagement in creating the frequent itemsets (cf. lines 5 and 7 in Strategy [2)). On
the other hand, in Strategy 3] we form clusters based on the frequent 1-itemsets created
by users’ and items’ features (cf. line 4 in Strategy [3). Then, the recommendation group
for the new item is created based on the percentage of users’ engagement in creating the
frequent itemsets in the closest cluster (cf. line 7 in Strategy [3).

All the thresholds used in the above-described strategies are selected by objectively
searching for an optimal set of values, i.e., that achieves the best performance on a given
dataset. More details on how we choose these values are provided in Section [3]

Strategy 1 Item Cold-Start Module (Items Characteristics Split)
1: Split the records based on items characteristics (i.e., genre)
2: Generate frequent itemsets {support > min_support}
3: Set the participation percentage threshold
4: for each value in genre do
5. Find all users who involved in creating larger than the participation threshold of frequent
itemsets
6: end for
7: Recommend the new item based on its genre to all users found in previous step

Strategy 2 Item Cold-Start Module (Users/Items Characteristics Split)

1: Split the records based on users/items characteristics (i.e., gender and genre)

. Generate frequent itemsets {support > min_support}

: Set the participation percentage threshold

: for each value in genre do

Find the dominant gender by counting how many frequent itemsets are generated by male

and female

: end for

7: Recommend the new item based on its genre to all users belonging to the dominant gender who
involved in creating larger than the participation threshold of frequent itemsets

[NV

[=))
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Strategy 3 Item Cold-Start Module (Clustering-based)

1: Split the records based on users/items characteristics (i.e., gender and genre)

2: Generate frequent 1-itemsets {support > min_support}

3: Set the participation percentage threshold

4: For each genre: assign frequent 1-itemsets created by male to one cluster and frequent 1-
itemsets created by female to another cluster

: Find the center of each cluster

: Calculate the distance between the new item and the center of each cluster

7: Recommend the new item to all users who involved in creating larger than the participation

threshold of frequent itemsets in the closest cluster

A W

5. Evaluation Methodology

In this section, we conduct comprehensive experiments to evaluate the performance of the
FPRS recommender system.

5.1. Dataset and Evaluation Measures

In our experiments, we used three datasets (MovieLens 100K, MovieLens 1M ['| and
LDOS-CoMoDaEb. MovieLens datasets were collected by the GroupLens research project
at the University of Minnesota. MovieLens 100K contains 100,000 ratings given by 943
users on 1,682 movies on a scale from 1 to 5. In comparison, MovieLens 1M contains
1,000,000 ratings of approximately 3,900 movies made by 6,040 users on a scale from
1 to 5. On the other hand, LDOS-CoMoDa is a context-rich movie recommender dataset
that consists of 200 users who gave 2,296 ratings for 4,138 movies in twelve pieces of
contextual information describing the situation in which the user consumed the item. This
dataset is collected from real user-item interactions and not from the hypothetical situation
or user’s memory of past interactions.

In all datasets, we combine three files (users.data, items.data, ratings.data) in order
to join users’ characteristics (e.g., demographics), items’ attributes, and ratings in one
dataset. The final/joined dataset contains userld, itemld, rating, gender, age, occupation,
and genre attributes (cf. Table[I)). Moreover, we performed further analysis of some fea-
tures we used in our experiments (i.e., gender and genre) to understand the interrelation
between these features and their potential impact on the obtained results. Figures [2] show
the most popular movie genres among males and females for all datasets.

After preprocessing the data and removing invalid records, we split it into training
and testing datasets. To properly evaluate the item cold-start module, we first find the 50
most active users. Then, we select some of the most-rated movies by those 50 users. The
ratings of all those movies by all users (7,320 records in MovieLens 100K, 41,105 records
in MovieLens 1M, and 126 records in CoMoDa) are considered as testing set, keeping
the rest of the records in the training set. This way, we may ensure enough interactions to
assess quality reliably in the testing phase. Note that all the ratings for the selected movies
are removed from the training dataset, which corresponds to the item cold-start.

! https://grouplens.org/datasets/movielens/
2 https://www.lucami.org/en/research/ldos-comoda-dataset/
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Table 1. Selected data characteristics.

Attribute Data Type Va.lue Range Val}le Range Value Range
Name (MovieLens 100K) (MovieLens 1M) (LDOS-CoMoDa)
gender || Character M-F M-F M-F

age Number Under 18-73 Under 18-56 15-63
occupation Text 21 occupation 21 occupation NA
genres Text 19 genres 19 genres 25 genres

In our study, we consider a binary decision task whether a given item (i.e., a movie)
is appropriate for the user. To correctly model this situation, we assume that films rated
by users 3 or more are preferred by them (belong to the positive class). In contrast, those
ranked lower are poorly matched to the users. Therefore, the FPRS recommender system
feedback for each item is binary information: to recommend or not. Following that, in
order to assess the quality of the prediction, the F; measure is used [66].

2. prec.islion - recall ®)
precision + recall

where precision quantifies the number of correct positive recommendations made (see
Equation [9), and recall quantifies the number of correct positive recommendations made
out of all positive predictions that could have been made (see Equation [10).

iy TP
Precision = W (9)
TP
Recall = m (10)

Moreover, we use the accuracy metric to measure all the correctly identified cases.
This measure is mostly used when all the classes are equally important.

Accuracy = TP+TN (11)
Y= TP+FP+TN+FN

5.2. Baseline Methods

To showcase the strengths of FPRS, we evaluate it against two baseline models designed
for the cold-start recommender system. The first one [7]], called regularization differenti-
ating functions (RDF), was proposed recently to address the cold-start problem by extend-
ing the matrix factorization-based models using three simple regularization differentiating
functions (RDF). In particular, these functions assign lower regularization weights to the
latent factors associated with popular items and active users, and set higher regularization
weights on long tail items, that were rated/viewed/purchased by few users, and less active
users. The goal of this method is to enhance the MF-based models by utilizing more infor-
mation revealed by popular items and active users, and make conservative predictions on
long tail items and less active users. In the evaluation, we utilized the publicly available
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Popular Genres Among Genders (100K Dataset)
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Fig. 2. Histogram of the variables (rating, genre, and gender) in MovieLens (100K and
1M) and LDOS-CoMoDa datasets.

implementationﬂ provided by the authors, which integrates the proposed regularization
technique with the SVD, SVD++, and the NMF models. On the other hand, in order to

! https://github.com/ncu-dart/rdf



1356  Eyad Kannout et al.

demonstrate the efficiency of frequent pattern mining in RS, we build a baseline model in
a similar way to the FPRS strategies, yet the FP-growth algorithm was omitted. In order
to evaluate the item module of FPRS, we find the most popular (watched) genre for each
user. Then each new movie is recommended to all users whose favorite genre is the same
as the new movie’s.

5.3. Performance Comparison and Analysis

In order to provide a fair comparison, we use precision, recall, F;-score, and accuracy
measures to compare the performance of FPRS against two RSs, namely Baseline and
RDF, which are described in Section [5.2] After splitting the dataset into the training and
testing sets and training the baseline and FPRS recommendation systems, we run multiple
experiments to evaluate the item cold-start module.

In these experiments, we evaluated the item cold-start module in FPRS. We calculated
precision, recall, Fi, and accuracy measures for the results generated by Baseline, RDF,
and FPRS following all the strategies described in Section 4] The comparative summary
of this evaluation is shown in Tables 2] 3] and[4] The results show that the performance of
FPRS, using all strategies, is superior to Baseline and RDF solutions. However, the results
differ slightly between datasets.

For MovieLens 100K, all strategies reported similar recall. Regarding precision and
F measures, the most successful in dealing with new items in this data appeared to be
Strategy [2] which is based on both items’” and users’ characteristics. However, for the ap-
plications that do require high accuracy, it would be better to apply Strategy [3| which was
also superior in terms of recall, F}, and accuracy on the second dataset (i.e., MovieLens
IM). When it comes to the LDOS-CoMoDa dataset, we notice that Strategy [T]is the most
successful in terms of recall and F'; measures. Whereas, Strategy [2] achieved the highest
accuracy, while strategy [3|reported the best precision. When it comes to Baseline and RDF
models, they reported relatively similar F; scores. However, RDF outperformed Baseline
in terms of recall, while Baseline achieved higher accuracy than RDF.

It is important to emphasize that there is no absolute superior strategy, but the appro-
priate approach should be selected based on the application’s requirements. For example,
when we deal with small datasets, like LDOS-CoMoDa, it is recommended to use strate-
gies that keep enough records in the partitioned datasets to extract frequent itemsets. This
is observed while evaluating FPRS using the LDOS-CoMoDa dataset (cf. Table ). The
results show that Strategy [T} which splits the data only based on items’ features, is superior
in terms of recall and F measures.

However, selecting the appropriate evaluation measure plays an important role while
choosing the proper strategy. The precision measure is focusing on the number of correct
recommendations considering the mistakes made. On the other hand, the recall measure
does not take into account the mistakes made since it only considers the number of correct
recommendations made out of all positive predictions that could have been made (cf.
Equations[9]and[I0). According to the previous, the proper strategy can be selected relying
on the evaluation measure that best matches the target of our application.

Finally, all strategies were evaluated at the participation threshold value of 30% and
man_support value of 0.2 for MovieLens 1M and 100K. Regarding LDOS-CoMoDa, the
strategies were evaluated at the participation threshold value of 20% and min_support
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value of 0.07. The values of the thresholds are determined based on sensitivity analysis
experiments which we will be presented in Section [5.4]

Table 2. Evaluation for item cold-start (MovieLens 100Kk).

Strategy ||Precision Recall F1-score Accuracy

Baseline 0.38 0.3 0.32 0.59

RDF 0.35 0.51 041 0.48

Strategy 1| 0.69  0.64 0.66 0.75

Strategy 2|| 0.79 0.62  0.69 0.84

Strategy 3|| 0.67 0.63 0.63  0.86

Table 3. Evaluation for item cold-start (MovieLens 1M).

Strategy ||Precision Recall F1-score Accuracy

Baseline 0.49 0.43 0.43 0.64

RDF 0.34 0.52  0.39 0.51

Strategy 1 0.65 0.71  0.64 0.76

Strategy 2|| 0.64 0.73  0.66 0.83

Strategy 3 0.6 0.79  0.66 0.86

Table 4. Evaluation for item cold-start (LDOS-CoMoDa).

Strategy ||Precision Recall F1-score Accuracy

Baseline 0.02 0.21 0.10 0.73

RDF 0.07 0.59 0.13 0.42

Strategy 1| 0.36  0.62 0.40  0.81

Strategy 2|| 0.36 055 0.38  0.96

Strategy 3 0.4 0.21  0.26 0.86
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5.4. Thresholds Sensitivity Analysis

In the FPRS model, we use some threshold values, such as min_support and participation
percentage, in order to extract frequent itemsets and produce relevant recommendations
for new items. In this section, we conduct some experiments to show how changing those
values may impact the performance of FPRS. Moreover, the output of this experiment
helps to find the optimal values of these thresholds and hence to conduct fair and reliable
experiments.
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Fig.3. Sensitivity analysis for min_supp and participation percentage thresholds in
MovieLens (100k and 1M) and LDOS-CoMoDa.
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In the first experiment, we aim to find the optimal value of min_sup threshold by
evaluating FPRS (item cold-start module) using different min_sup values. Fig [3a] shows
how the F}-score of FPRS is impacted by applying different values for MovieLens 100K
data. Observably, the best min_supp values for all strategies used in FPRS (item cold-
start module) are between 0.1 and 0.2. A similar analysis, yet regarding MovieLens 1M
and LDOS-CoMoDa data, we may find in Figures [3b]and [3c|respectively.

In the second experiment, we search for the optimal value of the participation thresh-
old in FPRS (item cold-start module). Figures and [3f] show how the F}-score of
FPRS is impacted by applying different values for all investigated datasets. Observably,
the best participation threshold values for all strategies used in FPRS (item cold-start
module) are between 15% and 30% for MovieLens 1M and 100K data, and it is between
5% and 20% for LDOS-CoMoDa data. Finally, it is worth noting that when we run this
experiment, we use the optimal value of min_supp we found in the previous experiment.

6. Challenges, Limitations and Future Works

This section is dedicated to discussing the challenges we faced while evaluating FPRS
and suggesting the best practices to overcome the revealed limitations.

One of these challenges appears when we deal with small datasets. In such scenar-
ios, we might not be able to generate frequent patterns after splitting out the dataset.
To address this issue, we have to carefully select appropriate values for min_support
and participation percentage thresholds by analyzing the results of the experiments pre-
sented in Section[3.4

Another limitation that FPRS may suffer from is the lack of users’ and items’ charac-
teristics. For future research, we find it very promising to investigate further the applica-
tion of granular methods in this respect [19[21]]. Here, it would be advisable to incorpo-
rate the methods to improve the resilience of the FPRS framework to data discrepancies
or loss [23]]. The alternative approach could investigate the applicability of dimensionality
reduction methods, like PCA, in data modeling [|34].

In the future, we plan to investigate more algorithms for association rule and frequent
pattern mining, e.g., AprioriTID or Apriori Hybrid. It is also interesting to incorporate
more contextual information. We also plan to respond better to changes in users’ behavior
and preferences, addressing the possible drifts and shifts in data. One viable option is to
periodically update frequent itemsets based on recent changes in rating history. It would
also be of value to extend the users’ and items’ data representation by applying a more
advanced feature extraction to model the similarities among them more effectively [18|
241/84].

7. Conclusions

This article presents FPRS, a recommender system, which methodically utilizes the rat-
ings to discover frequent itemsets associated with selected users/items features and then
incorporates these frequent itemsets in generating recommendations for new items. Our
study evaluates multiple strategies for creating frequent itemsets to produce meaningful
and relevant recommendations. The presented pipeline also includes the clustering-based
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feature extraction phase, which aims at modeling similarities between investigated enti-
ties. This way, we not only extend the data representation but also increase their density,
allowing us to alleviate the omnipresent problem of too few interactions in historical data,
especially severe for new products or services.

To evaluate FPRS, we conducted experiments on MovieLens (100K and 1M) and
LDOS-CoMoDa datasets with the FP-growth algorithm to generate the frequent itemsets.
The experimental results show that FPRS has outperformed two state-of-the-art models,
designed to address the cold-start problem, in terms of precision, recall, F7, and accuracy
measures.
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Abstract. Online discussion forums are repositories of valuable information where
users interact and articulate their ideas and opinions, and share experiences about
numerous topics. These online discussion forums are internet-based online com-
munities where users can ask for help and find the solution to a problem. A new
user of online discussion forums becomes exhausted from reading the significant
number of irrelevant replies in a discussion. An automated discussion thread sum-
marizing system (DTS) is necessary to create a candid view of the entire discussion
of a query. Most of the previous approaches for automated DTS use the continu-
ous bag of words (CBOW) model as a sentence embedding tool, which is poor at
capturing the overall meaning of the sentence and is unable to grasp word depen-
dency. To overcome these limitations, we introduce the LSTM Auto-encoder as a
sentence embedding technique to improve the performance of DTS. The empiri-
cal result in the context of the proposed approach’s average precision, recall, and
F-measure with respect to ROGUE-1 and ROUGE-2 of two standard experimen-
tal datasets demonstrates the effectiveness and efficiency of the proposed approach
and outperforms the state-of-the-art CBOW model in sentence embedding tasks and
boost the performance of the automated DTS model.

Keywords: Sentence embedding, LSTM Auto-encoder, CBOW, Deep learning, Ma-
chine learning, NLP.

1. Introduction

Online discussion forums are web services where users can post a query about a specific
topic and provide an online environment for individuals to articulate their thoughts. These
online discussion forums are online communities where people with similar interests may
exchange ideas, points of view, and experiences on a variety of topics. Because of user in-
teraction and conversation, these forums become ideal archives of textual content. Online
discussion forums may be used for various purposes, including getting students to discuss
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the course subject before class and reflecting on readings or assignments they have com-
pleted outside of class. Most of the queries generate huge replies in the discussion, so a
new user becomes unable to scan all discussions and find the valuable and relevant text
content shared by the users[44]]. Some of the latest online discussion forums facilitate the
users’ finding their problem-relevant user discussions [13].

In our daily lives, we frequently engage in multidimensional conversations with each
other through blogs, online discussion forums, and online video meetings which gener-
ate an overwhelming amount of data and lead to information overload problems. The
overwhelming amount of data generated from online interaction sometimes leads to in-
formation overload problems. On online discussion forums, the users hurriedly reply to
the query, which may not always be relevant to the question. Extracting the relevant con-
tent from this growing raw text is a tough task for new users of the discussion forum
[27]]. This becomes stress-inducing and discourages the user’s perception of online dis-
cussion forums. To maintain problem-relevant user replies in an online discussion forum,
monitoring and filtering processes should be used. By using this process, new users will
be able to easily find relevant content in thread discussions. The authors in the literature
use numerous approaches to grasp the relevant and most valuable text content from this
massive amount of data. Some of the commonly used methods are user-phrase queries to
extract the most relevant text content from textual data [21], and an act-guided approach
for tweets summarization based on word-based and symbol-based features [43l], [42].

This study proposes an automated DTS model for online discussion forums that can
automatically extract query-relevant user replies. The proposed model is based on the
LSTM Auto-encoder techniques which is a deep learning architecture for sentence em-
bedding to transform the sentences of the discussion replies into feature space for the
extraction of the most relevant and significant text content using different similarity mea-
sures between the query and replies of the discussion. By using this automated model,
users of online discussion forums can easily grasp the idea of the entire discussion by
generating a candid view of the entire discussion.

The proposed technique for sentence embedding is a novel approach for embedding
replies to sentences in online discussion forums. In literature, the CBOW model has been
a widely used technique for sentence embedding in the field of natural language process-
ing (NLP) for text summarizing tasks that have multiple flows for sentence embedding.
This model considers only the surrounding words and ignores the structure and order of
the words in the sentence. The CBOW model is also sensitive to the frequency of words,
in which case common words have a high impact on sentence embedding. For the vector
representation of a sentence, this model uses the average word vector approach, which
disregards the word order in the long sequence of words [1]. We used the LSTM Auto-
encoder in our model, which has the capability to remember patterns in long sequences
of input. The model is fully generic and can be used for the summarizing of thread dis-
cussion of any English-based online discussion forum. The rest of the paper is organized
as follows.

In Section 2, we review the previous state-of-the-art approaches for text summariza-
tion, which include numerous techniques related to text summarization, extractive and
abstractive summarization approaches, and applications of discussion thread summariza-
tion. section 3 consists of the most important part of this study. The purpose of this section
is to describe a novel approach to thread discussion summarization using the LSTM auto-
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encoder technique for automated summarization of thread discussion of online discussion
forums. Section 4 elaborates on the outcomes, discusses the procedure that was suggested,
and compares it with the most effective technique for the task of embedding sentences,
section 5 describes the conclusion and future work of the study.

2. Literature Review

As an integral part of Natural Language Processing, text summarization has a wide range
of applications, including news summarization, email thread summarization, social media
content summarization, and thread discussion summarization of online discussion forums.
There are two main approaches to text summarization which are extractive and abstrac-
tive summarization. In extractive summarization, the most significant textual chunks are
extracted from the source text and merged in an extractive summary to reflect the core
concept and flow of the original text. Abstractive summarization is a more complex and
critical task that paraphrases the original text in a new version which can reflect the main
clue of the original text. Based on the source documents, Text summarization is further
divided into two classes which are multi-document and single-document summarization.

The extractive summarization approach for text summarization has various applica-
tions. The authors in the literature employ various techniques for the extraction of relevant
text chunks. For an extractive summary generation, the text needs to be classified in order
to identify and extract the relevant chunks. In the classification technique, similar textual
units are classified in the same clusters independent of their significance in textual data
[[LS]]. For document categorization in some studies, the textual units are treated as typical
sentences [[17]], in meeting conversations summarization the units are usually utterances
[201], [26]], and in the case of DTS, the units treat as a reply sentence [32],[31]]. In the next
step, various ranking methods are used to identify the importance of each textual chunk
and assign a salience score to each textual chunk to arrange all in decreasing order based
on their score. The textual chunks with a high score are considered to be the most sig-
nificant. Based on a specific threshold or predefined cutoff, the significant textual chunks
are extracted for the final summary. Cue dictionary techniques introduced in which the
significance chunks of text are computed based on the presence or absence in the cue dic-
tionary [23], In the title method, the weight of the sentences is computed based on the sum
of all the text appearing in the title of the heading of source documents. For the extraction
of relevant content from text [37] uses ontology and TF-IDF concept-based clustering
approach for extractive summarization, similarly [38]] uses numerous text mining tech-
niques to create an extractive summary of the patent record. The TF-IDF and machine
learning-based techniques are also used for the extraction [7].

One of the most critical parts of the extractive summarization process is to keep both
coherence and consistency of the previously chosen textual units in the newly created ver-
sion of the original text [6]], [24]. Some feature-based summarization methods such as cue
phrases and sentence locations are proposed to identify the relevant sentences for a final
summary generation [39]]. A combined TF-IDF and ontology tree structure techniques in-
troduce for the extraction of keywords which is used for the selection of salient textual
units from source text documents. after extraction and selection of keywords, a clustering
technique is applied to cluster salient sentences to extract the relevant text chunks from a
condensed text [[14]. Search engine-based techniques are proposed on an extended query
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using the WordNet database to find the relevant web pages and on the bases of relevant
keywords, the relevant identified sentences are extracted for final summarization [11]].

Recently Graph-based approaches have been proposed for extractive summarization.
Graph-based approaches are used as a PageRank (PR) algorithm [28] to rank the different
textual units in sentences or passages. In graph-based approaches a sentence is represented
as a node in a graph, if this node has a certain relation in a graph then it is more salient
for the final summary [3].

Due to the advent of deep learning in the field of NLP, extractive summarization has
become an exciting field of research. using deep learning for text-processing jobs, the
performance of various machine learning methods improved. Recent research studies
proposed many deep learning techniques for extractive summarization such as Query-
oriented based extractive summarization proposed using the deep auto-encoder (AE) to
compute the feature space from the input of term-frequency (TF) based on two vocabu-
laries [41]. Similarly, [38] uses Tree Augmented NBN (TAN) variance of Bayesian net-
work to generate extractive summarization of patent record. Sequence-to-sequence auto-
encoder for extractive summarization is also used for long and noisy social media text
content [18]], Multi-document extractive text summarization approach is proposed which
uses an auto-encoder neural network to compare the scoring and performance of multiple
documents [30].

In this study, we use LSTM Auto-encoder for sentence embedding and an extractive
approach for DTS, similar to the one suggested by [30]], which is based on recurrent
neural network architecture. The proposed LSTM Auto-encoder of this study is also a
deep learning architecture that is mostly used as embedding techniques for image data but
recent research studies prove that it is also a powerful tool for text data [[1]]. LSTM auto-
encoder consists of two parts which are Encoder and Decoder. The input sequence is read
by the encoder which encodes the entire input sequence into an internal representation.
The second part decoder reads the internal representation of the encoder and generates
the output sequence.

2.1. Preliminary study

LSTM Auto-Encoder as a sentence embedding: The sentence embedding vector can
be obtained by using the average word vector in a sentence. Similarly, we can obtain the
paragraph vector by calculating the average sentence vectors in a paragraph. The average
vector technique is inefficient in capturing the semantic information in sentences. To ob-
tain the rich embedding vector of the sentence we used LSTM Auto-encoder to grasp the
semantic relation between words in a sequence of input using the recurrent neural network
architecture for the DTS model.

Auto Encoder: Previous approaches for automated DTS use different embedding tech-
niques. One of the most common techniques is the Continues Bag of Words (CBOW)
model [13]]. All these embedding techniques are based on the distributional hypothesis
in which the similarity of words is based on their contextual representation in the sen-
tence [1l]. With the emergence of deep neural networks in the field of Natural language
processing, neural word embedding received a lot of attention [2]. Many research studies
prove that the neural word embedding technique is a powerful tool for understanding the
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semantic relation between words such as dynamic convolutional neural network (DCNN)
for sentence embedding tasks to extract the most active feature from sentences [33]]. This
model allowed extracting the most active features in the sentences independently of their
location. The authors of [36] build a general-purpose sentence encoder for multiple objec-
tives which are classification of text, machine transition, parse tree generation, and skip-
thought tasks. The proposed model is trained by several data sources on over 100 million
sentences with multiple training objectives. In [3]] the authors proposed a recursive auto-
encoder (RAE) based on unfolding objectives for the similarity of two sentences. In [8]
the authors proposed an auto-encoder model which can denoise the sentence by deleting
words and changing the positions of words in a sentence where the decoder is used to
reconstruct the original sentence by swapping bi-grams. In [25] the authors introduce a
neural topic model to capture the global semantic meaning of the document and integrate
that model with an automatic text summarization model. [12] Proposed a hierarchical
encoder-decoder model for DTS which is pre-trained on synthetic interleaved text. This
approach aims to overcome the limitation of the traditional thread discussion summariza-
tion system.

Long Short-Term Memory (LSTM): LSTM is another variant of recurrent neural net-
works. An LSTM-based neural network is better than traditional neural networks due
to its memory. The traditional neural network is not virtuous at memorizing short-term
patterns and also suffers from vanishing gradient problems [19]. The LSTM improves
the performance of the traditional neural network in these problems. Numerous studies
use LSTM in many natural language processing tasks such as a combined model based
on word embedding using LSTM for semantic similarity in text classification tasks [40].
LSTM-based sentence encoder that is trained by an annotated training corpus to capture
the useful feature from sentences and use these features for text classification tasks [35]].
LSTM-CNN proposed by [34] for extractive summarization to construct new sentences
by exploring semantic phrases of text. A multilayered attentional peephole convolutional
long short-term memory (LSTM) for extractive text summarization task [29]]. The model
is based on an attentional mechanism that gives weight to the most significant parts of
the text. Attention-based bidirectional LSTM is used which is also known as BiLSTM
for text generation to enhance the correlation between generated text and the source text
[LO]. This model is also able to eliminate repeated words and solves out-of-vocabulary
word problems. The use of LSTM in Auto-encoder is demonstrated in Fig. || improves
the performance of automated thread discussion summarization. Text processing tasks
are highly dependent on the representation of the text in the feature space. Most of the
machine learning or deep learning algorithm performs better using efficient embedding
techniques [22].

Text quality features: Text features refer to words or groups of words in a text which
help to understand the core idea of the text. In text processing, text features play very
important roles. Some of the most common text features are as follows:

Semantic distance between texts: Word Mover’s Distance (WMD) is the most com-
monly used technique for semantic distance calculation between text documents. This
technique is used to find the minimum cumulative distance between two text documents
in multi-dimensional space.
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Fig. 1. LSTM Auto-encoder based sentence embedding

Sem.Distance = WMD (text A, text B) (1)

Cosine similarity between texts: Cosine similarity is the process of finding the similar-
ity between the inner product of the vectors of two texts. It calculates the angle between
the vectors of the text documents. In Python, cosine similarity can be calculated using the
following formula.

Cosin.Sim=Cosine_Sim(text A,text B) 2)

Unique word count: Unique words are unrepeated words in the text which are consid-
ered text features in text processing. It can be found by counting the unique words minus
the repeated words in a sentence or text. In Python, the following formula can be used to
count the unique words.

Unige _Word=Unique_words(text) 3)

Common overlapping words in texts: overlapping words are those words that have a
common semantic characteristic. These words can be found by using Jaccard similarity
in Python using the following formula which finds the similarity of asymmetric binary
vectors of text A and B.

Com_words=Jaccard_Sim (text A, text B) 4)

Length of texts: text length is another feature of text in which the length of two texts
or two sentences is used as a common feature. In python the following formula can be
used to find the length of a text.

No. ds in a text
Text length — 0. of words in a tex )
Max length of text

Number of Nouns and Verbs in a text: In this technique, the number of nouns and
verbs are considered as text features. In python, the following formula is used to find the
number of nouns and verbs in texts.

No. of verbs and nouns

6
Text length ©)

Noun_verb =
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3. Methodology

In this section, we discuss the proposed methodology to summarize the discussions of
online discussion forums using an automated discussion thread summarization model.
The order of the steps is shown in the methodology framework Fig.[2]and the description
of each step is given below.

Datasets

v

Data Pre-processing Sentence Embedding
‘ Segmentation ‘ ‘ Tokenization Fixed Length
> mput || || -3 ed Len
Senthces > > Output Vectors
Stop Words Word Stemming
Removing
LSTM Auto-Encoder
W
Feature Clustering
Final Extractive < Ranking of Reply Extraction
Summary Generation Sentences <] 8 Features < Fuzzy
Extracted C-Means

Fig. 2. Methodology Framework

3.1. Datasets

In this study, we used two standard discussion forum datasets: Ubuntu datasets generated
by Ubuntu Online discussion forums and NYC datasets obtained from the TripAdvisor
discussion forum. The Ubuntu dataset contains 756 user conversations. Similarly, the NYC
dataset has 788 user conversations. for evaluation of the proposed methodology, the query
of each thread is referred to as the initial posts and the replies to the query are called the
candidate answers.

3.2. Data preprocessing

The preparation of data is the first step for any machine-learning task. To prepare data for
our machine learning algorithm, we performed the following four types of text prepro-
cessing tasks.

1. Sentence segmentation: This is the process of splitting lengthy text into small chunks
or sentences. Sentence boundaries are the points where a text sequence is split into
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sentences. We have used signs of interrogation (?), exclamation (!), and full stop (.)
as sentence boundaries to segment the text.

2. Tokenization: After segmenting the text into sentences, word tokenization is per-
formed. Different techniques have been applied to split the sentence into tokens of
words such as the white space technique, we have divided the reply sentences into to-
kens of words using the widely used tools for text processing which is (NLTK) library
of Python.

3. Removing stop words: Stop words such as “the”, “an”, “a”, “is”, “all”, etc. are not
significant words. These words are used frequently in the text and cannot be identified
as having any particular value, hence they are not taken into account in our feature-
embedded space. To reduce noise and prepare the text for the machine learning model
to be applied, these words need to be removed.

4. Word stemming: It is the process in which each word is derived into its base or root
word. The word-stemming process aims to help the algorithm to catch the word sim-
ilarity in embedding. An example of word-stemming is to convert the stem words
‘playing’, ‘played’, ‘plays’ to its root word which is ‘play’. In this process, we used
the Porter stemmer to get the stems of the words.

3.3. Embedding of reply sentences

Word embedding is the building block of sentence embedding that transforms the distinct
words into a single vector of 1s and Os. This type of embedding is known as one-hot
encoding and is completely dependent upon the corpus. In the vector of this embedding
technique, 1’s indicates the presence of a word and 0’s represents the absence of a word in
the corpus. In this approach, we cannot capture any semantic information in a sentence.

Sentence embedding is the extension of word embedding where the entire variable-
length sentence is converted into a fixed numerical vector. One of the simplest ways of
converting a variable-length sentence into a fixed-length vector is to encode all the words
of the sentence into vectors and then take the average of all these word vectors in a single
numerical vector. This average word vector approach is followed by Word2vec models,
which is not sufficient for capturing various semantic information, such as word ordering
information and other semantic relation between the words. In textual data Transformation
tasks, most of the previous approaches used averaging vector concepts [13] or weighted
representation of text using TF-IDF [14]. In the literature, the word2vect is used in two
versions: the CBOW model and the skip-gram model. The CBOW approach predicts the
word using the surrounding context while the skip-gram model is the inverse of CBOW
which uses the distributed representation of the input word and predicts the context. to
capture the semantic information of a sentence, word2vect model embedding is unsuitable
as they provide semantic information only in a limited context.

LSTM Auto-encoder is a recurrent neural network architecture demonstrated in Fig.
With the help of using LSTM, Auto-encoder can memorize the previous sequence of
words and can capture word order dependency and other semantic information in a long
sequence of words and produce a rich embedding vector of a sentence. We used LSTM
encoder and decoder models and a combined model for the sentence embedding process.
The first encoder model takes the tokenized sequence and embeds it into dense vectors
of fixed length. the embedded vectors are then fed into an LSTM encoder layer with 128
units to learn the encoding of the input sequence into a fixed-length vector representation.
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Fixed Length
Embedding Vectors

Tokenized

Sentences

Encoder Decoder Combined
LSTM layer LSTM layer Model

Fig. 3. LSTM Auto-encoder based sentence embedding.

In the second step, the decoder model takes the fixed length vector from the encoder model
and generates the output sequence. the decoder model also has an LSTM layer with 128
units, followed by a dense output layer that produces a probability distribution over the
output tokens. the last model is the combined model which integrates the encoder and
decoder models. The purpose of the combined model is to learn the fixed-length vector
representation of the input sequence and minimize the loss. we trained our model for /0
epochs. during training the model learn to generate a fixed-length vector representation of
the input sequence.

The proposed study also uses the CBOW model for the assessment of the proposed
sentence embedding technique. Both LSTM Auto-encoder and CBOW models are applied
on both datasets for sentence embedding tasks. After applying embedding approaches,
three clustering techniques are applied respectively on each dataset which is briefly de-
scribed below.

34. C(lustering

In thread discussions of online discussion forums, different users participate and share
opinions about the topic. The initial question or query received mostly semantic similar
replies. For extraction of the most relevant user replies to the initial question, similar
replies must be clustered together to extract the most relevant replies from the discussion.
In clustering, the most similar text chunks are clustered together is the crucial phase of
clustering, from which Nemours scoring procedures are used to retrieve largely pertinent
replies. Clustering has two types which are hard clustering and soft clustering. In hard
clustering, each data point belongs to only one cluster, and in the soft clustering approach,
the data point may belong to many clusters. In soft clustering, a similarity score is used
which is also known as the membership score of each data point which designates the
significance of the data points towards the cluster centroid which is an average vector of
all the clustered sentence vectors.

In the proposed methodology we used three clustering techniques to cluster the re-
ply sentences which are K-means, K-medoid, and FCM. Out of these three techniques,
FCM outperforms other clustering techniques with LSTM Auto-encoder-based sentence
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embedding vectors. FCM is a soft clustering technique that assigns a likelihood score to
each reply sentence [4]. The way FCM works Initially, a sentence may belong to more
than one cluster which converges to only one cluster after FCM iterations. The iterations
use a step-wise approach to converge a sentence to only one cluster. These steps recalcu-
late the centroid of the cluster and the membership score of the reply sentence [9].

Fuzzy C-means Convergence

1. Selected the number of clusters K = 10
2. Initially random values are assigned to each sentence which shows the probability of
a sentence to clusters where pi is the point and k is the cluster (pi, k).

Zpiek Pz * P(/’Lk|PZ)b
> opick (k] Pi)®

3. After random initialization, iteratively cluster centroid and membership score are re-
calculated until the convergence.

4. The iteration will be continued until convergence or until the user-specified limit of
iteration.

pe(n +1) = @)

After the clustering process, we extracted only a single sentence from each cluster
based on a certain score assigned to each sentence in the cluster using the quality text
features scoring technique which is discussed in the next step.

3.5. Quality text features extraction

In the extractive text summarization process mostly text features are used as a scoring
technique. The purpose of text feature extraction is to identify the salient sentence in
the user reply sentences based on the assigned text feature score. Based on these quality
features each sentence is scored in all clusters. A high score for the sentence indicates
that the particular sentence has all the quality features and it is the most relevant one to
the query of the discussion. In this work, eight different types of quality text features are
extracted. The feature values for each reply sentence are normalized between zero and
one which are further described below.

1. Semantic distance between thread reply and thread centroid: Semantic distance means
the semantic difference between replies and thread centroid. TF-IDF is used to calcu-
late the thread centroid. The thread centroid is the centre point of all replies to thread
discussions. After the mapping of the thread centroid vector, word mover distance
(WMD) is used to calculate the semantic distance between the reply sentence vector
and the thread centroid vector in each thread discussion. In this process, the distance
between the thread reply and the thread centroid is calculated. This technique extracts
the most important and unique terms/words in a thread which is also known as the
features of that thread discussion.

2. Cosine similarity between reply sentences and thread centroid: In cosine similarity,
the cosine angle is calculated between the reply sentence vector and the thread cen-
troid vector. Cosine similarity is a multi-dimensional space technique used for the
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measurement of the similarity between two vectors. The purpose of this step of fea-
ture extraction is to capture the cosine similarity between reply sentence vectors and
thread centroid vectors as text features.

3. Unique word count in a reply sentence: In this step of feature extraction, the unique
word in each reply sentence is counted. This unique word played a very important role
as a feature of the reply sentence. A reply sentence is considered for a final summary
generation if it contains unique words.

4. Common or overlapping words between thread reply and initial post: Common or
overlapping words are those words that share common semantic characteristics. In
this step of feature extraction, the overlapping word between the reply sentence and
the initial post is extracted. This task is performed using Jaccard similarity which is
used for the similarity of asymmetric binary vectors of thread reply sentences and
initial posts or queries.

5. Semantic Distance between thread reply sentence and thread title: Semantic similar-
ity is also an important feature of extractive summarization. In this step, the semantic
similarity between the reply sentence of a discussion and the thread title is calculated.
For this purpose, the word mover distance (WMD) is used to calculate the semantic
distance between reply sentences and thread titles.

6. Semantic Distance between thread reply sentences and initial post: A reply sentence
is considered to be salient for the final summary if it has semantic similarity with
the initial post. Word mover distance (WMD) is used for the calculation of semantic
distance between thread reply sentences and initial posts.

7. Length of reply sentence: Reply sentence length means the number of words in a
sentence. In this step, the number of words in each sentence is counted as a feature of
a reply sentence to a discussion.

8. Number of Nouns and Verbs in a reply sentence: In this step, the number of verbs
and nouns in a thread reply sentence is counted. The number of verbs and nouns
considered is a feature of thread reply sentences.

3.6. Ranking of Reply Sentences

In this phase, a ranking score is assigned to each reply sentence in each cluster. This score
indicates the salient sentences for extraction from thread discussions and helps to elim-
inate irrelevant replies for the final summary generation. In the previous step, different
quality text features were extracted from reply sentences. In the ranking process, the ex-
tracted features are used as a scoring technique for each sentence. A sentence that has a
high score is considered to be a salient sentence for a final summary of the thread dis-
cussion. According to the extracted features, if a sentence has all these features, it will
be more analogous to the asked query. Based on eight quality text features, each sentence
is represented as an eight-dimensional vector that specifies the significance of a sentence
based on a certain distance from centroid vectors of the cluster. To score each sentence,
the text features score is calculated for each reply sentence in each cluster. After individ-
ual calculation, all features are summed up to score each reply in clusters. The summation
function of features is as follows;

8
Score(sentence) = Z reply_senty, (8)
k=1
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Where Score(sentence) indicates the overall score of reply sentences and reply_sent
represents the features score of each reply sentence. After the calculation of feature scores,
each sentence in each cluster is ranked based on this feature score. As in the previous
section of clustering, the number of clusters is 10. In the next step, only a single sentence
is extracted based on these features.

3.7. Summary Generation

The most important part of extractive summarization is to take the most relevant sentence
from the source text and place it in order to maintain the overall concept and fluency of
the paragraph. Numerous techniques are used in the literature for extraction to obtain rel-
evant replies for the final summary which are discussed in the literature review section.
To extract the most relevant replies to the initial post, we proposed eight different types of
text features in this study. Before extraction of relevant replies from discussions all dis-
cussion replies are clustered in 10 clusters using FCM clustering algorithms. The purpose
of clustering is to group similar sentences and apply text feature extraction techniques to
identify the most relevant replies for extraction. based on these features, only high-ranked
sentences are extracted for a final summary generation.

4. Result and Discussion

In this section, we elaborate on the effectiveness of our proposed sentence embedding
technique and compare it with the state-of-the-art CBOW embedding model in the con-
text of two standard discussion forums Ubuntu and TripAdvisor datasets. The average
recall, precision, and F-measure obtained with ROUGE-N (N = 1, 2) [16] are used to
compare the effectiveness of our proposed sentence embedding technique with the alter-
native CBOW embedding model. The empirical result of ROUGE-1 using two discussion
forums datasets shown in Tables [T]and 2] illustrates the performance of the proposed sen-
tence embedding technique in comparison of FCM, K-Medoid and K-means clustering
algorithms the FCM outperform other clustering algorithms using the proposed sentence
embedding technique.

Table 1. ROUGE-1 of NYC dataset based using both LSTM Auto-encoder and CBOW
embedding models

Average Metrics  Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 24.80 25.70
FCM 39.43 26.95
Kmeans 26.78 21.45
Recall Kmediod 34.27 35.33
FCM 40.60 24.46
Kmeans 36.58 26.79
F measure Kmediod 28.25 29.32
FCM 39.86 24.39

Kmeans 30.33 23.14
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Table 2. ROUGE-1 of Ubuntu dataset based on both LSTM Auto-encoder and CBOW
embedding models

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 34.92 35.86
FCM 37.11 31.09
Kmeans 36.20 33.10
Recall Kmediod 36.79 37.63
FCM 39.33 29.73
Kmeans 38.88 35.28
F measure Kmediod 35.63 36.53
FCM 38.08 29.79
Kmeans 37.10 33.94

It is clear from the figures 4] and [3] in the context of average precision, recall, and
F-measure of ROUGE-1 using two standard datasets, the proposed sentence embedding
technique outperforms the CBOW embedding model in terms of average precision, recall
and F-measure.

W ISTM Auto-encoder [ CBOW

Fig. 4. ROUGE-2 of LSTM Auto-encoder and CBOW model using NYC dataset.

Referring to the ROUGE-2 result presented in Table [3] and ] The proposed sentence
embedding technique performs better than the CBOW embedding model. In comparison
to the three clustering algorithms FCM, K-Mediod and K-means, in terms of two standard
discussion forums datasets FCM offered better outcomes for summarization using the
embedding vectors of the proposed sentence embedding technique.

In the context of average precision, recall and F-measure of ROUGE-2, illustrated in
the figure [§and[7} the proposed sentence embedding technique outperforms the CBOW
embedding models in sentence embedding tasks for text summarization. Using the pro-
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100

W LSTMAuto-encoder [ CBOW

Precision Recall F-measure

Fig. 5. ROUGE-2 of LSTM Auto-encoder and CBOW model using Ubuntu dataset.

Table 3. ROUGE-2 of NYC dataset based on both LSTM Auto-encoder and CBOW em-

bedding models

Average Metrics  Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 5.14 6.79
FCM 16.87 8.31
Kmeans 7.47 3.68

Recall Kmediod 7.81 10.04
FCM 17.59 6.81
Kmeans 10.73 5.29

F measure Kmediod 6.05 7.93
FCM 17.14 7.12
Kmeans 8.60 4.13

Table 4. ROUGE-2 of Ubuntu dataset based on both LSTM Auto-encoder and CBOW

embedding models

Average Metrics  Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 11.27 13.98
FCM 15.33 8.50
Kmeans 14.74 12.41

Recall Kmediod 11.65 14.49
FCM 16.63 8.52
Kmeans 16.38 12.60

F measure Kmediod 11.44 14.19
FCM 15.89 8.27
Kmeans 15.32 12.47

posed sentence embedding technique, the results of the experiment indicate that the auto-
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mated summarization model performs better on a dataset taken from Ubuntu discussion
forums as well as a dataset taken from NYC discussion forums when assessed.

[ I5TM Auto-encoder [l CBOW

Fig. 6. ROUGE-1 of LSTM Auto-encoder and CBOW model using Ubuntu dataset.

W ISTM Auto-encoder [l CBOW

Precision F-measure

Fig.7. ROUGE-1 of LSTM Auto-encoder and CBOW model using NYC dataset.
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4.1. Comparison

By comparing our proposed technique with the state-of-the-art CBOW model which uses
the average word vector technique for sentence embedding. The empirical result given in
Table[5]and graphical visualization in Figure [§] proved that our proposed sentence embed-
ding technique performs better than the CBOW approach with FCM clustering.

Table 5. Comparison with state of the art approach [13]

Average Metrics Algorithms LSTM Auto-encoder CBOW model

Precision Kmediod 24.8 34.68
FCM 39.43 28.2

Recall Kmediod 34.27 39.83
FCM 40.6 28.31

F measure Kmediod 28.25 36.03
FCM 39.86 27.46

B Proposedtechniqgue [ State ofthe arttechnigue
40

30

20

Kmediod

Fig. 8. Comparison with state of the art approach

5. Threat to Validity

Selection bias: The proposed LSTM auto-encoder method was examined on only two
standard datasets, which may not be typical of all conceivable datasets.

Generalizability: The study only evaluated the proposed approach on DTS tasks, and
it is unclear whether the proposed approach would perform similarly on other NLP tasks
or in different domains. Therefore, the generalizability of the proposed approach to other
tasks or domains is uncertain.
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Evaluation metric bias: The proposed method was evaluated using the ROUGE-1
and ROUGE-2 assessment metrics. Although these measures are commonly employed in
text summarization tasks, they may not capture all aspects of summary quality, and alter-
native metrics may provide a different view of the performance of the proposed method.

6. Conclusion and Future Work

Thread discussion summarization is a challenging task in the field of NLP. The recent
trend of deep learning-based natural language processing has proposed new techniques
that attract the researchers’ attention. This study introduces a deep learning-based sen-
tence embedding approach using a recurrent neural network architecture to boost the per-
formance of automated DTS. The state-of-the-art CBOW model is an inefficient approach
for sentence embedding and is unable to capture semantic information of the overall sen-
tence due to its commutative calculation of embedding vectors. To overcome the lim-
itations of the CBOW model in DTS, this study proposed an LSTM Auto-encoder for
efficient sentence representation in embedding space. The proposed methodology is eval-
uated on two standard datasets and compares both the CBOW model and LSTM Auto-
encoder in sentence embedding tasks. In the context of precision, recall, and F-measure,
the empirical results prove that the LSTM Auto-encoder improves the performance of the
DTS model concerning both ROUGE-1 and ROUGE-2 evaluation metrics.

In the future, we plan to modify and apply our proposed methodology to the non-
English online discussion forums dataset. Deep learning-based clustering approaches will
also be considered to further enhance the performance of the proposed methodology. Fur-
thermore, we plan to extend our proposed approach for the abstractive summarization
tasks and also intend to compare our novel sentence embedding technique with other re-
cently introduced neural sentence embedding techniques [2].
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Abstract. Personalized training systems and augmented reality are two of the
most promising educational technologies since they could enhance engineering
students’ spatial ability. Prior research has examined the benefits of the
integration of augmented reality in increasing students’ motivation and enhancing
their spatial skills. However, based on the review of the literature, current training
systems do not provide adaptivity to students’ individual needs. In view of the
above, this paper presents a novel adaptive augmented reality training system,
which teaches the knowledge domain of technical drawing. The novelty of the
proposed system is that it proposes using fuzzy sets to represent the students’
knowledge levels more accurately in the adaptive augmented reality training
system. The system determines the amount and the level of difficulty of the
learning activities delivered to the students, based on their progress. The main
contribution of the system is that it is student-centered, providing the students
with an adaptive training experience. The evaluation of the system took place
during the 2021-22 and 2022-23 winter semesters, and the results are very
promising.

Keywords: Fuzzy logic, augmented reality, spatial ability, adaptive training,
personalized system.

1. Introduction

All technologically enhanced realities fall under the broad concept of Extended Reality
(XR), which combines the experiences of augmented reality (AR), virtual reality (VR),
and mixed reality (MR) [1]. To improve this experience, AR overlays virtual content on
top of the already existing real-world environment [2]. Contrarily, VR immerses viewers
in an entirely new environment that is often developed and rendered by computers [3].
Finally, MR is a user environment that combines digital content and physical reality in a
manner that makes it possible for users to interact with both real-world and virtual
objects [4].

A user's perspective of the real world is altered through AR technology [2], [5].
Digital input, such as visual components, are used to create an improved version of the
real world, which is delivered through technology. User-friendly AR applications offer a
straightforward and enjoyable form of human-computer interaction. AR has been used
into a wide range of industries, and it has especially great potential in educational
settings, more particularly, in the training of engineers [6].
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In order to improve engineering students' design skills, it is essential for engineering
education to enhance students' spatial ability [7]-[9]. Numerous studies have
investigated how using AR technology might support students become more efficient at
technical drawings and develop their spatial skills, both of which are important for their
academic work and potential professions [10]-[13]. Even though many researchers have
explored the integration of AR in spatial ability training, no study has specifically
developed a personalized AR spatial ability training system, which takes the student
profile into account [14].

For greater educational outcomes, a training system should, nevertheless, be
adaptable to the various students’ individual needs. As a teacher would do in an in-
person approach in a real classroom, the training system should also be able to
periodically change the teaching technique and instructional approach in light of the
student’s needs. As a result, designing an adaptive learning system that satisfies the
demands of the students might be challenging, since each student has unique learning
needs and preferences [15].

Fuzzy logic developed by [16] can help with this challenge, as it is able to deal with
ambiguity and inaccurate data. Knowledge level, in particular, is a concept that cannot
be described as a variable that accepts distinct values, since learning is a complex
process. In order to better accurately depict the learner's knowledge level, fuzzy sets and
fuzzy logic may be employed. Since fuzzy logic techniques can deal with the uncertainty
in data concerning students’ cognitive state and behavior, they can be utilized to enhance
the effectiveness of training systems.

The primary goal of the research, as stated in this paper, is to propose a spatial ability
training system that helps students in learning technical drawing. The system
incorporates every knowledge domain found in a conventional course curriculum. Our
research is innovative in that it combines adaptive learning strategies with learning
theory to offer students individualized learning activities within the context of spatial
ability training, utilizing augmented reality.

Fuzzy sets are used each time to represent the knowledge level of the students. The
assignments and training flow are then determined by the system. The training system
specifically considers the student's progress, each time it has to select which learning
activities need to be dynamically supplied to the student.

Particularly, the training system determines the length and complexity of the video
tutorials that constitute each chapter, which in turn determines the quantity and difficulty
of the learning activities and the evaluation questions. As a result, the student receives
more personalized training using fuzzy logic techniques, which select the questions to be
delivered to the student in the training’s upcoming evaluation questions, based on the
test results as input. In addition, the student receives a more individualized training
experience due to AR characteristics which are dynamically shown in accordance with
the student’s progress and requirements.

The paper’s contribution is as follows:

e Contribution to intelligent tutoring systems: The use of fuzzy logic and the
Mamdani inference system allows for the incorporation of imprecise and
uncertain information in decision-making, which can lead to more accurate and
personalized feedback for the learners. The use of fuzzy weights further allows
for the weighting of different factors in the decision-making process, depending
on their relative importance. Together, these techniques enable PARSAT to
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provide personalized support for learners based on their individual needs and
progress.

e Contribution to domain knowledge model: The integration of educational
taxonomies, augmented reality technology, and intelligent tutoring systems can help
to create a more engaging and effective learning environment for students.

e Contribution to student modeling: The integration of fuzzy logic and AR
technology offers a promising avenue for developing personalized training systems
in the domain of spatial skills training.

e Contribution to electronic assessment: The study does contribute to the collection
of data on student performance during the training session. The proposed system
collects information on the number of errors made by students during assessment
tasks, which is an important metric for evaluating performance and providing
personalized feedback. By tracking this data and using it to adjust the difficulty and
amount of learning activities, the system can provide a more tailored and effective
training experience for engineering students [17].

The structure of this paper is as follows. The literature review, regarding AR and
adaptivity, is examined in Section 2. The description of the training system is presented
in Section 3. The enhancement of the domain knowledge using taxonomy is discussed in
Section 4. The modeling of students’ knowledge through fuzzy logic is presented in
Section 5. Experimental results obtained from training and the outcome of the system’s
evaluation are presented in Section 6. Finally, in Section 7, the work is concluded and
continues with restrictions and future work.

The present paper is an extended and revised version of our preliminary conference
paper that was presented in [18]. This paper significantly expands the evaluation of the
proposed adaptive AR training system.

2. Literature Review

Various studies have been conducted examining the use of AR technology in domains
such as education [19], [20], healthcare [21], [22], tourism [23], [24], culture [25],
marketing [26], [27], industry [28], [29], all of which highlighted the impact that AR
technology had. Their main objective is to keep users motivated and interested in the
subject by providing them a pleasant experience. An AR application, called adaptive
AR, offers useful and effective real-time information based on the user's specific
features, interests, and context [30].

In [31] the authors introduced the concept of plasticity of augmentations and defined
it as the ability of human-computer interaction (HCI) interface to fit the context of use
defined by the user, the environment and the platform. The study evaluated adaptive AR
by taking into consideration the size of augmentations, the illumination level of the
scene, and the ambient noise. More specific, the system modifies the scale of the
augmented object based on distance, adjusts the scene's luminosity to match ambient
lighting, and levels the sound based on background noise.

In [32] the authors recognized adaptive behavior as the main challenge in developing
AR systems, especially in the case of systems which provide information to the end
users. The authors presented the trend inside the research community to develop
techniques for better adaptation of the form and size of information that will be
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delivered to the users. Such systems have numerous challenges in identifying the user's
behavior, determining in real-time what kind of adaptation to perform, so that it
continuously adapts the AR content to the user's interest.

In [33] a user interface (Ul) was presented, based on AR with head-mounted display
(HMD), for increasing situational awareness during critical operations and improve
human efficacy. The interface allowed the user to control a swarm of drones in order to
explore the outside world, by presenting information in a virtual environment using 2D
and 3D widgets. The research findings indicate that AR has the potential to increase
human productivity and the success of mission-critical tasks.

In [34] the authors address how adaptation in AR could enable 3D objects to have
their contrast adjusted to the degree of the ambient lighting of the environment. Now
that mobile phones have sensors built in, mobile AR can become more adaptive, taking
advantage of their built-in sensor modules which can be used to gather information
about the user, the surrounding, and the device.

Explicit modalities, according to [35], are techniques that allow the system to receive
input from users through gesture, speech, and touch. Information about changes at the
environment (such as temperature, noise, and light) and changes at the device (such as
orientation) are known as implicit modalities. A user's present location, for instance, can
trigger a POI, based on the GPS sensor, while in order to provide a clearer view on the
screen in low-light environments, the screen illuminance will be raised. Depending on
the mobile device's orientation, the AR display screen can be changed.

In [36] the authors carried out research to enhance the knowledge provided to
museum visitors, based on their emotional state at the time of their visit. Sensors are
utilized to track visitor engagement and interest levels in order to adapt the experience.
Their work has completely changed the way that adaptive AR approaches cultural
heritage.

Even while adaptivity is significant and has a good impact on users, there are not
many examples of educational systems that employ it. Only a few educational adaptive
systems exist, however there is not an adaptive AR application for training students’
spatial skills. As a result, an educational AR system that uses a different model to
evaluate the student's cognitive state and makes the proper adjustments can be useful.
The process of learning is multifaceted, and user’s level of knowledge is an intangible
concept. Knowledge is not a variable that can take on discrete values, and therefore, it is
not accurate to claim if a domain concept is either known, or unknown. Fuzzy logic can
be used to solve issues involving non-measurable entities [16].

As a result, fuzzy logic appears to be the best method for describing the students’
level of knowledge. Adaptive tutoring systems have employed fuzzy logic, however
spatial ability training systems have not. In light of this, we present a personalized AR
training system that includes a cutting-edge module that employs fuzzy logic to develop
student models, and provide on-the-spot modifications to the learning path's flow.

As a testbed for our research, we developed a personalized mobile application,
namely PARSAT, for the training of spatial skills. PARSAT offers adaptivity regarding
students’ preferences, plus it creates a learning environment providing individualized
learning activities that assure the training quality. PARSAT was used by university
students and the results were really encouraging. The main difference, between
PARSAT and the existing AR applications, is that the educational process is adaptive
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[37], [38]. The basic idea of the application is to deliver relevant content, based on
student’s current level of knowledge [39].

3. Description of the System

The research described in the current paper involves the implementation of the novel
approach of a spatial ability training system, incorporating fuzzy logic for the automatic
recognition of the students” knowledge level, and augmented reality digital technology
for the spatial ability training. Specifically, an innovative mobile environment for spatial
skills training, namely PARSAT, has been developed. A set of hardware and software
components, along with data that describe the real world and virtual content, form the
basis of the augmented reality system. Fig. 1 presents the architecture of PARSAT,
which is structured in three layers, as follows: the hardware is in the upper section, the
software is in the middle, and the data is in the lower half.
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Fig. 1. The architecture of PARSAT

3.1. Hardware Layer

The tracking module consists of a range of sensors, such as accelerometer, gyroscope,
magnetometer, and GPS, which determine the position and the orientation of the system,
so that the virtual information will be in-line with the physical environment. Almost all
mobile devices (smartphones and tablets) incorporate most of the aforementioned
Sensors.

The processing module consists of the fuzzy inference system, the 3D rendering, and
overall, the system’s user interface, are computational processes, and as such, they
require significant hardware resources. To this purpose, all mobile devices embed
powerful processing units. The graphics processing unit of mobile devices is specifically
designed to accelerate the image output to a display, while the central processing unit of
the mobile devices executes all the tasks and instructions from the user.
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The interacting component incorporates a range of sensors, such as tactile surfaces,
gesture recognition, and biometrics, which translate the user’s interaction with the
system. Tactile sensor is integrated in PARSAT, so that the identified information is due
to the contact of the student’s fingers on the mobile screen. All mobile devices support
touch commands, which are identified by key components, such as a tactile sensor.

3.2 Software Layer

A user interface's success is determined by how discretely people may use it, without
interruptions from other interface components. In the context of AR applications, this is
also accurate. Due to AR's immersive and captivating nature, PARSAT’s user interface
aims to focus on how students engage with the system. It is achieved by focusing on the
five essential User Interface (Ul) — User Experience (UX) AR pillars [40]-[42] as listed
below:

«  Environment: for AR design, the environment in which users will interact with the
application, must be considered. Everything is included, from the lighting to the
actual area where users are positioned. In the case of PARSAT, students used the
application in their university laboratories, which are organized taking into
consideration the best user ergonomics and safety.

» Interaction design: this parameter is also crucial, as the interaction design
determines how the user interacts with the context of PARSAT. The main gestures
that are used to manipulate the application, and make the most of the AR
experience, are: a) tapping, which is performed with a light touch of student’s
finger, and it is used for pressing buttons and selecting, b) double tapping, which is
used to zoom in on the 3D models, ¢) pinching, which needs two fingers close
together, or spread apart, to adjust the size of the 3D models, and d) rotating,
which is the basic gesture for the understanding the spatial geometry of the 3D
models from different perspectives, and revealing their hidden views.

» Colors: the science of color theory applies to AR, just as it does to print, mobile,
and the web. PARSAT’s colors are acceptable for its educational scope. The text is
visible, and fonts are appropriate, so the student find it simple to read. Depending
on the situation, San Serif fonts may be simpler to read than Serif fonts. The
optimum contrast schemes for reading are selected using light text on a dark
background.

» [Feedback: it is a critical parameter which is considered, defining how students will
be informed of their activities and the results or outcome of those actions. Whether
it is the feedback on the assessment score, or feedback encouraging the student to
continue the effort on training, it is a parameter which adaptive systems usually
integrate.

The 3D rendering engine is a combination of the software integrated in the PARSAT
application. More specific, this engine maintains an internal 3D representation of the
virtual scene augmenting the real world.

This internal representation is updated in real-time according to several factors such
as the user’s profile, student’s interactions, the 3D objects behavior, the updated
knowledge domain, and the fuzzy inference adaptation. Both, hardware components



1396 Christos Papakostas et al.

such as the CPU and the GPU, and data components, are dedicated to the 3D rendering
engine for the creation of the user interface screens.

PARSAT is implemented using Unity 3D cross-platform game engine, v. 2020.3.43f1
LTS, Vuforia Software Development Kit (SDK), Autodesk 3ds Max 2020, scripts in C#
programming language, Visual Studio 2019, and Android Studio Integrated
Development Environment (IDE).

3.3. Data Layer

PARSAT integrates marker-based AR, requiring a trigger image or a QR code to
activate the AR experience. The student detects and scans the marker using the mobile
device’s camera, the image is identified as a marker, and then, the device renders the
virtual content on top of the marker. This feature allows the student to move around the
marker and observe the perspectives of the 3D content.

Cloud-based or device-localized are the two categories of marker-based AR. In the
first category, since the AR assets must be downloaded from the server, a cloud-based
AR experience may require a few additional minutes to load. In the second category,
since the AR assets have already been pre-downloaded to the student’s mobile device
via the application, a localized AR experience may be accessed instantly. For greater
storage capacity, the choice of the cloud-based AR is preferred, but localized AR is less
expensive and not dependent on network availability. PARSAT integrates localized
marker-based AR.

The marker-based AR experience is created using a software development kit (SDK),
namely Vuforia, one of the best-known AR tool sets, which adds advanced computer
vision functionality by creating AR experiences that realistically interact with the 3D
geometrical objects displayed at each level, supporting a broad range of devices, not
only Android and iOS smartphones and tablets, but also AR headsets, such as Microsoft
Hololens and Magic Leap.

The 3D models database is crucial, as the students interact with the virtual models to
train their spatial visualization skills. 3D modeling software options are separated into
two main categories, the first one is the free and the second category is the license-paid
software.

The effective selection of 3D modeling software depends on the objects which are to
be designed, the interface of the software, the community behind the software offering
tutorials, step-by-step guides, and commonly asked questions, and, in case of a paid
license, the actual cost of the product. PARSAT’s 3D models database is prepared using
Autodesk 3ds Max.

4. Enhancing Domain Knowledge with SOLO Taxonomy

In this section, the training system’s domain knowledge is presented, considering the
Structure of Observed Learning Outcomes (SOLO) taxonomy. The content of the
domain model is a critical component of the application’s structure, whereas the
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combination of the learning theory with adaptive learning activities enhances the
students’ motivation and improves their learning outcome.

4.1. Domain Model

The content of the domain knowledge is consisted of three levels, covering the topic of
the Technical Drawing (TD) course, and its objectives in detail, as follows:

« Recognize the exploratory potential of technical drawing while acknowledging the
universality of objective language in information transmission and comprehension.

«  Strengthen the skills necessary for them to represent graphical solutions precisely
and objectively.

» Have a basic understanding of technical drawing so that students can utilize it to
read and interpret simple designs and artistic creations as well as to develop well-
thought-out solutions to mathematical challenges in both the plane and space.

» Recognize normalization as the optimum realist for condensing communication
and giving it a more universal tone.

» Include technical drawing tasks in a study area where aesthetic considerations are
relevant, such as art, architecture, or industrial design.

* Recognize and depict shapes in accordance with ISO standards.

* Recognize how different approaches enhance the traditional idea of technical
drawing.

» Include the information provided by technical drawing in technological, artistic, or
scientific research process.

« Encourage method and rationality in sketching, as a way to convey scientific and
technological concepts.

« Acquire abilities that enable the expression of graphical solutions with accuracy,
clarity, and objectivity.

«  Skillfully employ the specialized tools of technical drawing, and pay attention to
the drawing's proper execution, as well as the enhancements that various graphical
styles can provide to the depiction.

* Master the art of sketching to improve the speed and accuracy while expressing
graphically.

«  Connect the space to the plane, recognizing the requirement to complete exercises
from the activity book.

4.2. Domain Knowledge Alongside SOLO Taxonomy

SOLO taxonomy was created, within a constructivist context, as a tool for teaching
students how to use basic rubrics to think more thoroughly about their own
understanding. In addition to evaluation, SOLO is used in the developed system to
design the curriculum according to the expected level of learning outcomes, which helps
in establishing constructive alignment.

PARSAT has used the SOLO taxonomy in the development of the assessment items
for the learning objectives in technical drawing. These items had to fit to curriculum’s
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objectives and levels, and measure both surface and deep cognitive states. Throughout
the PARSAT development, experienced faculty members in the field of technical
drawing have been involved in designing and reviewing the assessment tasks according
to the SOLO taxonomy. Table 1 illustrates the learning goals and the corresponding
activities per SOLO level.

Table 1. Learning goals and activities per SOLO level [43], [44]

SOLO level Learning goal Learning activities Description of the activities
Pre-structural (L1) Students get 1. Define concepts Introduction to Technical Drawing: A
informationonthe 2 List items history and current importance of drawing
subject 3. Match information are presented
4 Name facts Students are asked to illustrate the
significance of drawing by presenting
applications and reports of both good and
negative uses of the skill
Unistructural (L2) Students define, 5. Identify content to be Setting up a model space in CAD
recognize, name, memorized, show examples software by defining limits, grid, snap,
sketch, reproduce, 6. Provide disciplinary layers, and object snap
recite, follow context Video tutorials on standard views, views’
simple 7. Mnemonics in groups alignment, completion of activity sheet,
instructions, 8. Repetition of procedures and setting up the model space
calculate, 9. Games Border creation with a completed title
reproduce, 10. Repetitive testing and block to be used for all future drawings,
arrange, find matching and drawing templates with all the
11. Peer testing (one student settings necessary saved within it
asks, one answers)
Multi-structural (L3)  Students describe,  12. Glossaries of key terms Orthographic drawing creation

list, classify, with definitions, classifications, Lines, layers
structure, examples to build disciplinary Isometric object drawing
enumerate, vocabulary Video tutorials on linetype, lineweight and
conduct, complete,  13. Simple laboratory exercises isometric drawing creation of objects in
illustrate, solve 14. Define terms, compare to  the activity

glossary

15. Games modelled on Trivial

Pursuit, Family Feud

Relational (L4) Students relate, 16. Case studies, simulations,  Scaling the border and title block to fit the
analyze, compare,  and complex lab exercises orthographic drawing
integrate, plan, 17. Concept maps Dimensioning an orthographic drawing
construct, 18. Research projects and Video tutorials on basic dimensioning
implement, experiential learning cycles rules and parts of dimensions
summarize 19. Application of theoretical  Filling in a title block, including Name,
models Date, Title, Drawing No., and the correct
20. Reflective journals scale
21. Student seminars and Snapping and
debates Text commands
22. Syndicate groups (each
group is part of whole)
23. Problem-Based Learning
and Inquiry Learning
Extended abstract (L5) Students 24. Self-directed projects Printing the drawing on 8.5” x 11” paper
generalize, involving research, design, (letter size) in landscape orientation
hypothesize, application, argumentation, Video tutorial on cutting plane, half and
theorize, predict, evaluation full sections
judge, evaluate, 25. Case studies involving Printer/plotter settings

assess, predict,
reason, criticize

extensive analysis, debate, reflection,

argumentation, evaluation,
forecasting

Export/plot an object that has been drawn
in CAD so it can be exported or printed to
a variety of other applications

26. Development of a theory or CAD software to create objects that are
model more precise and sometimes easier to
27. Experiential learning cycles draw in CAD than in other software
28. Problem Based Learning

and Inquiry learning
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4.3. Examples of learning activities of each SOLO level

A simple uni-structural assignment is presented in Fig. 2, while the student must observe
the object in 3D, place herself/himself on the spot that the black arrow points to, and
identify the object’s front view in 2D, ignoring the other views, and following simple
procedure of the general principles of graphical representation of objects on technical
drawings.

NE] e
L TR 'm’

Fig. 2. Sample activity of uni-structural SOLO level

In the assignment of the relational SOLO level of Fig. 3, the students would need to
analyze the individual views of the object and consider how they relate to one another.
They would need to identify key features and elements in each view and determine how
they fit together to create a complete picture of the object's structure and geometry.

Students would also need to think critically about the limitations of each view and
consider how they might be used together to overcome these limitations. For example,
the front view might provide a clear representation of the object's height and width,
while the top view might be better for showing its depth and overall shape.

Overall, this assignment requires students to engage in higher order thinking and
consider the relationships between different pieces of information to create a more
integrated and holistic understanding of the object.
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Fig. 3. Relational level question of SOLO taxonomy

5. Modelling the Knowledge of Students with Fuzzy Logic

In this section, the principles of the design of the student model, within the spatial ability
training platform, are discussed. The model allows steering of the sequence of the
educational material and the deliverable learning activities, through the incorporation of
fuzzy logic, quantitative inputs, and fuzzy weights.

5.1. Fuzzy Logic Algorithm

The student model, which may be found in most of the latest adaptive educational
software [45], is responsible for defining the student’s knowledge level. The purpose of
the student model is to represent the students' current level of knowledge [37], and it is
essential for the system to provide the necessary level of customization on every
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student's learning requirement. Other approaches regarding adaptivity, are those of
neural networks, machine learning, fuzzy logic networks etc., which can be utilized to
build the student model [46]. The backbone of PARSAT’s student model is fuzzy logic,
which defines the students' current level of knowledge.

PARSAT’s fuzzy system consists of three main parts: a) the part of the linguistic
variables, b) the part of the membership functions, and c) the rules. This section
describes the general process of designing the fuzzy system.

The process of developing the fuzzy system starts by defining the linguistic variables,
which represent, in words, the system’s input and output variables. Each linguistic
variable is described by a specific number of linguistic values, while in most cases three
to seven terms are enough.

The proposed fuzzy model has four inputs, namely prior knowledge (PRK), video-
based learning duration (VLD), augmented-reality interaction duration (ARID), and
number of errors (NoE). The first input is derived from the student profile, while the
remaining three inputs are derived from the interaction model. Furthermore, the output
value and its linguistic name is the current knowledge level (CKL). Table 2 presents the
input linguistic variables and their ranges.

Table 2. Linguistic input variables and their ranges

Linguistic Variable: Prior Knowledge (PRK)

Linguistic Value Notation Range (normalized)

Poor PRK_PR [0, 0.35]

Medium PRK_MDM [0.30, 0.75]

Good PRK_GD [0.70, 1.00]
Linguistic Variable: Video-based Learning Duration (VLD)

Linguistic Value Notation Range (normalized)

Short VLD_SRT [0, 0.35]

Normal VLD_NRML [0.30, 0.70]

Long VLD_LNG [0.60, 1.00]

Linguistic Variable: Augmented-Reality Interaction Duration (ARID)

Linguistic Value Notation Range (normalized)

Short ARID_SRT [0, 0.60]

Normal ARID_NRML [0.40, 0.80]

Long ARID_LNG [0.70, 1.00]

Linguistic Variable: Number of Errors (NoE)

Linguistic Value Notation Range (normalized)

Small NoE_SMLL [0, 0.40]

Medium NoE_MDM [0.35, 0.65]

Large NoE_LRG [0.60, 1]

5.2. Fuzzy Sets

At the second part, fuzzy sets are determined. All input values are mapped into fuzzy
ones using the membership functions. We integrated membership functions, which are
formed using straight lines, having the advantage of simplicity, and more specific the
trapezoidal membership function. A trapezoidal membership function is assigned to
each linguistic variable. A curve with four points (a, b, ¢, d) representing a lower limit
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(@), an upper limit (b), a lower support limit (c), and an upper support limit (d) is known
as a trapezoidal membership function. The curve's values range from 0 to 1. Real values
between b and c are represented by degree of membership 1. Values between a and b
have a higher degree of membership as they move closer to element b, whereas values
between ¢ and d have a lower degree of membership as they move closer to element d.
The membership degree is zero in all other cases.

The student’s video-based learning duration of each topic is recorded in seconds, and
the current level’s cumulative sum is normalized, resulting in the values of the linguistic
variable of this input, namely short (VLD_SRT), normal (VLD_NRML) and long
(VLD_LNG) (Fig. 4).
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Fig. 4. Membership functions describing video-based learning duration

Another example is the variable of the fourth input, namely number of errors, which
is defined by the average student’s performance in the level’s test, rated on a 100-point
scale. The values of the linguistic variable are small (NoE_SMLL), medium
(NoE_MDM) and large (NoE_LRG) (Fig. 5).

Figures 6 and 7 present the rest two input variables, namely prior knowledge, and
augmented-reality interaction duration, which take the linguistic variables poor
(PRK_PR), medium (PRK_MDM), good (PRK_GD) and short (ARID_SRT), normal
(ARID_NRML), long (ARID_LNG), respectively.

The fuzzy system’s output value, and its linguistic term, is the student’s current level
of knowledge (CLK), taking the values namely Novice (N), Beginner (B), Competent
(C), Very Good (VG), Proficient (P), and Expert (E).
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Fig. 5. Membership functions describing number of errors
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Fig. 7. Membership functions describing augmented-reality interaction duration

5.3. Fuzzy Rule Base

A set of linguistic statements, known as a fuzzy rule base, describes how PARSAT’s
fuzzy inference system makes decisions by classifying input, or controlling output.
Fuzzy IF-THEN rules are used to aggregate all the variables, as there are input and
output variables.

A set of 81 fuzzy rules were formulated, and they have been incorporated in the
proposed system, which were specifically designed to create the logical outcome. The
rest part of this subsection presents a representative sample of the aforementioned rules,
showing how inputs affect the output.

Example Rule 1:
IF PRK is PRK_PR AND VLD is VLD_LNG AND ARID is ARID_LNG AND NoE is
NoE_LRG THEN CLK is N

The aforementioned rule indicates that a student, with poor prior knowledge
background, spending long time, both in watching the session’s video tutorials (maybe
by replaying them all the time, or constantly pausing and rewinding them) and in
manipulating the 3D models through the AR environment (maybe finding it difficult to
conceptualize their geometry), and finally scoring a large number of errors in the
assessment section, then the user is classified as a novice student.

Example Rule 2:
IF PRK is PRK_GD AND VLD is VLD_NRML AND ARID is ARID_NRML AND
NOE is NoE_SMLL THEN CLK is E
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The above rule highlights a student who is an expert, while the main contributing
factor is that the student has a good background in technical drawing, and the
assessment’s measured errors are small.

Example Rule 3:
IF PRK is PRK_MDM AND VLD is VLD_NRML AND ARID is ARID_NRML AND
NOE is NoE_SMLL THEN CLK is P

The 3rd example of rule results in a proficient student, as the starting point is at
medium level, but through training and personalized learning activities, managed to
achieve excellent assessment score.

The next two rules consider the various inputs that all contribute to the knowledge
level rating of the student being beginner.

Example Rule 4:

IF PRK is PRK_PR AND VLD is VLD_NRML AND ARID is ARID_LNG AND NoE
is NoE_LRG THEN CLK is B

Example Rule 5:

IF PRK is PRK_PR AND VLD is VLD_LNG AND ARID is ARID_NRML AND NoE
is NoE_LRG THEN CLK is B

The next rule indicates that spending normal time watching the educational tutorials
and interacting with the virtual models, results in a competent knowledge rating.
Example Rule 6:

IF PRK is PRK_PR AND VLD is VLD_NRML AND ARID is ARID_NRML AND
NOE is NoE_LRG THEN CLK is C

Example Rule 7:

IF PRK is PRK_MDM AND VLD is VLD_SRT AND ARID is ARID_NRML AND
NOE is NoE_MDM THEN CLK is VG

Example Rule 8:

IF PRK is PRK_GD AND VLD is VLD_NRML AND ARID is ARID_SRT AND NoE
is NoE_MDM THEN CLK is VG

Example rules 7 and 8 highlight a very good student, and case it when a student
answers the assessment’s evaluation test with normal number of errors.

54. Fuzzy Inference System

The fuzzy inference system (FIS) evaluates the rules saved the rule base and combines
the results of each rule. The proposed system gets four inputs, namely prior knowledge,
video-based learning duration, augmented-reality interaction duration and number of
errors, fuzzified through the trapezoidal membership functions (Fig. 8).
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Fig. 8. Architecture of the fuzzy inference system

Then, 81 fuzzy rules were fed to the inference engine, in order to determine output,
namely the student’s current knowledge level. In this research, the Mamdani FIS [47] is
employed, as it is typically used to capture expert knowledge. It enables us to
communicate more naturally, while describing the expertise.

The fuzzy inputs must be combined into a single fuzzy output, by using the Mamdani
inference engine's fuzzy implication. The fuzzy input variables for each of the rules are
then connected using the AND operator. This operator's function is to extract the
minimum membership function value from the fuzzy input variables. Using the value
obtained from the input component, the fuzzy output variable is truncated. By taking the
maximum value of the membership degree, the entire shortened output is therefore
aggregated into a single graph and employed in the final stage of the fuzzy logic system.

5.5. Defuzzification

Defuzzifier procedure maps the fuzzy output to a crisp value according to the
membership function of output variable. In order to get the crisp value, a diverse method
is required. This defuzzification is not part of the “mathematical fuzzy logic” and
various methods are possible [48]-[50]. The input for the defuzzification process is the
aggregate output fuzzy set, while the output is a single number. The Center of gravity
(COG) method is most prevalent and physically appealing of all the defuzzification
methods [51], which was taken into consideration in this model, resulting the gravity
center procedure to be applied in this study. The basic principle in COG method is a
centroid approach, which finds the point where a vertical line slices the aggregate set
into two equal masses.
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5.6. Adaptation of the Learning Activities Based on Fuzzy Weights

Technical drawing assumes high level training of spatial ability, while it is achieved

by using adaptive learning activities considering the student’s level of knowledge. This
is accomplished by converting student’s current knowledge level to fuzzy weights to
deliver appropriate learning activities both in quantity and level of difficulty, learning
activities.
Six fuzzy weights have been defined in this approach to represent the current knowledge
level of students in the domain of technical drawing. The membership functions which
are used to calculate the sextet that best defines the student's current level of knowledge
are presented in Fig. 9.
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Fig. 9. Membership functions describing student’s knowledge level

The output of the aforementioned membership functions is limited to between 0 and
1, and they are used in the fuzzification and defuzzification steps of the fuzzy logic
system, as they map the non-fuzzy input values to fuzzy linguistic terms and vice versa.
We integrated membership functions which are formed using straight lines, having the
advantage of simplicity, and more specific the trapezoidal membership function (Fig.
10).
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Fig. 10. Fuzzy weights of knowledge level in linguistic terms

Student’s knowledge level is described by the sextet (N, B, C, VG, P, and E), and as
such, the student may be fully assigned to one, or partially assigned to more fuzzy sets,
meaning that student’s knowledge level can be described as ‘Competent’ or partially
“Very Good’ and partially ‘Proficient’, respectively. As an example, a student’s sextet of
0, 1, 0, 0, 0, 0), classifies the student as 100% ‘Beginner’. Another example of a
student’s sextet which is (0, 0, 0, 0.70, 0.30, 0), classifies the student to be 70% ‘Very
Good’ and 30% ‘Proficient’. But whatever the values of the sextet are, the equation
puN(x) + uB(x) + pC(x) + uVG(x) + pP(x) + pE(x) = 1 stands.

In this section, the analysis of the rules, in combination with the fuzzy weights, is
presented to adapt the teaching strategy to the students’ knowledge level [52]-[54]. The
number of learning activities of each level’s chapter that the student must learn each
time, is dynamically defined according to the current level of knowledge [55].

The rules’ design plays an important role in determining the number and the difficulty
of the learning activities delivered to the students. The rules have been defined by eight
professors from the Department of Informatics and Computer Engineering, who utilized
the fuzzy rules, and their related thresholds at the membership functions. The faculty
members were asked to define, in more detail, the technical drawing knowledge levels
that students gain during the course throughout the course of an entire semester. All the
faculty members have more than 15 years of experience instructing technical drawing in
academic contexts, and they can attest to the accuracy of the depiction of students’
knowledge levels. They contributed to the current stage by matching each learning
activity with the corresponding SOLO level.

As an example, a beginner student needs to study many topics of low difficulty of the
initial levels of SOLO taxonomy, such as pre-structural and unistructural level, whereas
an expert student can deal topics of the multi-structural and relational level of SOLO
taxonomy of lesser quantity. The set of rules in total is presented in Table 3.
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Table 3. Decision rules for adaptive instruction

Current level of L1 L2 L3 L4 L5 Sum of

knowledge LAs
un=1 9 5 0 0 0 14
un<land ps<1 8 5 0 0 0 13
ps=1 6 6 0 0 0 12
pus<1and pc<1 5 5 1 0 0 11
pc=1 4 4 2 0 0 10
pc<land pve<1 3 3 3 0 0 9
pve=1 1 1 3 2 1 8
uve<land pr<1 0 1 2 3 1 7
pr=1 0 0 1 4 1 6
pr<land pe<1 0 0 0 3 2 5
pe=1 0 0 0 1 3 4

According to Table 3, a student who was assigned a crisp output value of 76 per cent,
has been classified as partially very good and partially proficient, and will be delivered
learning activities (LAS), as follows:

* no learning activity of SOLO-L1;

» one learning activity of SOLO-L2;

» two learning activity of SOLO-L3;

» three learning activities of SOLO-L4; and
« one learning activities of SOLO-L5.

6. Evaluation and Discussion

The evaluation of PARSAT took place for the winter academic semester 2022-2023
during the tutoring of the undergraduate course of “Technical Drawing” of a public
University of the capital city of the country. In particular, three educators, and 240
undergraduate students, participated in the evaluation process. All the measurements of
gender and age were derived from a randomly selected sample and do not have an
impact on our research findings. The demographics analysis is shown in Table 4.

The population was equally divided by the instructors in two groups, each of which
had equal number of students. The first group, namely experimental group, were asked
to operate the PARSAT by themselves, taking advantage of the system’s adaptivity. For
instance, the modeling of the students’ domain knowledge, offered them the opportunity
to watch video tutorials of different duration, to rotate 3D objects of different
complexity in order to visualize and understand their structures, and overall face
different learning activities according to their personalized profile.

The second group, namely control group, used the learning material with the same
learning activities, without any adaptivity in students’ personal profile. All three
instructors were engaged in both groups.
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Table 4. Demographics

Measure Item Frequency Percentage (%)
Sample size 240 100.0
Gender Male 151 62.9
Female 88 36.7
Non-binary 1 0.4
Age 15-17 0 0
18-19 199 82.9
Over 20 41 171
Prior knowledge None 198 82.5
High school course 42 175

After the completion of the course at the end of the semester, the two groups
(experimental and control) were asked to answer a questionnaire, based on a 7-point
Likert scale ranging from (1) strongly disagree to (7) strongly agree. The questions are

the following [56], [57]:

Question 1 (Q1): The learning activities were in accordance with your knowledge

level;

Question 1 (Q2): The number of the learning activities was effective;
Question 3 (Q3): PARSAT successfully identified your learning style.

Analyzing the answers to the aforementioned questions, we present the results in

three pie charts (Figures 11-13).
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Fig. 12. Question 2 results
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Fig. 13. Question 3 results

According to the evaluation results presented in the paper, a majority of the students
found the learning activities to be appropriate for their knowledge level and effective for
learning. Specifically, 182 students (76%) found the learning activities to be in
accordance with their knowledge level, while 190 students (79%) found the number of
learning activities to be appropriate for effective learning. Additionally, most students
(180 or 75%) highly evaluated PARSAT as pedagogically useful for supporting their
learning process. These positive evaluation results suggest that the proposed system,
which utilizes fuzzy logic and AR technology, can provide a personalized and effective
training experience for engineering students in the domain of technical drawing.

A statistical hypothesis test was used to assess the system more thoroughly. The 2-
tailed t-test results indicate that there is a significant difference between the mean values
of all three questions, which relate to the appropriateness of the learning activities, the
number of learning activities, and the overall pedagogical usefulness of PARSAT. The t-
Stat values for all three questions are greater than the critical t values, indicating that the
results are statistically significant. This suggests that the proposed system, which
incorporates an adaptive mechanism for learning activities, had a positive effect on
student satisfaction and improved learning outcomes. Overall, the statistical analysis
provides further evidence of the effectiveness of the PARSAT system for training
engineering students in technical drawing.

Table 5. t-test results

Question 1 Question 2 Question 3
Experimental ~ Control Experimental ~ Control Experimental ~ Control
group group Group group Group group
Mean 6.03 3.71 6.48 3.66 6.01 3.29
Variance 0.74 0.43 0.42 0.49 0.57 0.65
t-Stat 2.72 4.04 3.79
P two-tail 0.0016 0.00061 0.00035
t Critical two- 2.01 1.89 1.97

tail

As far as the learning outcome is concerned, the authors compared the pretest-posttest
results of an experimental group (120 students) who used the PARSAT system's
adaptive learning material distribution using fuzzy logic, to a control group (also
consisting of 120 students) who did not have access to this advanced functionality. All
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students, both in the experimental and control groups, took the same pretest to establish
their prior knowledge of technical drawing. At the end of the semester, both groups took
the same posttest, and a paired t-test was used to compare the differences in learning
outcomes between the two groups. This approach allows the researchers to assess the
effectiveness of the PARSAT system in improving learning outcomes in technical
drawing.

Table 6 presents the evaluation results of the pretest and posttest scores of both the
experimental and control groups. The experimental group had a pretest mean score of
4.19 and a posttest mean score of 6.24, indicating an improvement of 2.05 points. On
the other hand, the control group had a pretest mean score of 4.38 and a posttest mean
score of 5.01, indicating an improvement of only 0.63 points. While both groups
improved their scores, the improvement in the experimental group was significantly
greater than that of the control group, indicating that the adaptive system used by the
experimental group had a positive impact on their learning outcomes.

Table 6. t-test results of the pretest and the posttest scores

Experimental Control

group group
Pretest Mean 4.19 4.38
Posttest 6.24 5.01
Mean
Difference 2.05 0.63
t-Stat 4.23 1.64
P-value 0.00033 0.0038

The evaluation results presented in Table 6 show the pretest and posttest mean scores
of the experimental and control groups. A pretest is a test administered before the
instruction, while a posttest is a test administered after the instruction. By comparing the
pretest and posttest scores, the authors determined how much the instruction has
improved students' learning outcomes.

In this study, the experimental group used the PARSAT system, which provided
adaptive learning material distribution using fuzzy logic, while the control group did not
have access to this system. The results show that both groups improved their scores from
the pretest to the posttest. However, the experimental group showed a much greater
improvement than the control group, indicating that the adaptive system used by the
experimental group had a positive impact on their learning outcomes.

7. Conclusion

This paper presents PARSAT, which is a mobile augmented reality application for the
training of spatial skills. PARSAT asks the user to insert three inputs, namely age,
gender and prior knowledge, and personalizes the educational experience to each
student. The adaptivity is accomplished by employing fuzzy weight-based decisions,
defining the students’ domain knowledge level, and according to the fuzzy logic results,
each student receives different learning activities.
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The findings of the system’s evaluation are quite encouraging, as they show a high
level of student satisfaction and improved learning outcomes. Students gave this
personalized teaching approach a high feedback grade, indicating the correctness of the
learning activities supplied, depending on their knowledge level. Finally, the pretest and
posttest evaluations revealed a considerable improvement in students' scores, verifying
the pedagogical suitability of the proposed learning approach.

In addition to the findings, there are some limitations related to screen size, hardware
variability, and the limited computational resources of mobile devices. This can result in
slower performance and limitations in the types of augmented reality experiences that
can be created.

The current research focuses on providing students with appropriate learning
activities based on their knowledge level as the primary determinant of their
adaptability. Incorporation of extra fuzzy weights regarding other students'
characteristics, such as emotional state and/or types of mistakes is a future inquiry
coming from this work, with the goal of improving system adaptation, and, hence
learning outcomes.

Integrating hybrid algorithmic techniques for modelling student knowledge can be a
promising future extension. By combining different techniques, such as fuzzy logic,
Bayesian networks, and decision trees, it may be possible to create more accurate and
reliable student models. This can lead to more personalized and effective learning
experiences for individual learners.
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Abstract. Understanding deep residual networks (ResNets) decisions are receiv-
ing much attention as a way to ensure their security and reliability. Recent research,
however, lacks theoretical analysis to guarantee the faithfulness of explanations and
could produce an unreliable explanation. In order to explain ResNets predictions,
we suggest a provably faithful explanation for ResNet using a surrogate explain-
able model, a neural ordinary differential equation network (Neural ODE). First,
ResNets are proved to converge to a Neural ODE and the Neural ODE is regarded
as a surrogate model to explain the decision-making attribution of the ResNets. And
then the decision feature and the explanation map of inputs belonging to the target
class for Neural ODE are generated via the symplectic adjoint method. Finally,
we prove that the explanations of Neural ODE can be sufficiently approximate to
ResNet. Experiments show that the proposed explanation method has higher faith-
fulness with lower computational cost than other explanation approaches and it is
effective for troubleshooting and optimizing a model by the explanation.

Keywords: Deep residual networks, Explanation, Neural ODE, Symplectic adjoint
method.

1. Introduction

Deep neural networks, such as deep residual networks (ResNets) [9]], have been widely ap-
plied due to their superior performance. However, they are usually regarded as black box
models driven by data, and it is difficult to explain how the models work and predict their
decisions. Therefore, the result of ResNets may be out of control. For instance, the net-
works are easily tricked into incorrect classification results by adversarial instances, which
are produced by artificially created hostile perturbations that are invisible to humans [[19],
[28],125]. The uninterpretability of ResNets makes them potentially dangerous for ap-
plications in safety-critical tasks such as intelligent medical diagnosis and autonomous
driving [12],[18],[10].

* Corresponding author
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How to make black box models transparent is a significant and intriguing subject
given the requirements for trusted and safe Al Finding the ResNets’ decision-making at-
tribution is a focus of several researchers. By identifying the attribution and creating an
explanation why ResNets’ predictions are going, gradient-based backpropagation meth-
ods such as Guided-BP [27], IntegratedGrad [29]] and SmoothGrad [26], and the combined
gradient class activation map (CAM) methods such as Grad-CAM [23]] and Grad-CAM++
[3] have been proposed. Although these gradient-based methods make it easy to under-
stand the contribution of the input features and can locate meaningful image regions with
good semantic visual performance for humans, the gradient vanishing and saturation is-
sues may result in inaccurate explanations. Moreover, they require the gradients layer-by-
layer backpropagation, which leads to low computational efficiency. On the other hand,
the gradient-free methods such as Score-CAM [31] and Group-CAM [33]] use feature
maps as masks on the original image to output the forward passing score as the weights
instead of gradients. Although the methods outperform current state-of-the-art methods
on both visual performance and localization tasks, the weights are obtained entirely based
on training, the lack of theoretical analysis cannot demonstrate the faithfulness of the
explanation, and retraining greatly reduces the computational efficiency.

Considering the problem of the naive gradient and the lack of theoretical analysis
to guarantee the faithfulness of the explanation, this paper proposes a novel explanation
method for ResNet with the symplectic adjoint method. An explainable neural ordinary
differential equation network (Neural ODE), which is proved to be the convergent model
of ResNets, as shown in Fig. [I] is built as a surrogate model to explain the decision
features of ResNets. Thus, inspired by [17]], the symplectic adjoint method is used to get
over the naive gradient problem. Our method takes advantage of gradient-based methods,
and it makes up for the lack of theoretical analysis to demonstrate the faithfulness of the
explanation. The contributions of this paper are as follows.

1. ResNets are proved to converge to a Neural ODE which is obtained as a surrogate
model to explain ResNet predictions. And then the symplectic adjoint method instead of
the naive backpropagation algorithm is used to obtain a more accurate calculation of the
decision features with less memory and lower computational cost than other explanation
approaches.

2. The proposed method has class sensitivity not only in the deep layer but also in
the input layer. The gradient decomposition produces an explanation map for the Neural
ODE in the input layer that is sufficiently close to the explanation of ResNets under certain
conditions, based on a trade-off between faithfulness and intelligibility.

3. The faithfulness of the proposed explanation method is quantitatively evaluated
through the evaluation indicators of the deletion and insertion metrics. Experiments re-
sults show that the proposed approach has higher faithfulness with lower computational
cost than others, and it is effective for troubleshooting and optimizing a model by the
explanation.

The remainder of the paper is structured as follows: In Section 2] the related work is
presented, while the definitions of ResNet and Neural ODE, and the relationship between
ResNet and Neural ODE are introduced in Section [3] Section 4] proposes the symplectic
adjoint method. The faithfulness of the explanation between ResNet and the surrogate
model - Neural ODE is demonstrated in Section 5] In Section|[f] the experimental results
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Fig. 1. Overview of our proposed method

are discussed, and finally, the concluding remarks and future directions are depicted in
Section[7]

2. Related works

With the widespread application of ResNets, making them interpretable is the impelling
priority to be solved to make them trustworthy. Recently, many researches on explicitly
explaining the decision attribution of models have emerged. Gradient-based backpropa-
gation methods, CAM-based methods, and Surrogate-based methods are the three major
methods.

Gradient-based backpropagation methods. These approaches compute and visual-
ize the gradient of the output concerning the input features for the target class to interpret
the contribution of the input features for the prediction result. Simonyan et al. [24] pro-
posed an explanation method to compute the gradient by the backpropagation algorithm
to visualize the saliency maps, highlighting the importance of the decision features of
the target class. Considering that the saliency maps obtained by the approach are noisy,
Guided-BP [27] only backpropagates positive error signals during the process of gradient
backpropagation, which is helpful to explain the positive influence of each neuron in the
deep network on the input image. Instead of only computing the gradient of the output to
the current input, IntegratedGrad [29] calculates the integral of the gradient of the input
scaled up from some starting value to the current value. In addition, SmoothGrad [26]
adds Gaussian noise to the sample to be interpreted to obtain similar samples, and then
the backpropagation algorithm is implemented to generate a saliency map for each input
sample. Finally, the average of all the saliency maps of the similarity-generated samples is
an explanation of ResNet’s decisions with less visual noise. Although the gradient-based
explanation methods have theoretical analysis to compute the gradient to make it easy to
understand the contribution of the input features, the explanations lack semantic intelli-
gibility and the gradient obtained by the backpropagation algorithm has vanishing and
saturation issues, which are the main reason to generate inaccurate explanations.
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CAM-based methods. For better visual performance than gradient-based backpropa-
gation methods, CAM-based methods calculate and visualize the linearly weighted com-
bination of the gradient of the target class and feature maps of the last convolutional layer
to locate meaningful image regions to explain important decision features. In [34]], the
fully connected layer is replaced by a global average pooling layer to project the weight
of the output for the target class to the weighted combination of the last convolution
layer. And the class activation map is obtained to explain the region of the input image
that the model mainly depends on when making classification decisions. Without modi-
fying the architecture of the network, Grad-CAM [23] calculates the average gradients of
feature maps in the last convolutional layer for the target class as the weight of feature
maps to obtain gradient-weighted class activation maps. To obtain more exact explana-
tion results, Grad-CAM++ [3]] uses higher-order gradients instead of the average gradient
in Grad-CAM as the weight of feature maps. But the gradient vanishing and saturation
issue during the backpropagation may also result in a trustless explanation, sometimes
image regions with higher weight values contribute less to the target class. To get rid of
the gradient, Score-CAM [31]] applies feature maps as a mask on the original image as
the input image to obtain the forward passing score as the weight of each feature map
on the target class instead of the gradients, finally computes the linear combination of
the weights and feature maps. Furthermore, for less visual noise, Group-CAM [33]], Aug-
mented Score-CAM [11]] and FIMF Score-CAM [15]] performs meaningful perturbations
on initial masks, which are then fed into the network to obtain new weights. However,
these weights are obtained entirely based on retraining, which requires high computa-
tional costs, and the faithfulness of the explanation cannot be demonstrated due to the
lack of theoretical analysis.

Surrogate-based methods. Surrogate-based methods attempt to explain the local or
global decision-making basis of the initial network by using a simple interpretable model
as a surrogate model. By perturbing the input samples and constructing a local linear
model as a model-independent local explanation method LIME to show the image re-
gion that is highly sensitive for the target score. While LIME cannot accurately explain
neural networks such as Recurrent Neural Networks (RNN), Guo, et al. [S] proposed a
high-fidelity explanation method LEMNA suitable for security applications, and a simple
regression model is trained to approximate the local decision boundaries of RNN. Then,
by introducing the fused lasso regularization to deal with the feature-dependent problem
in RNN, LEMNA effectively improves the approaches such as LIME in the fidelity of
the explanation. Although LIME and LEMNA are simple to understand, random pertur-
bation and feature selection methods lead to unstable explanations. Bramhall et al. [2]]
proposed the quadratic approximation framework QLIME redefine the linear represen-
tation by LIME as a quadratic relationship, extending the flexibility in non-linear cases
and improving the accuracy of explanations. However, there is no theoretical analysis to
guarantee the consistency of the explanation between the initial network and the surrogate
model.

All these methods visualize the decision features of ResNets and help explain the
mechanism of ResNets, but there is no theoretical analysis to guarantee the faithfulness of
the explanation. In this paper, the advantages of gradient-based methods and CAM-based
methods are integrated, on a trade-off between explanation faithfulness and intelligibility,
an explainable Neural ODE, which is proved to be the convergent model of ResNets, is
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built as a surrogate model to explain ResNets to improve the faithfulness of the explana-
tion and reduce computational cost.

3. ResNets and Neural ODE

In this section, we first introduce the definitions of ResNets, and a neural ordinary dif-
ferential equation network, namely Neural ODE, is obtained to be a convergent model of
ResNets, i.e. ResNets is sufficiently close to the Neural ODE. Thus, the Neural ODE can
be regarded as a surrogate model to explain ResNets predictions.

3.1. Definitions of ResNets

First, we generalize the mathematical definitions of ResNets R 5. Suppose that an input
x € R and its corresponding class label y € R® are given for a ResNet. The input
layer of ResNet is usually composed of C(x) £ X o which is obtained by the convolution
operation C : R? — R™, and then it is composed of a series of residual blocks. One
residual block is composed of the identity mapping part and the residual part, which can
be described as

Xz+1:X1+Af(Xl,0§N)),l:o,l,...,N—1 )

where Bl(N) is the model parameters of the [-th residual block, N represents the number

of residual blocks, A\ = T'/N, T is a given constant. X; = (Xl(i)) e R™. And
mx1

the residual part is generally composed of two convolution operations. To simplify the

discussion, let

f(Xl,Ol(N)) =o(wl(N)Xl+bl(N)),l:O,l,...,N—l @)

where o(+) indicates the ReLU activation function, wl(N) € R™*™ is the weight matrix

and bl(N) € R™ is the bias.
N—
Finally, let o) — {BI(N)

operated by a fully connected la;er and Softmax normalization operation 1) to obtain the
classification prediction probability

1
, X n is the output of the last residual block and it is

yn =yn (00) = v (@Xy +b) 3

where w € R**™ is the weight matrix and b € R? is the bias.
Consequently, if the input and label pairs {azi, yl}:;l of n samples are given, the
learning process of ResNets R can be described as the following optimization problem

S
=1
st Xiy, = Xj+Af (X5, 6) @)

XZS:C(wi)
1=0,1,....N—1,i=1,....n
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where L (y’, yy) is the loss function between y* and ', R is the regularization term.

3.2. Relationship between ResNet and Neural ODE

As observed in [32/6116], Eq. is the Euler discretization of the ordinary differential

equation
dX(t
X _ .ot € 0.1 ®
when the initial condition X (0) = X is satisfied and the time step A is selected.
Let t; = T'l/N, the network obtained by replacing the residual blocks X ;11 = X; +
A (X Iy OIN)) in the residual network R y with the ordinary differential equation X (t) =

f(X(t),0(t)),t € [ti,ti+1] is called the neural ordinary differential equation network
(Neural ODE) D. Suppose that the output of the Neural ODE D is

yr = yr(0) = P(wX(T) + b) (©)

Therefore, the learning process of the Neural ODE D can be described as the following
optimization problem

: 1 - 7 7
min e =—3% L(y',yr(0)) + R(0)
=1

st XU(t) = f(X(t),0(t) .t € [0,T]
X0)=X4i=1,...,n

(N

Remark 1. As observed in [8130], If the functions ) and L are continuous, o is Lipschitz
continuous and o (0) = 0, then for N — oo, the optimal solution of Eq. (4)) converges to
the optimal solution of Eq. (7). Moreover, assume that f (¢, X) be continuous, and | f| < p
satisfy the Lipschitz condition

[f(t, X) = f(t,Y)| < kX =Y ®)

onD = {(t,X)|0 <t <T,|X — X |<n}. Suppose that f(¢, X) is differentiable with
respect to t and X, and |0f/0X| < k,|0f/0t| < ¢, If T < n/p, then it can be easily
proved that when N — oo, X v converges to the value at the solution X (T) of Eq. ()
when ¢t = T', and the error estimate is

q T kr
IX(T) - Xn| < (E—i—p) 5 (7= 1) )
In addition, the output y5 = 9 (WX n +b) of the residual network R and the
output y7 = Y(wX (T) + b) of the Neural ODE D satisfy that

1
lyr —yn|| =0 (N) (10)

Thus, we call that ResNet Ry converges to the Neural ODE D, that is, the Neural ODE
D can be sufficiently approximated with ResNet Rx when NV is large enough. Therefore,
in the following, the Neural ODE is applied to explain the decision attribution of the
ResNet Ry.
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4. Symplectic Adjoint Method

Since the Neural ODE can be regarded as a surrogate model to explain the influence of
the input features for the ResNets’ prediction, this section presents the symplectic ad-
joint method, which can be used to calculate the gradient that exactly characterizes the
contribution of input features for the target class.
First, we discuss the influence of the perturbation for a given input on the prediction
of Neural ODE. For the differential system Eq. , when the initial value X (0) = X
is perturbed by 7 to be X’(0) = X + 7, the corresponding perturbed solution X' (¢)
satisfies
X'(t)=X#)+6(t) +o(r), =0 (11)

where §(t) is the variational variable which solves the variational equation

dt X (t

do(t)  of(X(t),6(t)) 5(1) (12)
)

for 6(0) = 1.

Remark 2. As observed in [8]], suppose that f(X (¢), 6(t)) is continuous and differentiable
with respect to X, then there exists 0X (t)/0X o and 0X (t)/0X o = 0(t), where the
variational variable J(¢) satisfies the variational equation Eq. .

According to Remark , the gradient of X (7') with respect to initial values X is
0X(T)/0Xo = o(T). Furthermore, we consider the adjoint equation of Eq.

da(t) — (OF(X(®),00)\"
- (")

dt X (t a(t) (13)

Where the adjoint variable «(t) is the gradient of L(X (7)) with respect to X (¢) and
ao(T) = OL(X(T))/0X(T), and the conservation property Eq. for the solutions of
variational equation Eq. (I2) and adjoint equation Eq. (I3]) below holds

a(T)T6(T) = (0)"6(0) (14)

Aim at computing the gradients of L(X (7")) with respect to the initial condition X
and the parameters 0 for the Neural ODE D, [4] proposed the adjoint method to solve
the gradient, but this approach cannot obtain the accurate gradient and requires high com-
putational costs to suppress numerical errors, we present the symplectic adjoint Method,
which solves the adjoint equation by the Symplectic Runge-Kutta method to obtain the
exact gradient and the final trained network is denoted as the Neural ODE Dy . The sym-
plestic adjoint method consumes much less memory consumption, but performs faster
computation and more robust to rounding errors than the naive backpropagation algo-
rithm.

Firstly, the ordinary differential equation Eq. (§) is discretized by the Runge-Kutta
method

Xiy =X[+ 2> bifril=01,...,N-1 (15)
=1
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Where
i—1
fia=FtuX0) fri=F [+ e X1+ A aijfi; (16)
j=1
i = 2,...,8, a;,,b;,c; are summarized as the Butcher tableau [8l7.22], and there is

| X(T) — X'y|| = o(1/N) for N — oco. Suppose that the output of the Neural ODE Dy
isyy =19 (wXy+b).

Remark 3. ([7U1]) When the ordinary differential equation Eq. (§) is discretized by the
Runge-Kutta method in Eq. (I5), the variational equation Eq. is discretized by the
same Runge-Kutta method as follows

8is1=08;+ XD bpril=0,1,...,N—1 (17)

i=1

Where ¢; is the discretization of the variational variable 6(¢) in Eq.(12) and

0
D1 = 97 (t;, X1)

0X
of i—1 (18)
PLi = 5% tl+Ci>\la5l+>\Zai,jPi,j E=2,...,8
j=1

Moreover, assume the adjoint variable oy = 9L (X QV) /0X'y, to obtain the ex-
act backpropagation gradient for the Neural ODE D)y efficiently, the Symplectic Runge-
Kutta method solves the adjoint equation by the Symplectic Runge-Kutta method as fol-
lows

[e7NN) :Oél+)\lZl~)i¢l7i,l:O,1,...,N71

=1
T
8f i—1
li
PLi==\3x tl+ci/\aXz+>\jz:;ai,jfl,j €L (19)
€= {O‘l + A5 by (1 - %) Gy, i ¢l
S = basad, ifiel,
where y
S by ifigle, -
bi_{x, ifieqy,o=1lili=1....5b =0} (20)

Finally, the gradient that exactly characterizes the contribution of input features for the
output ovg = 0L (X ’N) /09X o can be obtained by the backpropagation iteration.

5. [Explaining ResNet Predictions

In this section, we show that our proposed method guarantees the faithfulness of the expla-
nation between ResNet and the surrogate model - Neural ODE. First, the decision feature
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and the explanation map of an input to the target class for Neural ODE are generated via
the symplectic adjoint method. Then, we prove that the explanations of Neural ODE can
be sufficiently approximate to the true behavior of ResNet when [V is large enough.

5.1. Understanding Neural ODE Predictions via symplectic adjoint method

Since it is well known that the deep convolution layer has high-level semantics, the pre-
vious CAM-based explanation methods focused on the analysis of the feature maps in
the last convolution layer, while the feature maps in the shallow layer is noisy and lacks
semantic intelligibility. However, in theory, to explain the importance of the input fea-
tures for the output prediction score of the target class, the gradient of the target class
should be back-propagated to the input layer to highlight the image region that has a great
influence on the prediction. In this paper only positive influence on the prediction is con-
sidered, as observed in [[14], the definition of the explanation map based on the gradient
decomposition of the input layer is given as follows.

Definition 1. Assume that any instance x and the trained Neural ODE Dy is given,
the input layer of Dy is X and the output prediction vector is y, the i-th row vector
0y;/0X o of Oy/0X g is called the decision feature about X that x belongs to class i.
If the derivative of y with respect to the input Oy/0X o is obtained, then Dy is called
explainable and the explanation map that x belongs to class i for Dy is

Ay T
I:ReLU<aXlO> o X, Q1)

where o denotes Hadamard product.

Considering the problem of the gradient Jy;/0X  computed by previous research,
we first introduce a novel gradient solution method to ensure the accuracy of the expla-
nation. The symplectic adjoint method for Neural ODE which consumes less memory
than the naive backpropagation algorithm and has faster computational efficiency, is used
to compute the gradient to explain the Neural ODE Dy . By section 4, according to the
symplectic adjoint Method, the initial g = 0L (X 9\7) /0X  has been obtained by the
iteration of the adjoint variable cuy = 9L (X'y) /0Xy into Eq. On the other hand,
as observed in [22]], if g, d i are respectively the solutions for Eq. (I9) and Eq. (I7), then

we have
an®on = o’ dp (22)

where 0(0) = I. Therefore, it is not necessary to spend much more time on iterative
calculations in Eq. , the variational variable 6 = 90X’y /90X can be solved from
the Eq. (22) and
Iy _ Oyy
0X, 0XYy
Thus the i - th row vector (1)'wd ), of ¢'wd y is called the decision feature about X
that  belongs to class ¢ for Neural ODE Dy
Therefore, by Deﬁnitionm we have that the Neural ODE Dy is explainable, and the
explanation map that « belongs to class ¢ for Dy is

5N = 1/1/(4151\/ (23)

I =ReLU ((¢/wdy),)" o X, (24)
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where o denotes Hadamard product. Since we are only interested in features that have a
positive impact on the target class and are good for visualization, the function is to filter
the negative impact. The explanation map [ is can explain the image region where the
Neural ODE Dy is for image recognition has a high influence on the prediction result of
the input image belonging to class 4.

5.2. Relationship between explanations of ResNet and Neural ODE

To show the consistency of the explanation between ResNet and the Neural ODE, the
metrics of the approximation of the two models is first introduced as follows [13]].

Definition 2. For a neural network D,, if there is a neural network D., which is explain-
able and the explanation map that x belongs to class i for D), is I, and for Ve > 0,3K €
NT, whenn > K, there is

k(Dn,Dp) = lly -yl <e (25)

for any instance x, where y and y’ are the prediction vectors obtained by the model D,,
and D), for the input x respectively, then we define D), as an approximate interpretable
model of D,, when n is large enough.

According to Definition [2} it is obvious that when & (D,,, D},) is smaller, the model
approximation degree of the two models is higher and D), is considered to be a better
explainable model of D,,. In the following, we demonstrate that the Neural ODE Dy is
the approximate explainable model of RessNet R .

Theorem 1. Forthe ResNet R n and the corresponding Neural ODE Dy, If the functions
L and+) are continuous, the function o is Lipschitz continuous and o(0) = 0, f(X (¢),6(t))
is continuous and differentiable with respect to X, then for Ve > 0,3K € NT, when
N > K, there is k (Dn,Ry) < € for any x.

Proof. For any input x, it is known that Eq. (1]) in ResNet R yy is the Euler discretization of
the ordinary differential equation Eq. (5) when the initial condition X (0) = X is satisfied
and the time step \ is selected. By Remark[I] if the functions ¢ and L are continuous, o
is Lipschitz continuous and ¢(0) = 0, then the numerical solution obtained from Eq.
converges to the exact solution of Eq. . So Xy converges to the solution X (T") of
Eq. (5) when t = T, that is, limy s, (X x — X (T)) = 0, then for Ve’ > 0,3M; € N*,
when N > M, thereis || X v — X(T)| < €'.
Moreover, let

wXy+b= [ 2, 2] ere 26)
wX(T)+b= {x(1)7 @ x(s)} e R?® (27)

then when N > M, there is atg\i,) — 2()| < we’. Moreover, the output prediction vectors
obtained by ResNet Ry and Neural ODE D are

yn = (WX N +b),yr = P(wX(T) +b) (28)
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Let yy = [yj(\}),y](\?), e ,yx)} yYr = {yg),yg), e ,ygf)} € R?, then there exists
¢ €R _ ‘
N T Z;:1 emﬁé) 25;1 em(])
< em%) _ ez(i) (29)
< wee’

Lete =2w ) . | ¢;g, so we have

K(RN.D) = |lyy —yrll <w ) eie =¢/2 (30)

=1

Therefore, Ve > 0,3M; € N*, when N > My, there is k (RN, D) < /2 for any x.
Similarly, Ve > 0,dM, € NT, when N > M, there is x (D, Dy) < ¢ for any =,
assume that the output prediction vector obtained by the Neural ODE Dy is

Yy =¢ (wXy +b) = [yj(\}),yj(\?),...,yg\?)} cR* (31)
then let K = max {M;, M2} € N*, when N > K, we have
K(RN,DN) <k (RN,D) + FL('D,'DN) <é€ (32)

Overall, the Neural ODE Dy is proved to be an explainable model sufficiently close to
ResNet Ry when N is large enough, and the explanation map I = ReLU ((¢'wé N)i)T
X can explain the image region where the ResNet R v for image recognition has high
influence on the prediction result of the input image belonging to class ¢. Theorem 1 en-
sures the faithfulness of the explanation between ResNet and the surrogate model, and
since the symplectic adjoint method instead of the naive backpropagation algorithm is
used, the proposed explanation method has lower computational cost than other explana-
tion approaches.

[e]

6. Experimental Implementation and Evaluation

In this section, we evaluate the effectiveness of the explanation method for ResNet in this
paper. First, we visualize the saliency maps obtained by the CAM-based explanation of
ResNet with the gradient via the symplectic adjoint method to compare other CAM-based
methods with the gradient obtained by the naive backpropagation algorithm. Second, we
demonstrate the faithfulness of the proposed explanation method for ResNet by conduct-
ing deletion and insertion tests to compare with the ones in Grad-CAM and Group-CAM.
Moreover, we present the proposed explanation method, which is more efficient than oth-
ers and effective for users to find out the reason for the wrong decision on some samples
in the prediction. Finally, by modifying the training set and retraining, the effectiveness
of the explanation for debugging and optimizing a model can be validated.

In the following experiments, the model architecture we performed is a pre-trained
ResNet with six standard residual blocks [4] and the publicly available classification
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dataset Cifarl0 is used. For the input images, all images are resized to 3 x 32 x 32,
and then transformed to tensors and normalized to the range [0, 1]. The performance of
the proposed explanation method via the symplectic adjoint method and existing methods
is evaluated by PyTorch 1.7.0 [20] and demonstrated by extending the adjoint method
implemented in the package torchdiffeq 0.8.1 [34].

Input

Grad-CAM

Group-CAM

Adjoint-CAM

A 4

Fig. 2. Visualization results of Grad-CAM, Group-CAM, and Adjoint-CAM. The class
activation maps are similar for the various explanation methods in the last convolutional
layer, especially for Grad-CAM and Adjoint-CAM

6.1. CAM-based explanation of ResNet via symplectic adjoint method and naive
backpropagation Algorithm

Since the CAM-based explanation methods have a good performance on class discrim-
inative visualization and localization ability, they have been widely applied to visualize
the task of locating objects in images. For instance, Grad-CAM calculates the average of
the naive gradients of feature maps in the last convolutional layer for the target class as
the weight of feature maps to obtain gradient-weighted class activation maps to highlight
important features. In this section, the method that generates the weighted class activa-
tion maps by computing the average of gradients of feature maps in the last convolutional
layer for the target class via the symplectic adjoint method as the weight of feature maps is
called Adjoint-CAM, and the weighted class activation maps obtained by Adjoint-CAM
can be demonstrated to be similar to those generated by Grad-CAM which computes the
average of gradients via the naive backpropagation algorithm. Therefore, the proposed
method also has a good performance on the visualization of class-conditional localization
of objects in the last convolutional layer for the target class.
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As shown in Remark T] the output of the last residual block of ResNet is approximate
to the output of the corresponding Neural ODE at t = 1" ,which means the feature maps
of ResNet and Neural ODE in the last convolutional layer are similar. On the other hand,
the output of ResNet and Neural ODE is Eq. (3) and Eq. (6) respectively, then it is obvious
that the gradients of feature maps in the last convolutional layer for the target class via
the symplectic adjoint method for Neural ODE are the same as the gradients via the naive
backpropagation algorithm for ResNet. Therefore, the weighted class activation maps ob-
tained by Adjoint-CAM which computes the weight via the symplectic adjoint method
approximate with that generated by Grad-CAM to locate the important region of given
images. We visualize the depth-wise saliency maps through Grad-CAM, Group-CAM,
and Adjoint-CAM in Fig. 2] As shown in Fig. 2} the class activation maps are similar for
the various methods and localize the target object well in the last convolutional layer.

Grad-CAM Group-CAM OurMethod
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Insertion Curve Deletion Curve
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Fig. 3. The explanation maps generated by Grad-CAM, Group-CAM, and OurMethod for
representative images with deletion and insertion curves. In the insertion curve, a more
faithful explanation should increase faster, the area under the curve is expected to be large.
While in the deletion curve, a more faithful explanation should drop faster, the area under
the curve is expected to be small

6.2. Evaluating Faithfulness of Explanations

Although the CAM-based explanation methods outperform other methods on visualiza-
tion performance in the last convolutional layer, the gradient obtained by the naive back-
propagation algorithm in the shallow layer may result in an inaccurate explanation for the
gradient vanishing and saturation issue. Sometimes, image regions with higher weight val-
ues contribute less to the target class. Therefore, we propose a novel explanation method
in which the shallow gradient is obtained exactly by the symplectic adjoint method. To
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demonstrate the faithfulness of the explanation of our proposed method in this paper is
higher than that of other methods, the deletion and insertion metrics that are prepared in
[21] are used to qualitatively evaluate the faithfulness of the interpretation methods.

Intuitively, if the pixels obtained from the explanation methods are more important
for decisions, the removal of pixels will cause the predicted score for the target class
to drop more significantly, which shows that the explanation method is more faithful.
Therefore, the deletion metric is a qualitative evaluation metric to measure the decrease
in the probability of the predicted class when more and more important pixels obtained
by the explanation methods are removed from the original image. A lower area under the
probability curve indicates a more faithful explanation. In addition, the insertion metric,
which starts with a blurred image, evaluates the increase in the probability of the predicted
score for the target class as more and more pixels are introduced, and a higher area under
the probability curve means a more faithful explanation.

In detail, for the deletion test, there are several approaches to removing pixels from
an image and all of these have different pros and cons. In our experiment, the deletion
test gradually replaces 1% of pixels from the original image with a highly blurred one
according to the importance of pixels for decisions obtained by the explanation methods
until no pixels are left. On the other hand, for the insertion test, we gradually replace 1%
pixels of the blurred image with the original version according to the importance of pixels
until the image is well recovered. Some examples generated by Grad-CAM, Group-CAM,
and our proposed method for the first layer of the ResNet block and the corresponding
deletion and insertion curves are illustrated in Fig. [3] Furthermore, for a more general
comparison, the average results calculated by area under the probability curve of deletion
and insertion tests over 1000 images are demonstrated in Table[I] As shown in Table[T} our
proposed method outperforms other CAM methods in terms of deletion AUC compared
with gradient-based CAM methods.

Table 1. Comparative evaluation in terms of insertion (higher is better) and deletion (lower
is better) scores

Grad-CAM Group-CAM OurMethod

Insertion 0.614 0.623 0.616
Deletion 0.161 0.152 0.132

6.3. Comparative Evaluation in Terms of Memory and Computation Efficiency

In the experiment, the Neural ODE obtained by replacing residual blocks of ResNet with
ODESolve modules is the surrogate explainable model of ResNet and the explanation
map is generated by the gradient calculated by the symplectic adjoint method. Table [2]
summarizes the test error and number of parameters for ResNet and the Neural ODE
on Cifarl0, respectively. As shown in Table 2] the Neural ODE has around the same
performance as the ResNet with fewer parameters.

Furthermore, the memory consumption and running time for the explanation by Grad-
CAM, Grad-CAM++, Group-CAM and the proposed method are shown in Table [3] L
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Table 2. Comparative evaluation in terms of the test accuracy and number of parameters
for ResNet and neural ode on Cifarl0.

Test Accuracy Parameters

ResNet 83.89 0.58M
Neural ODE 83.57 0.21M

is the number of layers in the ResNet, and all the feature maps and neuron importance
weights are splited into G groups. Grad-CAM and Grad-CAM++ which generate the
shallow layer gradients via the naive backpropagation algorithm for the ResNet requires a
memory of O(L) for the backpropagation, and compute gradients by the chain rule step by
step with roughly computational cost O(L). Group-CAM needs to input the constructed
mask back into the network for training to obtain new weights for G rounds, so the com-
putational cost is O(GL). While the symplectic adjoint method has superior performance
than the naive backpropagation in terms of the memory consumption and running time.
Our proposed method had no more need of storing any intermediate quantities of the
backpropagation, only the first and last adjoint variable is required to obtain the explana-
tion map, and then the memory consumption and running time are both O(1). Therefore,
as shown in Table 3| the proposed explanation approach outperforms Grad-CAM, Grad-
CAM-++ and Group-CAM in terms of the memory consumption and computational cost.

Table 3. Comparative evaluation in terms of the memory consumption and running time
for Grad-CAM, Grad-CAM++, Group-CAM and our proposed method on cifar10.

Grad-CAM Grad-CAM++ Group-CAM OurMethod

Memory O(L) O(L) O(L) o(1)
Running Time ~ O(L) o(L) O(GL) o)

6.4. Effectiveness for Troubleshooting and Optimizing a Model by the Explanation

When we know how the deep learning model thinks, it provides us with the privilege to
optimize it. This section illustrates that our proposed approach can explain why ResNet
makes a wrong prediction, and then improve the performance of the model pertinently.
Intuitively, if the pixels obtained from the explanation methods are more important for
prediction, the modification of pixels will cause the probability of the predicted class to
decrease more significantly. As shown in Fig.3, the deletion of less than 10% pixels from
the original image can generate adversarial images to producing incorrect classification
results. Furthermore, Fig.4 shows the explanation maps for two misclassified images with
respect to their top-3 predicted classes by the proposed method. As shown in Fig. ] the
first image labeled “horse” is classified as an airplane, the second one labeled “horse” is
classified as a frog, and the second column are the explanation maps generated by our
method to show the image region has a high influence on the prediction results for the
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top-1 predicted classes of airplane and frog. It can be seen that ResNet makes a wrong
prediction for the two images, mostly in terms of the background of the images. It seems
reasonable that the sky is white and the frog is green in the training dataset, but the reason
why the model makes a wrong prediction is that it ignores the shape of images.

Fig. 4. The explanation maps with respect to top3 predicted class for mis-classified im-
ages. The first column is the input images. The prediction score for the first input image
with respect to top3 predicted class is 0.6373 (airplane), 0.1715 (horse), 0.1623 (bird), the
second is 0.6770 (frog), 0.1336 (automobile), 0.1306 (horse)

Table 4. Comparative evaluation in terms of the test accuracy before and after debugging

No debugging After debugging
Test Accuracy  83.89% 87.29%

Therefore, by diagnosing the reason why the model makes a wrong prediction, these
mistakes can be avoided with sufficient training. Specifically, for a given misclassified
sample, first we identify the corresponding regions in the model that were undertrained.
Then some targeted training samples are generated by replacing the values of important
pixels with random values to augment the original training data and retrain the model.
Due to the addition of new samples, the impact of misleading features is reduced, and
target errors are patched without reducing the previous accuracy of the model. We con-
sider the proposed explanation method is practical for optimizing a model by modifying
the training set and retraining. After adding 3000 artificially constructed images by the
interpretation method to the original training set, ResNet is retrained by the reconstructed
training set. As shown in Table 4, the test accuracy of the pre-trained model is 83.89% and
the test accuracy of the model is improved to 87.29% after the training of the new training
set. Moreover, after retraining, the image labeled “horse” in Fig.4 can be correctly iden-
tified, and the corresponding predicted probabilities are increased to 0.6312 and 0.7065,
respectively. Overall, the explanation map obtained by our method is helpful for overall
diagnosing and debugging of the model.
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7. Conclusion and Future Work

Using the Neural ODE as the surrogate model, we proposed a new way for a more faith-
ful explanation of ResNets predictions. To get over the naive gradient problem and make
sure that images regions with higher gradient values contribute more to the target class,
the gradients with respect to the input layer are calculated using the symplectic adjoint
method. Additionally, the gradient decomposition method yields an explanation map for
the Neural ODE at the input layer that can be shown to be sufficiently near to the ex-
planation of ResNets. Quantitative analyses are provided to demonstrate that our method
outperforms than other cutting-edge methods in terms of effectiveness and explanation
faithfulness, and it is effective for troubleshooting and debugging a model by the explana-
tion. In the future work, we will analyze the stability and generalization ability of ResNet
with symplectic adjoint method.
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Abstract. Nowadays, the rapid development of social networks has led to the pro-
liferation of social news. However, the spreading of fake news is a critical issue.
Fake news is news written to intentionally misinform or deceive readers. News on
social networks is short and lacks context. This makes it difficult for detecting fake
news based on shared content. In this paper, we propose an ensemble classification
model to detect fake news based on exploiting the wisdom of crowds. The social
interactions and the user’s credibility are mined to automatically detect fake news
on Twitter without considering news content. The proposed method extracts the fea-
tures from a Twitter dataset and then a voting ensemble classifier comprising three
classifiers namely, Support Vector Machine (SVM), Naive Bayes, and Softmax is
used to classify news into two categories which are fake and real news. The experi-
ments on real datasets achieved the highest F1 score of 78.8% which was better than
the baseline by 6.8%. The proposed method significantly improved the accuracy of
fake news detection in comparison to other methods.

Keywords: Fake news detection, Social interaction, User’s credibility, User’s opin-
ion

1. Introduction

Nowadays, social network services have developed rapidly and become a popular infor-
mation channel for the community. Social networks have an important role in spreading
news and people can rate the news easily. In 2021, about half of U.S. adults often or
sometimes got news from social media*. Social network services have attracted a lot of
people who publish and share news and personal opinions every day. Social networks
with multiple useful characteristics, like faster transformation and less expensive, have
become an important channel of communication and information sharing. However, due
to the increasing popularity of social networks and the ease of posting news on those plat-
forms, it becomes an ideal way of communicating and spreading fake news. Fake news
has negative effects on society. It could cause political instability [5][14]. In recent years,

* Corresponding author
4 https://www.pewresearch.org/journalism/2021/09/20/news-consumption-across-social-media-in-2021/
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social media and technology companies face criticism for not doing enough to stem the
flow of fake news on social network platforms.

Fact-checking is a process that seeks related information to verify factual informa-
tion and to promote the veracity and correctness of news. In reality, fact-checking ac-
tion can be conducted before or after the news is posted. Internal fact-checking is such
checking done in-house by the publisher or system and the news is analyzed by a third
party called external fact-checking. Preventing the spread of misinformation can be done
through human intervention by verifying the authenticity of the content. Using the inter-
national fact-checking network and manual fact-checking websites such as washington-
post.com, snopes.com, Politifact.com, etc. are the methods commonly used in practice
[10]. The assessment of experts on fact-checking websites can bring forward the reader’s
realistic viewpoints about related information. Figure 1. is a flowchart of a fact-checking
system for the news on social media. Fact-checking websites is an efficient way to verify
the authenticity of the information, especially news on social media. However, handling
large volumes of data is a great obstacle. It is very difficult for humans to evaluate all
up-to-date information on social media. Automatic fact-checking is a promising method
to overcome this problem.

H E POLITIFACT m ng&-)ﬁE
% p ™ e 5g WG

Expert l
Data Crawler

News
authenticity

Fig. 1. The flowchart of a fact-checking system

Fake news detection topics have got a lot of attention from researchers. There are
different fake news detection approaches have been proposed in the literature. The most
common approach is news content analysis [2], [18], [20], [25]. The language features
are analyzed to determine the authenticity of the news. Generally, news content analysis
is suitable for formal and long news. However, social news is quite different from for-
mal and long news. The short and abbreviation characteristics are the big challenges for
the algorithms applying to formal news. Therefore, the approaches combining the content
and news context for fake news detection have gotten a lot of attention from researchers
[26], [27]. Using the user’s profile and news content features to analyze the behavior of the
user is an approach receiving much attention currently [21]. Machine learning approaches
have been applied quite effectively for detecting fake news [5]. SVM, Random forest, and
logistic regression models have been used and achieved high accuracy in the fake news
detection experiments [6], [12], [16], [19]. Ensemble methods aim at improving the accu-
racy of individual models by combining multiple models. Generally, the combined models
can increase performance significantly [10]. Social networking service is an online social
media platform in which people can share personal viewpoints. The tremendous growth of
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social networks has attracted research communities to discover collective intelligence by
mining social data [3], [4]. Collective intelligence has been enhanced under the emergence
of social networks [8]. Exploiting the wisdom of crowds is another research direction that
has received a lot of attention to detect fake news on social networks. In this approach,
the authenticity of the news is identified by analyzing the interaction data from users [13],
[30]. Combining social interactions can significantly improve the performance of fake
news detection problems on social networks. The user’s interactions such as comments
are an important feature. Figure 2. is an example of tweet content and comments repre-
senting the user opinion on Twitter. The misinformation can be detected by exploiting the
user’s comments.

,@ Katie Hopkins

On the FIRST day of the Ghislaine Maxwell trial

The CEO of Twitter resigned
The CEO of Walmart resigned
The CEO of CNBC resigned

@ Lanee! A_LK.A. Lucy @lanee_lucy - Dec 1, 2021
Reply 0 € ru1234

1. It's the CFO of Walmart, not the CEQ, and he announced he's leaving in
2023 after having been there for decades.
2. There is no news about the chairman of CNBC leaving (they don't have a

CEOQ).
Q 5 n Q &0 < &
4 Paul Martin @AnEngagedLife - Dec 1
f Replying to @H 11234
This is not accurate.
Q i} Q &
Droffo) @Droffo) - Nov 30
4 Replying to @Hellohowru12345
Not true.
Walmart's CFO Is resigning
CMBC’s CEQ isn’t resigning
© e Q@ &

Fig. 2. News and comments representing the user opinion on Twitter

Limited social-related information is a challenge for fake news detection. First, newly
emerged events often have not been stored in existing knowledge-based so it is difficult
to be inferred. Second, the features of fake news in the past may not be available in the
present, especially due to the constant evolution of misleading writing styles. Finally,
limited information may reduce the performance of machine learning models. Analyzing
short messages to detect fake news is a difficult task. Some characteristics such as up-to-
date information, the lack of context, misspellings, and abbreviations are challenges for
machine learning algorithms. The user insight extracted from engagement data is valuable
information for fake news detection problems. The user’s viewpoints on social networks,
especially from high-credibility users, could help to identify fake news effectively. In this
study, we present a fake news detection method based on exploiting the wisdom of crowds.
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We focus only on analyzing the user’s viewpoints to detect fake news without considering
news content. The proposed method exploits the user data on Twitter such as the user’s
profile and interaction data of news. Three features are extracted from the dataset to clas-
sify news that are the user’s opinion, the user’s credibility level, and the exhortation level.
The users’ viewpoints are useful information to determine the veracity of the news. The
users’ insights and opinions are presented by actions such as comments, likes, and shares.
Exploiting interaction data can reveal the user’s viewpoint toward the news. However,
the accuracy of opinions from users is different. In our work, we assessed the accuracy
of viewpoints based on the user’s credibility level. The user’s profiles including account
information and historical data were analyzed to determine their credibility level. The
user’s news posted in the history was also matched against the fact-checking database to
discover fake news. Fake news in history is important in determining a user’s credibility
level. The user’s trustworthiness level will be reduced if they have previously posted fake
news. The historical data provides a better assessment of a user’s trustworthiness level
and enhance the accuracy of classifying a user’s opinion.

Besides, spreading news actions and relationships between users were also exploited
to determine the user’s credibility level. To overcome the weakness of the single model,
we used an ensemble learning model that combines the predictions from three mod-
els namely, Support Vector Machine (SVM), Naive Bayes, and Softmax. The proposed
method classified news into two categories which are fake and real news. The proposed
method experimented on datasets collected from Twitter. The experiments revealed that
the proposed method significantly improved the performance of fake news detection prob-
lems. The highest F1 score was 78.8% and it was better than the baseline by 6.8%. The
experiments demonstrated the effectiveness of using features extracted from social inter-
actions and user profiles.

The major contributions of this paper are as follows:

— We propose to exploit the users’ interaction data to detect fake news on social net-
works. We focus only on analyzing the user’s profile and viewpoints to detect fake
news without considering shared content.

— We applied the voting ensemble method to the extracted features to classify news on
Twitter. The achieved results demonstrated the effectiveness of the proposed method
in improving the performance of the fake news detection problems.

The remainder of the paper is structured as follows: Section 2 presents an overview of
related works; Section 3 presents the problem statement and the proposed methodologys;
The experiments are presented in Section 4; Section 5 concludes the paper.

2. Related Works

Social media has developed rapidly and become a popular information channel for every-
one. The users create news pies spreading them in the community. Misleading information
propagating on social networks is a big challenge that has attracted much more attention
from researchers in recent years. Automatic fake news detection is very essential on social
media. In this section, we discuss some commonly used perspectives in the literature such
as content-based, social context-based, knowledge-based, user’s credibility, etc.
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2.1. Content and Social Context-based Approach

Style-based concerning how fake news is written. Analyzing the content to detect fake
news is a popular approach, especially for long and formal news. The vocabulary and
writing style are important features to determine fake information [2], [20]. Pérez-Rosas et
al. analyzed text to determine linguistic features that express fake information [18]. Their
experiments achieved high accuracy in fake news detection. The linguistic characteristics
change when people try to hide their lying writing style [2]. Afroz et al. proposed a method
to identify deception in the stylistics of documents. The experiments on the real dataset
achieved an F1 score of 96.6%. The linguistic characteristics are suitable for fake news
detection in formal news. However, the linguistic characteristics of news on social media
are usually different from formal news. The writing style of social news is informal. This
is a reason why the methods of analyzing content are inefficient and reduce accuracy
when applied to social news. Therefore, exploring auxiliary information has the potential
to improve the performance of fake news detection problems.

Combining content and social context analysis is an appropriate method for fake news
detection on social networks [24], [27]. Kai Shu proposed a tri-relationship of social
context during spreading the news on social media [27]. They exploited the relation-
ship among publishers, news, and users. The authors used a tri-relationship framework
to model relations between the publishers and news, and interactions between the user
and news to identify fake news. Kai Shu et al. also proposed to exploit the combination
of content, social and temporal in the news spread ecosystem on social media [24]. They
analyzed the network structure of spreading the news to discover fake news. The experi-
ments demonstrated that the social context analysis methods overcome the disadvantages
of traditional text analysis.

2.2. Knowledge-based Approach

Fake news detection based on analyzing content and writing style is a hard problem, es-
pecially with social media news. Knowledge-based approaches utilize the fact-checking
method to compare news content with external sources to verify veracity. The fact-checking
methods can be categorized as manual and automatic fact-checking [11]. The manual
fact-checking method uses assessments from experts or crowdsourcing. The expert-based
method relies on human experts working in specific domains (e.g, fact-checking websites
like Snopes, PolitiFact, GossipCop, etc.). The expert-based method is reliable but it is
time-consuming and inappropriate for the huge volume of data on social media. Crowd-
sourcing uses the wisdom of crowds to check the accuracy of news. The user can provide
their discussion on news via a platform. Although crowdsourcing fact-checking is diffi-
cult to manage and has low reliability, it is more suitable than expert-based fact-checking
[33]. On social networks, users can present their viewpoints about the news by leaving
comments. Jin et al. exploited collective intelligence to detect fake news in microblogs
by exploiting the user’s conflicting viewpoints [13]. A topic model was used to discover
the conflicting viewpoints of news and then, a propagation network with supporting or
opposing relations was built to infer credibility. Their experiments demonstrated the ef-
fectiveness of the proposed method on a real dataset. Wei et al. applied a Bayesian ag-
gregation model to relevant human and machine judgment extracted from news content
and crowd judgment [30]. The proposed framework demonstrated the effectiveness of
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exploiting crowd intelligence in fake news detection. Using ontologies in fake news de-
tection is a promising research approach. Seddari et al. proposed a hybrid method for
fake news detection that combines linguistic and knowledge-based [22]. They used on-
tologies to model fake news domain knowledge. Ontologies and linguistic features were
used to distinguish fake news. Groza et al. also used ontology reasoning to detect decep-
tive information about COVID-19 [9]. The major challenge of fake news detection based
on ontologies is the lack of scientific knowledge related to a specific category of news.
Although knowledge-based approaches can achieve good results in fake news detection,
they are not suitable for new topics without corresponding entries in any knowledge base.
This approach is often combined with others to get better results.

2.3. Credibility-based Approach

The credibility-based approach investigates the credibility of creators, readers, and spread-
ers. The credibility characteristic can be extracted from the user’s profile such as account
information, news in the history, community, following users, etc. The user’s credibility
plays an important role in fake news detection problems. The users can propagate news
in the community by posting, sharing, commenting, etc. The user with a low-credibility
level has high probability to post or share fake news than others [1]. News posted on an
unreliable website and shared by low-credibility users is more likely to be fake news than
news posted by authoritative and credible users [32]. Yang et al. treated the authenticity of
the news and the user’s credibility as latent random variables [31]. The user’s interactions
on social networks were mined to determine their opinions towards the news. They used a
Bayesian network model to capture the conditional dependencies among the authenticity
of the news, the user opinions, and the user’s credibility. Shao et al. analyzed the news
spreading thousands of articles on Twitter during the 2016 U.S. presidential campaign
and election [23]. They found evidence that bots played a big role in amplifying low-
credibility news. The accounts actively spread content from low-credibility sources that
are more likely to be bots.

In our previous study [29], we used the SVM model to classify news based on a set
of four features that are the content, the user’s credibility, the user opinion, and the ex-
hortation level. The method is still based on analyzing the news content to determine fake
news. In this study, we propose an improved method to detect fake news automatically by
exploiting multiple features extracted from social interactions and the user’s profile. The
methodology and experiment results are presented in the next sections.

3. Proposed Methodology

In this section, we describe the problem of fake news detection from the wisdom of crowds
and the features used to classify news. The proposed model is presented at the end of this
section.

3.1. Problem Statement

In social networks, once a user posts a piece of news that spreads to the group of users
following that user. Other users who read that news can present their viewpoints towards
the news by emotional action or reposting or leaving comments about their opinions.
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Fig. 3. The illustration of user’s relationships on Twitter

LetU = {uy, ua, ..., up } be aset of n users on a social network, A = {73, Ts, ..., T, }
be a set of news posting by users in U.

For example, Figure 3. describes a simple graph of relationships among users on Twit-
ter. In this graph, user u; has five followers us, u4, ug, g, u19. Once user uy posts news
that shows on the timeline of his/her followers. The users can present their viewpoints on
that news through comments or emotional actions or retweets. Intuitively, each user has
a credibility level to the community/group (e.g., politicians, journalists, and influencers
are high credibility; new members and users having few friends are low credibilities). In
this example, the high-trust users are drawn to a bigger size and a less size in the oppo-
site case. The credibility level of each user is a parameter to evaluate the validity of their
opinion. The comments from high-trust users are more valuable than those of low-trust
users.

Given a targeted tweet 1" posted by user u;. The news spreads to the community
of users following u;. In general, when followers read the news either they can leave
comments expressing their viewpoints or they can present their opinions such as like,
retweet, etc. Assuming that each user has a credibility level determined relying on his/her
profile. A set of social interactions related to that news is collected to extract the features.
Let’s determine the authenticity of news if it is fake or real news by analyzing data from
the user’s social interactions related to the news and the user’s profiles.

A tweet is a short text and lacks context to clearly understand its content. Therefore,
detecting fake news only relying on its content usually obtains low accuracy. Generally,
the reader has to have a wide knowledge of the related subject to be able to understand
the inside meaning of the news. A deep understanding helps the reader to leave helpful
comments that point out the authenticity of the news. In this study, we exploit the wisdom
of crowds which is social interactions related to the news from users to detect fake news on
social networks. A framework of the proposed method for fake news detection is described
in Figure 4. It contains the following steps:

First, crawling the interactive data related to the targeted tweet.

Second, collecting user data on Twitter and measuring the user’s credibility level.
Third, determining the user opinions and exhortation level of the targeted tweet based
on comments, likes, and retweets.

Fourth, building a feature vector.

Finally, an ensemble model is applied to the features to classify news.
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Fig.4. A framework for detecting fake news based on exploiting the user’s interactions
3.2. Feature Extraction

User’s Credibility Feature The user’s profiles and historical data contain valuable in-
formation to determine the user’s credibility. Some properties of the user’s profile should
be considered such as created date, the number of followers, the number of followings,
the total of tweets, the total of retweets, etc. These features reflect the seniority of the
account, influence level, and the community’s level of interest in their posts. Besides, the
authenticity of news in history is an important feature to determine the user’s reliability.
An account that has published fake news is more likely to publish fake news in the fu-
ture [26]. People who have posted fake news have less credible than people who have
not posted fake news yet. The user’s news in history needs to be analyzed to determine
whether fake news or not and the number of published fake news includes in their profile.

The user’s credibility feature is extracted as described in Algorithm 2. To determine
the posted fake news in the history of the user, as described in Algorithm 1, the user’s
historical news is matched with the fact-checking source to find out the fake news. The
user’s features are a 6-dimensional vector U described as follows:

U= {t,qua,co,re,fn}, (1)

where t is an account age, fo is the ratio of the number of followers to the number of
followings, fa is the ratio of the number of likes to the number of tweets, co is the ratio of
the number of comments to the number of tweets, re is the ratio of the number of retweets
to the number of tweets, fn is the percentage of published fake news to the number of
tweets.

User Opinion Feature In social networks, users present viewpoints on news through ac-
tions such as emotion, comments, sharing, etc. The user’s comments usually express their
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Algorithm 1 Fact-checking phase for historical data

Input: Historical data of user, D
Fact-checking source, F'S
Output: The percentage of published fake news to the number of news
function CHECK_NEWS_IN_HISTORY(D, F'S)
count < 0;
forT' € D do
Pre-processing 7T7;
if T in 'S then > news exists in the fake news database
count < count + 1;
end if
end for
return count/|D|;
end function

understanding and opinion about news content. On Twitter, users can comment on any
tweet even if they are not following the person who posted it. A tweet is a short message
and lacks context so the users generally leave comments relying on their understanding
of that content. Users have a wide knowledge and can analyze related problems to un-
derstand the news content. The comments from users provide useful information for fake
news detection. They can leave comments to express their personal opinions. Therefore,
these opinions can be a useful source for exploiting the collective intelligence on social
networks to detect fake news.

Algorithm 2 Determining user’s credibility
Input: User’s profile and historical data of user, D
Fact-checking source, F'S
Output: A feature vector expressing user’s credibility, C
function USER_CREDIBILITY(D)
Determining ¢, fo, fa, co,re;

fn < Check_news_in_history(D, FS); > Algorithm 1
C+—tdfodfabdcodred fn; > Integrating features
return C';

end function

To exploit the user opinions, first, the comments related to a targeted tweet are col-
lected. Then, data is cleaned by removing inessential elements such as hyperlinks, hash-
tags, symbols, mentions, and emoticons. To construct the comment vector, we use the
implementation of doc2vec from the gensim package’. The comment vector Co is a k-
dimensional vector denoted as follows:

Co= (wlaw27"'7wk) (2)

A vector of the user opinion OV is constructed by concatenating the vector of the
user’s comment C'o and the user’s credibility C.

5 https://radimrehurek.com/gensim/models/doc2vec.html
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OV==CosdC 3)

Algorithm 3 Classify users’ opinions

Input: Users’ data interact with a target news, [
Users’ profiles, D
Output: users’ opinions, O
function USERS_OPINION(D, I)
O +
for comments ¢ € I do
Pre-processing t;
Co <+ Doc2vec(t);
C < User_credibility(D); > Algorithm 2
OV =Coo® C;
Op + multiSVM(OV);
O < O U Op;
end for
return O;
end function

The combination of the user’s comment and his/her credibility can increase the effi-
ciency of exploiting the user’s opinion. Since the comments from high-credibility users
are more valuable than those of low-credibility users. A multiSVM model® is utilized
to classify the comments into three categories (i.e., positive, neutral, and negative). In
which negative, positive denote comments that rate the news as fake news, real news, re-
spectively. The comments do not present the veracity of news classified as neutral. Since
a tweet can receive many comments from different users. Therefore, the users’ opinions
toward a tweet are determined based on combining the opinions. Pseudocode describes
the idea of user opinions extraction described in Algorithm 3. The users’ opinions toward
a tweet are presented as follows:

O = {pos,neu, neg}, 4

where pos is the percentage of positive comments, neu is the percentage of neutral com-
ments, and neg is the percentage of negative comments.

Exhortation Feature The comments from users usually present their viewpoints toward
news. Analyzing users’ comments to know their opinions is helpful for fake news detec-
tion problems. Otherwise, the exhortation is another feature to enhance the user opinion
feature. In general, users usually encourage the news by like or retweet actions. Once
users are interested in the news they will click on the Like button to express their interest.
To spread the news, they can also repost the news, called Retweet. Retweet is a way to
spread the news to more people. In general, like and retweet actions express the user’s
agreement with the news. Since fake news is intentionally written to mislead readers to

6 https://scikit-learn.org/stable/modules/svm.html
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believe false information so the readers are easy to believe news content. Fake news has
a great ability to attract users. The users usually encourage fake news by like or retweet
actions to spread the news to the community. This is one reason that fake news spreads so
quickly. Spreading rapidly combined with the user’s comments is a good indicator of fake
news detection. Since the user’s tweet only shows on the timeline of followers. Therefore,
in this work, we only consider the ratio of the number of likes to the number of followers
(like) and the ratio of the number of retweets to the number of followers (ret). The news
exhortation F is presented as:

E = {like,ret}. Q)

3.3. Ensemble Model Selection

The ensemble learning approach helps improve machine learning results by combining
several models to improve predictive performance compared to a single model. The en-
semble learning approach is a widely-used in machine learning. A voting ensemble is
an ensemble machine learning model that combines the prediction results from multiple
models. The core idea is that the results obtained from a combination of models can be
more accurate than any individual machine learning model in the group. In this technique,
multiple classifiers are used to make predictions for each data point. The outputs of each
classifier are passed into the voting classifier to choose the outputs based on the majority
of voting. There are two different types of voting prediction for classification that are hard
voting/majority voting and soft voting.

Algorithm 4 Feature vector construction
Input: A target news, T’

User’s profiles, D

User’s data interact with target news, 1
Output: A feature vector, F'

function FEATURE_VECTOR(T', D, I)

C' + User_credibility(D); > Algorithm 2
O <+ Users_opinion(7, D, I); > Algorithm 3
FE < Exhortation_level(T', D, I); > Section 3.2
F+~CaoO0E; > Integrating features
return F';

end function

The majority voting approach involves summing the predictions for each class. The
majority voting is considered differently when weights associated with the different clas-
sifiers are equal or not. The predictions that we get from the majority of the models are
used as the final prediction. The prediction of the ensemble classifier can be mathemati-
cally represented as the following:

g = argmaxz w;(C(z) = 1), (©6)
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where C; () is the predicted label of classifier C; applied to sample z, « is a sample,
w; represents the weight associated with the prediction of the classifier C'; and ¢ is a class
label.

Soft voting involves averaging the predicted probabilities for each class. Classifiers
can be assigned weights corresponding to the classifier’s importance. The class label with
the highest averaging of weighted probabilities wins the vote. The prediction of the en-
semble classifier can be mathematically represented as the following:

1
Q = argmax _ ij(Cj (1‘) = i), (7)

i Meclassifiers =1

where C; () is the predicted probability of classifier C; applied to sample x.

Algorithm 5 Ensemble learning model for fake news detection
Input: A target news, T'
Output: Veracity of T, V
function FAKE_NEWS_DETECTION(T")
Pre-processing T';
Determining a set of users related to 7" (i.e., publisher, users have interacted with 7°);
Collecting user’s profile and historical data of users, D;
Collecting social interaction data related to 7" (i.e., Comments, #Like, #Retweet), I;
F' < Feature_vector(T, D, I); > Algorithm 4
V' = VotingClassifier(aNaiveBayes(F), yYSVM(F), SSoftmax(F));
> a, 7y, B is the weights assigned to classifiers

return V;
end function

In this study, we implement the voting ensemble model for fake news detection by
using three supervised algorithms that are Naive Bayes, SVM, and Softmax Regression.
We use the implementations of the models from the scikit-learn library’. The experi-
ments were conducted with the adjusted parameters to test the extracted features and the
proposed method, especially the weight representing the importance of classifiers. Algo-
rithm 5 illustrates the proposed idea of the ensemble learning model. The interaction data
and the users’ profiles interacting with the news are collected to construct the feature vec-
tor as described in Section 3.2. The feature vectors are generated by combining the user’s
credibility, the user’s opinion, and the exhortation feature. The steps of feature vector con-
struction are presented in Algorithm 4. The models are trained individually to produce the
classifiers and then applied to the feature vectors to achieve the prediction results.

7 https://scikit-learn.org
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4. Experiments

4.1. Evaluation metrics

In this experiment, we used precision and recall measurements to evaluate the results.
Precision (P) and Recall (R) are calculated as follows:

B |TruePositive| @®)
 |TruePositive| + |FalsePositive|
TruePositive

B |T'ruePositive| + | FalseNegative|

where True Positive is the correctly predicted fake news, False Positive is the incorrectly
predicted fake news, False Negative is the incorrectly predicted real news. The F'1 score
is the harmonic mean of P and R defined as follows:

P xR
F1=2 x PR (10)

Table 1. Data statistics
Quantity
#News 515
#Fake news 255
#Real news 260
#Publisher’s profiles 357
#Comments 2532
#Negative 847
#Positive 840
#Neutral 845

4.2. Datasets

To carry out experiments with the proposed method, we explored data from two sources.
First, the data from fact-checking sites are collected to have an expert-validated dataset.
In this study, we got data from a fact-checking website that is www.politifact.com. News
on this website rated the accuracy of claims by elected officials and others who speak up
in American politics. Fact-checking data is utilized to match the historical news of users
to determine the user’s credibility. Second, we used the data crawled from Twitter that
was used in our previous study [29]. The dataset included interaction data related to news
and user profile data from all users interacting with the news. Based on a set of rated
news, Twitter’s search API was used to crawl related tweets. Finally, the experiments
were conducted on a dataset including 255 fake news and 260 real news. These tweets
belong to 357 different users. The publisher’s data and interaction data are also collected
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to construct the feature vectors as described in Section 3.2. There 2532 comments were
selected and annotated into three classes. Comments that reflect the news as fake news are
labeled as negative, comments that believe news content are labeled as positive and other
comments are labeled as neutral. Statistics of the dataset are provided in Table 1. In this
study, we used the available tool Twitter4J® to collect data. Data were cleaned to eliminate
unnecessary elements such as hyperlinks, hashtags, symbols, mentions, and emoticons.

Table 2. Performance comparison among indi-
vidual classifiers and voting classifiers

Model Precision Recall F1

Baseline 73.5 70.6 72.0
Naive Bayes  73.1 74.5 73.8
SVM 75.5 72.5 74.0
Softmax 76.0 74.5 75.2
Hard voting 78.0 76.5 77.2
Soft voting 81.3 76.5 78.8

4.3. Experiment Results

In this work, we conducted the experiments of the proposed method by using the scikit-
learn and gensim libraries. The features as described in Section 3.2 were crawled and
built into feature vectors. The data were crawled from Politifact and Twitter as presented
in Section. The models were applied to feature vectors to train classifiers. The training
and testing were implemented with the scikit-learn library in Python. For the multiSVM
classifier, the kernel parameter was set to ’rbf’. The multi_class parameter was set to
’multinomial’ for the softmax classifier. For the voting classifiers, the weights parameter
was set to "None’ in the case of hard voting, and a sequence of weights in order to weight
the occurrences of class probabilities before averaging in the case of soft voting. The
other parameters were set to default. To evaluate the effectiveness of the proposal, we
experimented with a 5-fold cross-validation strategy. At a time, 1-fold was chosen for
a test set and 4-fold remaining was the training set. The process was repeated 5 times
for each model to cover all tests and training sets. Five models were used to train on 4-
fold treated as a training set and evaluated with a 1-fold test set remaining. The results
of the 5-fold cross-validation runs were summarized with the mean of all experiments.
We conducted the fake news detection experiments with five classifiers which were three
individual classifiers (i.e., Naive Bayes, SVM, and Softmax), hard voting, and soft voting
classifiers. Each model was analyzed in terms of Precision, Recall, and F1 Score. The
results from [29] were treated as the baselines.

The results of the experiments are shown in Table 2. The highest performance was
achieved by the soft voting ensemble model and the Naive Bayes model was the lowest.
More specifically, the soft voting ensemble classifier achieved an F1 score of 78.8%, the

8 http://twitter4j.org
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Fig. 5. Comparison of performance in different classification models

best among all the classifiers. The Naive Bayes and the SVM model achieved the same
performance. The Softmax classifier and the SVM classifier predicted quite correctly.
However, the Softmax classifier surpassed the SVM classifier in the number of predicted
samples. Both voting ensemble classifiers outperform the remaining individual classifiers.
In terms of precision, the soft voting classifier achieved the best result. It was better than
the hard voting, softmax, SVM, and Naive Bayes classifiers by 3.3%, 5.3%, 5.8%, and
8.2%, respectively. The soft voting ensemble classifier only surpassed the hard voting en-
semble classifier in precision. However, the predicted results of these two classifiers were
the same. As shown in Figure 5, the soft voting ensemble classifier improved the accuracy
compared to the hard voting ensemble classifier. The soft voting classifier achieved the
F1 score of 78.8%. It was better than the best individual classifier by 3.6% and better than
the baseline by 6.8% [29]. In this work, the user’s credibility was enhanced based on the
fact-checking source. The results demonstrated the effectiveness of the feature set and the
proposed method.

The experiments demonstrated the effectiveness of the voting ensemble technique ap-
plied to extracted features in the fake news detection problem. The soft voting classifier
exceeds the hard voting classifier in detecting fake news. In the above experiments, we set
the weights of classifiers to be equal. To evaluate the impact of each classifier, in the soft
voting method, we changed the weights associated with classifiers. Table 3 shows the re-
sults with different weights of the soft voting technique. In the experiment, one classifier
was assigned the weight of 2, remaining classifiers were assigned 1. In Table 3, the first
column presents the weights «, v, and 3 assigned to the classifiers Naive Bayes, SVM,
and Softmax, respectively. Figure 6 is a graphical representation of the performance of
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Table 3. The performance of the soft voting clas-
sifiers with different weights

Weights assign for Precision Recall F1
classifiers (o, vy, 8)

2,1,1 73.6 76.5 75.0
1,2,1 76.5 76.5 76.5
1,1,2 80.0 78.4 79.2

Percentage

i \H .

211 121 112

| 00 Precision 0 Recall 10 F1 I

Fig. 6. The performance of the soft voting classifier with different weights

the soft voting classifier with different weights. The experiment with the weight of the
softmax classifier of 2 was the most effective. It achieved an F1 score of 79.2%. Mean-
while, the Naive Bayes classifier with a weight of 2 did not perform well, especially the
precision was low. In general, the weight associated with the classifiers should be set pro-
portional to the effectiveness of the model. However, the experiments have not revealed
the best weight value for each classifier. Obviously, efficient classifiers play an important
role in improving the performance of the voting ensemble method.

5. Conclusions

In this paper, we proposed a voting ensemble model to detect fake news on social media
based on exploiting the features of the wisdom of crowds. The voting ensemble model
comprised three classifiers namely, SVM, Naive Bayes, and Softmax. The feature set was
extracted from the user’s interaction data and the user’s profiles. The method mainly fo-
cused on the user’s viewpoints to determine the authenticity of the news. We exploited
three features that were user’s opinions, user’s credibility, and exhortation level. The
user’s credibility was enhanced effectively by matching the user’s historical data with
fact-checking sources. The individual classifiers and ensemble classifiers were applied
to the extracted features to evaluate the effectiveness of the proposed methods. The pro-
posed method experimented on a Twitter dataset. The experimental results showed that
the voting ensemble classifiers achieved high performance on all metrics. The soft voting
classifier achieved an F1 score of 78.8%. It was better than the best individual classifier
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by 3.6% and better than the baseline by 6.8%. The experiments demonstrated the effec-
tiveness of using features extracted from the wisdom of crowds on social networks.

For future works, we are planning to build a multi-agent system model for simulat-

ing the process of fake new propagation and to use consensus-based methods for making
decisions regarding assigning fake status for news [7], [28]. For determining user opin-
ions, consensus methods will be used to unify different user opinions for determining a
common opinion that best represents a given set of user opinions [15], [17].
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Abstract The analysis of emotions expressed in natural language text,
also known as sentiment analysis, is a key application of natural language
processing (NLP). It involves assigning a positive, negative (sometimes
also neutral) value to opinions expressed in various contexts such as social
media, news, blogs, etc. Despite its importance, sentiment analysis for
under-researched languages like Amharic has not received much attention
in NLP yet due to the scarcity of resources required to train such methods.
This paper examines various deep learning methods such as CNN, LSTM,
FEFNN, BiLLSTM, and transformers, as well as memory-based methods like
cosine similarity, to perform sentiment classification using the word or
sentence embedding techniques. This research includes training and com-
paring mono-lingual or cross-lingual models using social media messages in
Ambharic on Twitter. The study concludes that the lack of training data in
the target language is not a significant issue since the training data 1) can
be machine translated from other languages using machine translation as
a data augmentation technique [B3], or 2) cross-lingual models can cap-
ture the semantics of the target language, even when trained on another
language (e.g., English). Finally, the FFNN classifier, which combined
the sentence transformer and the cosine similarity method, proved to be
the best option for both 3-class and 2-class sentiment classification tasks,
achieving 62.0% and 82.2% accuracy, respectively.

Keywords: sentiment analysis, monolingual vs. cross-lingual approaches,
deep learning, sentence transformers, Amharic.

1. Introduction

The origin of Sentiment Analysis dates back to the 1950s when it was initially ap-
plied to written paper documents, becoming a vital topic in the NLP field with the
emergence of the Internet and electronic texts (especially non-normative texts).
sentiment analysis is a process of analyzing text to detect its author’s overall posi-
tive, negative, mixed, and neutral sentiment toward the discussed topic. However,
opinions are usually subjective expressions, texts are full of hidden meanings and
sarcasm. Due to all these factors, the sentiment analysis problem is still compli-
cated even for such widely used and resource-rich languages as English.

* An extended version of the paper presented at the ICT Innovations 2022 conference.
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The need for analyzing text and identifying their sentiments relies on the tech-
nological era we live in today. Everything is shifting online and online comments
and reviews from the end users affect the decision taken by stakeholders in dif-
ferent domains [50]. News with a generally favorable tone has been linked to a
significant price increase. Negative news, on the other hand, may be connected to
a price drop with longer-term consequences. In marketing, the analysis of news
articles can help evaluating online reputation of business companies and brands
[62]. In the entertainment industry, customer reviews and comments are used for
decision-making for other potential buyers of the products [63]. Similarly, pro-
ducers use it to improve their service quality and outline a plan for their coming
products or services. In politics, it helps authorities to make decisions based on
the overall sentiment from the population surveys [16], or manage crisis commu-
nication [[7]. A dark side of social networks is that they can _be used to criticize
government officials [[17], spread hate speech [3], homophoby [25], racism [32], and
conspiracies [23,60,65], aiming to influence events in the real world.

Due to ambiguities in each language and our human understanding, there is
no single solution that could work for all languages. Each language is different
and difficult in its own way, therefore requires adaptation. The identification and
processing of morphological features of a specific language are required for real-life
natural language processing (NLP) tasks [13]. Under-researched languages like
Ambharic [21] could not benefit from the application and tools already developed
for the resource-rich languages like English [34]. It is due to its morphological
complexity and unavailability of enough data for solving the sentiment analysis
[B9] task. Innovative artificial intelligence (AI) methods such as ensemble learn-
ing [42,29], deep learning models [15] for learning high-dimensional representations
(word embeddings) [35], which can be combined with heuristic optimization meth-
ods [B], are helping under-resourced languages to pass the hardships of collecting
and preprocessing large datasets, instead, they provide a deep insight into the
available data features to make the classification more efficient [24]. Recently,
multi-lingual approaches that can deal with numerous languages at the same time
were proposed to alleviate the problem of scarcity of data for sentiment analysis
in low-resourced languages such as Bengali [57], Serbian [19], Tamil [51], Urdu
[B1] and others [48]. However, multilingual models often encounter issues with
highly imbalanced training data across the supported languages. As a consequence,
the effectiveness of these multilingual models for different languages also varies:
e.g., the well-supported English language demonstrates superiority in performance
while resource-scarce languages may suffer from poor or even unacceptable per-
formance.

The aim of this work is to address sentiment analysis for Amharic by benefiting
from 1) datasets that are available for other languages; 2) state-of-the-art multi-
lingual and cross-lingual solutions mainly focused on deep learning and transformer
models [59]. The paper is an extended version of conference paper [54].

The main novelty and contribution of this study is as follows:

— State-of-the-art sentence transformer embedding model (that projects sen-
tences into semantic space) has rarely been used as a sentence vectorization
technique for Amharic sentiment classification (see our previous work [53]).
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— We explore multiple approaches: 1) classical machine learning techniques (such
as cosine similarity and K-Nearest Neighbor (KNN)) and 2) traditional deep
learning approaches (such as Feed Forward Neural Network (FFNN), Con-
volutional Neural Network (CNN), Long Short-Term Memory (LSTM), Bidi-
rectional LSTM (BiLSTM)) a applied on the top of Word2Vec as word em-
beddings; 3) hybrid methods connecting the sentence transformer model with
cosine similarity and KNN.

— The lack of Amharic data problem was solved with the help of data machine
translation when translating from English. English is the resource-rich lan-
guage that allowed us to choose datasets in the domain of short texts on
general topics.

— Monolingual (training and testing on the same language) and cross-lingual
(training on one language, testing on another language) solutions compared.

— In the control experiment, we machine-translated the English data into 8 other
languages and performed similar experiments to investigate the impact of the
machine translation quality on the sentiment analysis task.

This paper is structured as follows. Related works are described in Section
2. The dataset used for this experiment is presented in Section 3. Analysis of
vectorization, classification models, and optimization techniques are discussed in
Section 4. Section 5 explains the experiment and its results. Section 6 concludes
with a discussion and conclusion about the overall objectives and achievements of
this research and future works.

2. Related works

Semitic languages like Arabic, Amharic, and Hebrew are widely spoken languages
by over 250 million people in the east, north Africa, and the Middle east. Semitic
languages exhibit unique morphological processes challenging syntactic construc-
tion and various other phenomena that are less prevalent in other natural languages
[64]. Amharic, despite being the second biggest language in the Semitic language
with 27 million native speakers and the official language of Ethiopia 100 million
population), is one of the low-resourced languages and lacks the availability of
resources for electronic data and basic tools for Natural language processing appli-
cations. We choose Amharic intentionally, as a good example of a rather complex,
low-resource language. Hence, our further theoretical research work analysis on
sentiment analysis will also consider these factors.

In this overview, we skip all outdated rule- and dictionary-based approaches,
focusing on the sentiment analysis problem as a supervised text classification prob-
lem by following the current trend in the sentiment analysis community. E.g., the
popular Papers with code portal [37] contains 1047 research papers of authors com-
peting to achieve better sentiment analysis accuracy on 42 benchmark datasets.
The variety of their tested methods covers a huge range of different approaches:
traditional machine learning, traditional deep learning to state-of-the-art trans-
former models. However, these competitions make clear that the transformer
models achieve the highest classification accuracy. Despite the majority of these
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papers summarizing the research done on the English language, it demonstrates
what to aim for and what might work for other languages.

The SemEval competitions also attract many researchers from all over the world
to compete when solving various sentiment analysis problems: i.e, in SemEval-2019
(311 teams tried to detect emotion classes) [12]; in SemEval-2020 (the 3-class sen-
timent analysis problem with the code-switching for Hinglish and Spanglish was
addressed by 61 and 28 teams, respectively) [44]; in SemEval-2022 (structural
3-class sentiment analysis problem was solved by 32 teams for Norwegian, Cata-
lan, Basque, Spanish, and English languages) [10]. If in 2019 traditional machine
learning approaches Naive Bayes, Logistic Regression, and SVM were still “on the
table”, achieving comparative results to traditional deep learning approaches (as,
e.g., BILSTM) [43,80], graph convolutional networks [62], attention networks [22]
and 3D-CNN [6g], transformer models (e.g., BERT, XLM, Roberta etc.) become
popular in 2020 and dominant in 2022 [26]. Consequently, it motivates us to inves-
tigate transformer models for our sentiment analysis problems. The success of the
pre-trained transformer models (which are later integrated into the classification
framework) highly depends on how well they support the target language (i.e., how
large and comprehensive the training corpora of the target language were used).
Hence, this factor cannot be controlled by us, therefore next to the transformer
models, we are planning to overview and test other (more stable) approaches.

Machine learning (ML) approaches such as Support Vector Machine (SVM),
Logistic Regression (LR), and Naive Bayes (NB) were used to solve various NLP
tasks for a long time [49]. Amharic sentiment analysis study [45] used NB with
unigram, bigram, and hybrid variants as features. The research was conducted on
600 posts labeled to two classes. The authors managed to get their highest result
at 44% using the bigram feature. Multi-lingual Twitter sentiment analysis in [6]
presented 95% accuracy using the Bag-of-words vector and SVM classifier in En-
glish, Telugu, and Hindi. Naive Bayes achieves the highest precision performance
in [8] of the Catalan language 2-class sentiment classification of 50,000 tweets,
which is +3% of the Neural network precision. Multi-class sentiment analysis in
the Russian and Kazakh languages presented in [38] proposes their best model for
this classification are Linear Regression, Decision Tree and Random Forest with
74%, 64%, and 70% accuracy respectively on the Russian texts.

Deep learning is a branch of machine learning which aims to model high-level
abstraction in data. This is done using model architectures that have complex
structures or those composed of multiple nonlinear transformations [24]. Many
studies are conducted using deep learning for Amharic sentiment analysis (see
Table [l]). Since Arabic shares many similar characteristics with Amharic in terms
of morphology a few research using deep learning methods are also described in
Table [Il. Sentiment analysis in Arabic catches the attention of many researchers
as it has a bigger number of speakers with different dialects all over the world and
plenty of datasets are available for conducting such research. In [40], a systematic
review from year January 2000 until June 2020 was conducted to analyze the status
of deep learning for Arabic subjective sentiment analysis tasks. The authors’
findings described that 45% of the selected papers conducted their experiment
using the CNN and RNN (LSTM) methods.



Deep Learning-based Sentiment Classification in Amharic... 1463

Table 1. Related works using deep learning techniques

Ref. Corpus Language Classification Al- Embedding and Accuracy
gorithm Features
[2] 8,400 tweets (positive, Amharic Flair Graphical embed- 60.51%
negative, and neutral) ding
[3] 1,602 reviews Ambharic Deep learning TF-IDF  vectoriza- 90.1%
tion
[17] 6,652 samples (positive Amharic BERT Fine-tuned BERT 95%

and negative)

[4] 15,100 (positive and Arabic =~ CNN-LSTM, Fast Text Embed- 90.75%
negative) SVM ding

[5] 2,026, positive (628) Arabic =~ BILSTM Not mentioned 92.61%
and negative (1,398)

Summarizing, the sentiment analysis task for Amharic has been conducted
using different traditional machine learning approaches (SVM, multinomial NB,
Maximum Entropy applied on the top of bag-of-words, Decision Tree) and deep
learning methods. As for all languages, the recent research for Amharic is focused
on deep learning methods because they outperform the traditional machine learn-
ing approaches. However, our goal is to conduct accuracy-oriented comprehensive
comparative research, therefore we will test various Deep Learning methods, from
traditional to transformer models.

Cross-lingual solutions for the sentiment analysis problems are the salvation for
the low-resourced languages [[11,[/,28,18]. Their aim is to learn a universal classifier
which can be applied to languages with limited labeled data [2], which is exactly
what we have in sentiment analysis problems [6]. The cross-lingual approaches in
sentiment analysis usually vary from the early solutions based on machine transla-
tion to cross-lingual embeddings and multi-BERT pre-trained models [41]. English
— Arabic cross-lingual sentiment analysis presented in [2] concludes that regardless
of the artificial noise added by the machine translation they managed to achieve
the best result of 66.05% in the Electronics domain with the BLUE score of 0.209.
Another study [[] tested the performance of cross-lingual sentiment analysis with-
out good translation from English to Chinese and Spanish language. Authors
explained that in their experiment they observed that sentiment is preserved ac-
curately even if the translation is not accurate, and this inexpensive approach
maintains fine-grained sentiment information between languages.

To our best knowledge, the sentiment analysis problem for Amharic has never
been solved with cross-lingual approaches [4]. In advance, it is difficult to guess
which solution 1) machine-translation-based (not knowing how much the qual-
ity of machine translation can affect the classification result), or 2) cross-lingual
transformers (not knowing how well they support Amharic and their semantic re-
lations with other languages) can be the best. Besides, the machine translation
will help us not only in the cross-lingual settings, but in general when creating the
sentiment analysis dataset we lack for Ambharic.
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3. Datasets

Since we formulate sentiment analysis as the supervised text classification problem,
we need the labeled data, but the selection of Amharic as our research object limits
our choices. To overcome this obstacle, we have decided to use:

1. The Ethiopic Twitter Dataset for Amharic (ETD-AM) dataset [60] which is
probably the only publicly available sentiment analysis dataset for Amharic.
It was introduced by Yimam et al. after being collected from Twitter and
annotated with the Amharic Sentiment Annotator Bot (ASAB) [61]. ETD-
AM stores only tweet ids and their sentiments, therefore for retrieving raw
tweets via the Twitter API, the tweepy python library was used. The re-
trieved original dataset consisted of around 8.6K tweets mapped to 3 (pos-
itive/negative/neutral) classes. Some tweets could not be retrieved via API
calls, resulting in a very small number of samples for the neutral class, this
class was omitted in our experiments. Hence, our sentiment analysis prob-
lem became a 2-class classification problem and the distribution of samples
between these classes can be found in Figure [l|.

2. Tweet_Eval [J] the dataset which was borrowed from English. It is an En-
glish dataset containing tweets and adjusted for seven heterogeneous tasks,
namely, irony detection, hate speech detection, offensive language identifica-
tion, stance detection, emoji prediction, emotion recognition, and sentiment
analysis. Thus, we used this dataset for our sentiment analysis problem. Its
original version consisted of around 60K texts from social media, was noisy
(full of spelling mistakes, slang phrases, multi-lingual words, etc.), and needed
pre-processing. This step was utilized to eliminate unnecessary content and
convert it into useful information for the sentiment analysis task. The origi-
nal dataset is a non-normative data resource consisting of a non-Geez script;
therefore — emojis, web links, non-Latin letters, and non-English words were
removed. During the tokenization, the texts were split into tokens with the
Tokenizer from the Python Keras library. The final version of this dataset
used in our sentiment analysis experiments is presented in Figure [l|.

Creating a model for a sentiment classification task depends on many factors.
Apart from the parameters of the selected classification model, the quality and
quantity of the dataset used for the training phase have a great impact on the
performance of the trained model. A larger dataset with good quality data will
train a better accurate model. In the case of 2-class sentiment analysis, the dataset
available was small and we needed to augment it with more translated data from
English. The English dataset from Twitter (Sentiment 140) [27] was translated to
Ambharic and six other languages, and added to the original dataset. The added
data is balanced where the positive and negative class has 15,000 instances each.
The example of the tweet and its translations is presented in Table P.
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Figure 1. Distribution of sentiments in ETD-AM and Tweet_ Eval datasets

Table 2. Example of dataset tweet in seven languages.

Language Sentence
English Its to be expected from electing a Fascist Nazi
Ambharic 40T ST hordolr e .mNP NPT
Tigrinya, $ANFE TH NP TEOT NNL AAP
Lithuanian Jo reikia tikétis iSrinkus fasistinj nacj
Arabic Op gdsmpd! Op SlFdlsglod) s pled)
Czech Je tfeba se ocekdvat od zvoleni fasisty nacisty
German Es ist zu erwarten, einen faschistischen Nazi zu wéhlen
French Il faut attendre de I’élection d’un nazi fasciste

4. Methodology

Our methodology is summarized in Figure E It includes the following stages:
data cleaning, tokenization, vectorization, and sentiment classification, which are
described in more detail in the following subsections.

ETD-AM
\ P— —
(Remaoving Emejas, Web links, ETDAM 0 Tokenization | —* (Sentence Transfoemers,
a special characters and Non-Geez WordXVee)
,_._'_.’ .

Twest_Eval

Semtement Classification
(FENN, Cosine Smmilanty, CNN,
LSTM, BILSTM and Hybnd)

Figure 2. Workflow of methodology and Experiment
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4.1. Vectorization

In Section 2, we have discussed which methods are suitable for sentiment analysis;
this choice is also influenced by the specificity of the datasets (Section 3). However,
the supervised classifiers cannot be trained directly from raw texts. Thus, encoding
of texts into low-dimensional and dense numeric vectors plays an important role
in making these methods applicable. We tested the following embeddings:

— Word2Vec. These types of word embeddings are usually monolingual models
that map each distinct word into its stable fixed-size vector. These embed-
dings (skip-gram and CBOW) are trained to consider the word and its context
in the fixed window. The amount of data used to learn the embeddings have
a huge impact on their quality . The larger the amount of training data used,
the better mapping of the vector space is determined . However, these types
of embeddings suffer from word ambiguity problems: words written in the
same form, but having different semantical meanings will always be vectorized
alike. Unlike other resource-rich languages, the Amharic pre-trained Word2Vec
embeddings are not publicly available. Thus, we trained them using the same
Ethiopic Twitter Dataset for Amharic (ETD-AM) with 300 dimensions, a win-
dow size equal to 5 and with all other parameters with the default values. For
training word embeddings we have used python library.

— Sentence Transformers. These embeddings are state-of-the-art technology that
allows mapping whole sentences into fixed-size vectors [36]. The variety of
sentence transformers is rather large, we are most interested in being capable
to capture the semantics of sentences in relation to similar ones. . Moreover,
the most important requirement is that the model would support Ambharic
and preferably be multi-lingual and able to benefit from other languages. The
pre-trained language-agnostic BERT sentence embedding model (LaBSE) [20]
seems the perfect solution to all of it, despite Amharic is not highly supported.

4.2. Classification Methods
We have investigated the following text classification methods:

— CNN was originally developed to image processing and classification but suc-
cessfully adapted to text classification. First, it seeks patterns in the input
by sliding through it with a 1D convolution filter. CNN considers patterns
of sequential words (in our case: word embeddings) thus making it more like
the keyword search-type approach. However, for some problems, CNN demon-
strates rather good performance. In our experiments we use the architecture
presented in Figure E

— LSTM, BIiLSTM or hybrid. Recurrent Neural Networks (RNNs), LSTMs,
and BiLSTMs are adjusted to work with sequential data (in our case: word
embeddings). These models (Figure H) use the output of the previous hid-
den state as an input for a current one. However, the RNNs suffer from the
vanishing gradient problem (especially having longer word sequences), it is
highly recommended to choose LSTMs or BiLSTMs instead as they have in-
put/forget/output gates to control this problem. Besides, BILSTMs are also
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adjusted to learn from two directions at the same time (by processing text
from the start to its end and vice versa). Architectures of used LSTM and
BiLSTM approaches are presented in Figure f.

— The hybrid models that blend different architectures of CNN with LSTM/BiLSTM
sometimes allow to achieve even better performance. We also tested such ar-
chitectures (Figure f): the CNN model is responsible for the extraction of
features, and BiLSTM or LSTM is used for generalizing them[14].

— Cosine similarity with KNN. This memory-based approach is used with the
LaBSE sentence embeddings. After the LaBSE model projects sentences into
the semantical space, the cosine similarity measure can help determine similar-
ities between these sentences. The calculated value can be in the range [-1,1],
where 0 means that sentences are not similar; 1 - are the same; -1- opposite.
This memory-based method does not have any training phase: it simply stores
all vectorized training samples. Each new testing sample has to be compared
to all training samples and obtains the class of that training sample to which
the cosine similarity value is the largest.

— Feed Forward Neural Network (FFNN) is a simple classifier used when nonlin-
ear mapping is done between inputs and outputs. This method is chosen with
our sentence transformers because other deep neural network model cannot
be applied (LaBSE sentence vectors do not retain any patterns or sequential
characters of the input). The model (Figure 2) is trained to learn the rela-
tionship between sentences from the embeddings. When testing, it returns the
class of the most similar sentence in the training set.

— Bidirectional Encoder Representations from Transformer (BERT) is a transformer-
based technique for NLP pre-training developed by Google. Its generalization
capability is such that it can be easily adapted for various downstream NLP
tasks such as question answering, relation extraction, or sentiment analysis
[46]. Transformers are used to learn the relationship of words in the context.
BERT generates a language model using the encoder. The bidirectional en-
coder reads the sequence in both directions (left-to-right and right-to-left), so
the model is trained from the right and left sides of the target word. Because
the core architecture is trained on a huge text corpus, the parameters of the
architecture’s most internal levels remain fixed. The outermost layers, on the
other hand, adapt to the job and are where fine-tuning takes place. Sentiment
analysis is done by adding a final classification layer on top of the transformer
output for the [CLS] token. Currently, the Amharic pre-trained Bert model is
not available. Therefore, the English model was adapted.

5. Experiment and Results

The dataset described in Section 3 is vectorized by different embeddings explained
in subsection 4.1 and classified using the methods described in subsection 4.2.
Tensorflow, Keras, and PyTorch are used for the implementation of the methods.
Both used datasets ETD-AM (2 classes) and Tweet__Eval (3 classes) were split for
training and testing. Since we formulate our sentiment analysis tasks as the text
classification problem, the usual evaluation metrics such as accuracy, precision,
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Figure4. Architecture of BILSTM (right) and LSTM (left) model

recall, and f-score were applied. We have also calculated the majority baseline to
see if the accuracies achieved by methods are acceptable (if the achieved accuracy
is above the majority baseline the method is considered appropriate for the solv-
ing problem). Approaches (in which initial parameters are generated randomly
and later adjusted during training) were trained and evaluated several times to
calculate their average result. Table B summarizes the results for Amharic with
ETD-AM (2 classes) and Tweet_ Eval (3 classes) datasets.

Table 3. Accuracies with ETD-AM (2 classes) and Tweet_ Eval (3 classes)
datasets for Ambharic.

Model ETD-AM Tweet Eval
(2-Class) (3-Class)

CNN + Word2Vec 0.46 0.43
LSTM + Word2Vec 0.54 0.32
BILSTM + Word2Vec 0.62 0.39
CNN & BILSTM + Word2Vec 0.41 0.48
CNN & LSTM + Word2Vec 0.39 0.44
Cosine Similarity + Sentence Transformer + KNN 0.82 0.57

FFNN + Sentence Transformer 0.80 0.62
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Figure5. Architecture of hybrid (CNN-BiLSTM & CNN-LSTM) models

Results of different classifiers for binary classification using original and aug-
mented datasets are given in Table H Addition of more data translated from
English improves the result of Word2Vec vectorization and deep learning meth-
ods (CNN, BILSTM, CNN-LSTM, CNN-BILSTM), while the best model with the
highest accuracy of 82% that uses the sentence transformer is downgraded by 5%.
A possible reason can be the domain of the texts as sentence transformers use the
semantics of the sentence for embedding.

Table 4. Accuracy of Original data and Accuracy with added translated data

Accuracy Accuracy
Model (Original dataset) (Augmented dataset)
CNN + Word2Vec 0.46 0.64
LSTM + Word2Vec 0.54 0.49
BILSTM + Word2Vec 0.62 0.68
CNN & BILSTM +Word2Vec 0.41 0.69
CNN & LSTM + Word2Vec 0.39 0.70
Cosine Similarity + Sentence Transformer +KNN 0.82 0.77

FFNN -+ Sentence Transformer 0.80 0.76
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The determined best classification model for the 2-class is the Cosine Similarity
with the sentence transformer embedding. To improve the accuracy of this model,
we made a cluster of training sets that have more similarity with the testing
instance then voted for the training instance classes label in that cluster and assign
that class to the testing instance. In other words, we used the KNN classifier on top
of the Cosine Similarity, and in search of the best hyperparameter, we performed
the ablation study and presented the result in Table f. The best accuracy was
achieved with 157 nearest neighbors.

Table 5. Accuracy of Cosine Similarity with the K-nearest neighborhoods

Hyperparameter value Accuracy of Sentence Transformer
(number of nearest neighbors (NN)) 4+ Cosine Similarity + KNN model
1-NN 0.72
3-NN 0.78
31-NN 0.80
59-NN 0.81
157-NN 0.82

Finally, the Precision, Recall, F1-Score, and Accuracy of all the tested classi-
fiers are summarized in Table f. The best result was achieved by the hybrid Cosine
Similarity + KNN model and Feed Forward Neural Network for the 2-Class and
3-Class respectively with the state-of-the-art Sentence Transformers embeddings.
The confusion matrix of the best models is also presented in Figure {.

Table 6. Performance of all tested classification models

Model Classification Precision Recall F1-Score Accuracy
CNN + Word2Vec 2-class 0.65 0.57 0.60 0.64
CNN + Word2Vec 3-class 0.44 0.43 0.42 0.43
LSTM + Word2Vec 2-class 0.27 0.50 0.35 0.54
LSTM + Word2Vec 3-class 0.11 0.32 0.16 0.32
BILSTM + Word2Vec 2-class 0.66 0.60 0.62 0.68
BILSTM + Word2Vec 3-class 0.39 0.39 0.38 0.39
CNN & BILSTM + Word2Vec 2-class 0.72 0.62 0.67 0.69
CNN & BILSTM 3-class 0.48 0.48 0.46 0.48
CNN & LSTM + Word2Vec 2-class 0.69 0.73 0.71 0.70
CNN & LSTM 3-class 0.45 0.44 0.43 0.44

Cos.  Similarity + Sentence 2-class 0.822 0.821 0.821 0.821
Transformer + KNN
Cos.  Similarity + Sentence 3-class 0.52 0.53 0.52 0.53
Transformer + KNN
FFNN + Sentence Transformer 2-class 0.806 0.799 0.801 0.804
FEFNN + Sentence Transformer 3-class 0.61 0.60 0.61 0.62
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For the 3-class experiment we used the translated data from English Tweets.
To compare the machine translation quality, we also translated the same data into
six other languages. The result is presented in Figure H and in Figure 1.

3-class testing using translated language datasets
T T T T T

English §

Czech h

French B

German 1

Lithuanian B

Arabic 3

Ambharic 4

Tigrinya 4
! | | " I L |
0 0.1 0.2 0.3 0.4 05 0.6 0.7 0.8
Accuracy

I FFFN + Sentence Transformer [ Cosine Similarity + Sentence Transformer

Figure 6. Different language accuracy for FFNN and Cosine Similarity with
Sentence Transformer embedding

For comparison, we performed an experiment with 3 different training sets and
the same Ambharic testing sets. The training sets are:

1. English-language (gold-standard data) training set.

2. Machine-translated Amharic-only training set

3. Machine translated 7 languages + English in no.1 (Tigrinya, Amharic, Arabic,
Czech, German, French, Lithuanian) The result of this monolingual, Cross-
lingual, and all translated training sets are presented in Figure [. The confu-
sion matrix for the same sets is also presented in Table [q.

In order to investigate if the translation of the dataset has an impact to change
the meaning of the sentence and degrade the quality of the dataset in Amharic we
annotated 100 translated Amharic sentences manually (see Table E) and tested
using our first and second best methods with the two sets (1. The original senti-
ment from the English dataset and translated Amharic Sentences 2. The manually
annotated sentiment and translated Amharic Sentences). The comparison of some
examples of some English tweets and their translation to Amharic is presented in

. Note the difference of sentiments between the English and Amharic languages.
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3-class classification: Various training sets / Amharic testing set

T

T

Cross-lingual English Training
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Amharic-only Training
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Figure 7. Accuracy of different training set and Ambharic Testing sets for 3-class

Table 7. Confusion matrices of Cosine similarity Vs FFNN for cross-lingual,
mono-lingual and multi-lingual training.
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Figure 8. Confusion matrix of best models using Cosine Similarity and FFNN
with Sentence Transformer for 2-class and 3-class respectively

Table 8. Accuracy with original and human annotated datasets for Amharic.
Original Sentiment ~ Ambharic Sentiment

Model (From Original ( Human annotated
English Dataset) when data is translated)
FFNN 0.57 0.55
COS + Sentence Transformer + KNN 0.86 0.63

6. Discussion

We have solved 2-class (positive/negative) and 3-class (positive/negative/neutral)
sentiment classification problems for Amharic. We have investigated a wide range
of classification approaches: traditional Deep Learning (LSTM, BiLSTM, CNN-
LSTM, CNN-BiLSTM applied on top of word vectors); sentence transformer mod-
els with FFNN as the classifier or memory-based learning (Cosine + KNN ) Due
to the scarcity of dataset in Amharic, we added English translated dataset to the
original ETD-AM Amharic dataset for the 2-class classification while we used only
the translated English dataset for the 3-class. The experimental investigation of
different vectorization and classification techniques revealed that the most accurate
approach is the sentence transformers with Cosine Similarity + KNN or FFNN for
the 2-class or 3-class sentiment analysis problems respectively. The used LaBSE
sentence transformer model vectorizes sentences as a whole (without focusing on
separate words or their order) compared to Word2Vec word embeddings. There
are several reasons why the chosen sentence vectorizer outperforms the word-level
vectorizer. Firstly, Amharic has relatively free word order in sentences, therefore
sequences of concatenated word embeddings bring more variety to the training
data due to which the classifiers cannot make robust generalizations. Secondly,
the LaBSE model is the cross-lingual transformer itself as fine-tuned on the paral-
lel corpora of similar sentences for various languages. Despite Amharic is not very
highly supported in the LaBSE model (because of less training data for Ambharic),
the cross-linguality mechanisms within LaBSE can compensate for it.

The use of sentence transformers (that accumulate the entire sentence by map-
ping it into the fixed-size vector) limits the options for the classifier. From the
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Table 9. Difference between sentiment annotations when sentences are
translated to Amharic. 0 - positive, 1 - negative, and 2 - neutral.
English  Ambharic

English Ambharic Sentiment Sentiment
(Original Dataset) (Translated Dataset) (Original (Translated
Dataset) Dataset)
Wow first Hugo Chavez and now Fi- 0 1

del Castro Danny Glover Michael PATAT 18T FRAM AT hUT

Moore Oliver Stone and Sean Penn LA hhtC Ay B .-m.,ﬂc
. hhd aC AT AOC AGC
are running out of heroes

057 F7 hEITTF Ave-k 10+

The left has really gone Full retard 5 0 9
haven’t they AICHI® HIE F@lT RPA

Woam, HOF¢PTF 0T ¢

22T SFo- :

The fact that mike pence think ‘ 0 2
; . . Men FETH P ML AETIP

there’s a cure for being gay is ab-

1 P} Lo PNTA NAD- P -
solutely the most ridiculous state-
. . L0+ APT oG LF O Lok
ment I have ever heard in my life

@O\ AT U RED P91.-
eaLnt 1o-
it’s free with insurance because of 0 2

Obamacare which Trump wants to OAA"The  FRIST  onEd
repeal POTS 077+ aopht

ALANT LA.AIA

Thousands flee Raqqa as Turkish 1 0
Kurdish tensions threaten antilS 00PF erLbme 02T 37

campaign ISIS ATt ¢Ech A7P0POPT 04
ALNNT7 HooF ANl U2 AL
Ara 10C

You're also young. ACAPI® DM 19T 2 1

I find myself humming the notes of 2 1
This Is Us sang a few episodes ago PILU RS  TINFOTPF

Missing her angelic voice Love the ALPHU- AN hPET hEA LH
show N&T A7& aPARNT P LI°0P7

he ALCo toraht+PAT

hi love the tweet got stuff on social 2 1
. NA° FeE 01911062 LVt
security tweet

Tt AL A 1IC TOTEA

possible options, we have tested the two most promising, but we could not deter-
mine the best one as the COS + KNN approach was better with ETD-AM, whereas
FFNN with the Tweet_ Eval. However, the result is not surprising. The ETD-
AM dataset is the gold dataset that is originally prepared in Amharic; whereas
Tweet_ Eval is only machine translated. The translated dataset contains ambigui-
ties and noise due to inaccurate translations of slang, abbreviations, etc., whereas
the original Amharic dataset is clean. However, the COS + KNN method is very
sensitive to noise: since for the testing instance, it can select the label of the most
similar training instance which is not a good representative of the class or even
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misleading. On the contrary, FFNN is a less risky option: instances of each class
are generalized therefore some amount of noise makes little impact.

There is a risk that the machine-translated version of the dataset is not suitable
for the solving sentiment analysis problem. To investigate the impact of the ma-
chine translation (both training and testing split) we ran the control experiment on
the original Tweet_ Eval English dataset and the same dataset machine-translated
into 7 different languages (see Figure 7). The top line, i.e., the accuracy achieved
with the original English dataset is 72%. The machine translation quality and the
less support in the LaBSE model are the factors that degrade the performance
(with a 3% of accuracy drop for Czech and French; 10% for Amharic, and even
20% for Tigrinya). The results are not surprising, it perfectly correlates with how
well these languages are supported. For the less supported languages, the results
are expected to be lower, but the sentiment analysis task is still solvable.

In additional experiments we eliminated the machine translation step from the
training data preparations by training the model on the original English dataset
and testing on Amharic. Thus, in these cross-lingual experiments, we relied on the
robustness of the LaBSE model and its inner mechanisms to capture the semantics
between languages. It better worked with the FFNN classifier, but the accuracy
of 60% was still 1% lower compared to the monolingual model (trained and tested
only on Ambharic). In the second experiment, we used the training data of all 8
languages (including Ambharic); the trained model was again tested on Amharic.
This time it achieved 62% which is only 1% higher compared to the monolin-
gual setting. These results allow us to conclude that there is no big difference in
which approach to choose, but it opens more options. The machine translation
of the training dataset is not necessary: similar results can be achieved with the
cross-lingual models. However, if the usage of the machine translation tool is still
considered, it is worth translating the training dataset into better-supported lan-
guages (into which translating we can expect better quality and better support in
the sentence transformer models).

7. Conclusion

Sentiment analysis is a widely recognized NLP task that assigns sentiment labels,
including positive, negative, and neutral (sometimes mixed) to texts. Its successful
implementation can make significant contributions to resolving several societal
issues [47]. However, even for resource-rich languages like English, which possess
extensive data resources and accurate vectorization models, sentiment analysis
remains a relevant and challenging task due to issues such as sarcasm, hidden
meaning, and domain-specific language. In contrast, our study focuses on the
sentiment analysis problem for a resource-scarce language, using Amharic as a
main example.

We formulated the sentiment analysis problem as the supervised 2-class (posi-
tive/negative) and 3-class (positive/negative/neutral) classification problem, there-
fore it requires the training data. We experimented with ETD-AM and Tweet_ Eval
datasets originally in Ambharic and English, respectively.
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During our experimentation, we tested a wide range of techniques, including
the latest advances such as sentence transformer models, enabling us to attain
higher levels of accuracy. The best accuracy of 82.2% on the ETD-AM dataset
was achieved using the sentence transformer model in combination with the COS +
KNN classifier, which significantly surpassed the baseline. The sentiment analysis
problem with the ETD-AM dataset was also solved in [60], but due to different
experimental conditions, our results are not directly comparable.

We conducted experiments on the Tweet_ Fval dataset under monolingual,
cross-lingual, and multi-lingual settings. For the monolingual experiments, both
the training and testing splits were machine-translated into Amharic. In cross-
lingual experiments, we used English texts for model training and machine-translated
Ambharic texts for model testing. In the multi-lingual experiments, we used a mix
of machine-translated texts in eight languages (including Amharic) for the model
training, but only Amharic for the model testing. Across all the monolingual, cross-
lingual, and multi-lingual settings, the FFNN classifier applied on top of sentence
transformers performed the best, achieving the accuracy of 61%, 60%, and 62%,
respectively. However, neither of these settings was significantly superior to the
others. Through the control experiments that involved the machine-translated
Tweet_ Eval dataset texts (8 different languages), we observed the correlation be-
tween the language support (machine translation quality, coverage level in the
sentence transformer model) and the sentiment analysis accuracy.

Despite achieving lower accuracy for Amharic compared to English, our results
are still significant and state-of-the-art for Amharic sentiment analysis. Besides,
our research is interesting as it addresses the sentiment analysis problem for a
resource-scarce language and determines the most effective solutions. These find-
ings can also be applied to other low-resource languages facing similar challenges.
We consider this to be an important research direction and we intend to continue
working on this topic in future research.
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Abstract. Heart sounds classification plays an important role in cardiovascular
disease detection. Currently, deep learning methods for heart sound classification
with heavy parameters consumption cannot be deployed in environments with lim-
ited memory and computational budgets. Besides, de-noising of heart sound sig-
nals (HSSs) can affect accuracy of heart sound classification, because erroneous re-
moval of meaningful components may lead to heart sound distortion. In this paper,
an automated heart sound classification method using adaptive wavelet threshold
and 1D LDCNN (One-dimensional Lightweight Deep Convolutional Neural Net-
work) is proposed. In this method, we exploit WT (Wavelet Transform) with an
adaptive threshold to de-noise heart sound signals (HSSs). Furthermore, we utilize
1D LDCNN to realize automatic feature extraction and classification for de-noised
heart sounds. Experiments on PhysioNet/CinC 2016 show that our proposed method
achieves the superior classification results and excels in consumption of parameter
comparing to state-of-the-art methods.

Keywords: heart sounds classification, adaptive wavelet threshold, lightweight deep
convolutional neural network.

1. Introduction

Population aging is the trend of population development in the world. According to China
Cardiovascular Health Index (2019), the mortality rate of residents from cardiovascular
diseases (CVD) accounts for all disease mortality more than 85% of the total, and the trend
is increasing [28]]. Most seriously, heart disease is one of the biggest challenges of car-
diovascular disease in China, and there currently are 11 million coronary heart diseases,
5 million pulmonary heart diseases, 4.5 million heart failures, 2.5 million rtheumatic heart
diseases, and 2 million congenital heart diseases. Heart sounds contain a large number of
biomedical signals of cardiac activity. Heart sound classification is one of the most eco-
nomical and effective non-invasive diagnostic methods for various cardiac abnormalities,
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and is also of great significance for primary screening and early treatment of cardiovas-
cular diseases.

Heart sounds classification based on manual auscultation has greater uncertainty and
delay in diagnosis, and it is difficult to meet the increasing patients. Since hospitals, com-
munity hospitals, nursing centers and other places are crowded with people, manual aus-
cultation is easily affected by many factors such as the surrounding environment, the
quality of the stethoscope, and the doctor’s experience. Currently, digital stethoscopes
based on IoT (Internet of Things) are developing rapidly. Three products of digital stetho-
scopes are currently available in the market: Eko Core [8]], Thinklabs[35] and Hefei Huake
Electronic HKY-06C [[15] . Digital stethoscopes are rapidly entering family healthcare
monitoring. However, automatic heart sounds classification is insufficient in terms of ob-
jectivity and effectiveness, which restricts the popularization of digital stethoscopes. Cur-
rently, automatic heart sounds classification is developing in the direction of high accu-
racy, lightweight deployment, and real-time response, so as to effectively support family
health monitoring and clinical applications, which is becoming a research hot issue.

In general, signal preprocessing, feature extraction and classification are the mainly
steps of heart sound signals (HSSs) diagnosis.

(i) In the first step, signal pre-processing includes noise removal and signal segmenta-
tion. Empirical Mode Decomposition (EMD) [1]], STFT (short-time Fourier Transform)[40],
Hidden Markov Model [19] and Hibernate transform, wavelet threshold de-noising method
[3] were usually used to measure cardiac cycle durations and de-noise the signals. The
above methods are mainly unsupervised heart sound de-noising algorithms, which needs
to manually set thresholding parameters and decomposition levels. Signal segmentation
plays a crucial role for feature extraction and classification. Heart sound signals is seg-
mented into series of fundamental heart sounds (FHSs), and each FHS includes a number
of the first (S1), the second (S2), systolic and diastolic hear sounds. For example, an event
detection approach with deep recurrent neural networks (DRNN5s) [24] was proposed for
heart sound segmentation, i.e. the detection of the state-sequence first heart sound (S1)-
systole-second heart sound (S2)-diastole. In order to accurately segment PCG signals,
most of PCG segmentation algorithms need synchronous ECG (Electrocardiograph) as
reference signals. However, it is not convenient to collect heart sounds and their reference
ECG signals at the same time and ensure their synchronization in practice.

(i1) In the second step, extracted features can be divided into three major types: time-
domain, frequency-domain and time-frequency domain-based features. Generally, it is
relatively easy to extract the time-domain features or frequency-domain domain, but it is
difficult to calculate the features in the time-frequency domain, because these features are
difficult to represent discriminative features. Extracted features can also be divided into
handcrafted features and deep features. Hand-crafted feature refers to extracting the dis-
criminative features from HHSs, such as MFCC (Mel Frequency Cepstrum Coefficient),
LPC (Linear Prediction Coefficient), and LPCC (Linear Prediction Cepstrum Coefficient)
features. For example, STFT (Short-time Fourier Transform), Wavelet transform and S-
transform method can be adopted to transform and represent signals in different time-
frequency-domain. Extraction of handcrafted features still is a challenging task because
of the non-stationary and diversity of heart sound signals. Besides, it is easy to be sub-
jectively affected and produces actual deviations. Deep feature refers to extract features
from HSSs through specific model which is obtained by learning and training. Owing to
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the strong feature representation power of deep learning technologies, deep learning has
recently been used for exploratory applications in heart sounds, such as Depth Recurrent
Neural network (DRNN), ShuffleNet [41], and 1D CNN (Convolutional Neural Network)
[39].

(iii) In the last step, the classifier is trained over the extracted features in order to the
prediction results of each heart sound signal. Various classifiers, such as Artificial Neural
Network (ANN)[7], twin Support Vector Machine(tSVM)[20], and improved duration-
dependent HMM, have been used to classify heart sounds. Feature extraction and clas-
sification are inseparable in deep learning-based heart sound classification. Heart sounds
classification based deep convolution neural network (DCNN), such as 1D CNN , 1D
DCNN [32], DS-CNN [13]] , require a large scale of annotated data. Furthermore, DCNN
model with heavily parameters consumption relies on high-performance GPU and parallel
processing technology.

To sum up, the main challenges of heart sounds classification under are as follows:
(i) The quality of heart sound is affected by the complex noise of internal physiological
changes and external environmental changes. Besides, de-noising algorithms for HSSs
can erroneously remove meaningful heart sound components due to manual setting of pa-
rameters, and even lead to heart sound distortion. (ii) Most of heart sound segmentation
algorithms ideally assume that heart sounds are collected under strictly constrained en-
vironment. In practice, it is difficult to capture the state sequence S1-systole-S2-diastole,
resulting in insufficient segmentation accuracy. (iii) The size of deep neural networks is
not suitable for deployment on digital stethoscopes with strict constraints on memory and
computational budget.

In this paper, we develop an automated heart sound classification method using adap-
tive wavelet threshold and 1D LDCNN (one-dimensional Lightweight Deep Convolu-
tional Neural Network) with low parameters and high accuracy. In this method, wavelet
transform with an adaptive threshold is used to de-noise heart sound signals. The de-
noised heart sound is segmented by a 3s sliding window and then fed into 1D LDCNN
for automatic feature extraction and classification. Compared with several related work in
heart sound classification methods, the proposed 1D LDCNN obtains the better classifi-
cation performances with an accuracy of 97.92%, a sensitivity of 98.20%, an F1-score of
0.9859 and the lowest parameters consumption of 0.02M.

The key contributions of our work are as follows:

(i) We propose a wavelet transform with an adaptive threshold which de-noises the
heart sound signal and avoids filtering out the approximate components of heart sound in
the process of wavelet transform decompose.

(i1) We build a new 1D LDCNN which includes tem blocks, dense blocks and transi-
tion blocks. Among them, a point-wise convolution and a depth-wise separable convolu-
tion are used to effectively reduce the amount of parameters in dense blocks. The channel
attention mechanism is introduced to recalibrate feature maps and further increase repre-
sentation power in transition blocks.

(iii) Experiments demonstrate the superiorities of the proposed architecture with other
state-of-the art CNN-based methods in terms of classification performance and parameters
consumption. Besides, a heart sound acquisition system is implemented, which includes
acquisition module of heart sounds and a mobile application. It deploys the proposed
architecture to achieve automated heart sounds classification.
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This paper is framed in different sections. Section 2 introduces related works of au-
tomatic heart sound classification. Section 3 proposes the framework of automatic heart
sound classification and discusses the architecture of 1D LDCNN. Section 4 explains ex-
perimental results and deploys 1D LDCNN on mobile system. In Section 5, we draw the
conclusions and discuss the future work.

2. Related Works

HSSs have periodicity, randomness and non-stationarity, and many of their features are
recessive. Due to strong feature representation ability, deep learning is suitable for HSSs.
Most of research works use deep neural networks and end-to-end architecture to learn and
classify heart sound signals. Related works are discussed as follows:

(i) Deep neural networks are only used for heart sound segmentation. In response to
the problem of insufficient utilization of cardiac cycle duration information, a Duration
Long-short Term Memory network [5] was exploited to address heart sound segmenta-
tion by incorporating the duration features. Ma et al. [23]] proposed a diagnosis method
for congenital heart disease-related pulmonary arterial hypertension. This method first uti-
lized a double-threshold adaptive method to segment heart sound. And then, deep learning
features and time-frequency domain features were combined to form the fusion feature.
Finally, XGBoost was used to classify heart sounds. Chen et al.[3]] proposed a method for
heart sounds classification that combined an improved frequency slice wavelet transform
with CNN. This method converted 1D cardiac signal into a 2D time-frequency picture,
and selected appropriate classifiers by SampEn (sample entropy) threshold to determine
whether the heart sound recordings is normal. Besides, Humayun et al.[16] proposed a
classification framework, consisting of a CNN with 1D CNN time-convolutional layers.
In addition, representation learning was utilized to generate features. Finally, SVM and
LDA (linear discriminant analysis) classifiers were exploited to classify heart sounds.
Similarly, Li et al.[21] utilized convolution module to extract frequency-domain features
and recurrent module to extract the time-domain features, and finally implemented heart
sounds classification based on the fusion features.

(ii) Deep neural networks are only used for heart sound classification. In[26] Markov
switching autoregressive model (MSAR) was exploited to segment heart sound and fur-
ther a continuous-density HMM with Gaussian mixtures was utilized to classify heart
sounds. Oh et al. [27]] exploited deep WaveNet model to classify heart sounds, which in-
cludes fives Heart valve diseases (HVD) as follows: mitral valve prolapse (MVP), mitral
stenosis (MS), mitral regurgitation (MR) and aortic stenosis (AS), normal (N). In addi-
tion, Ismail et al. [[17] introduced a hybrid network-based heart sounds classification using
transfer learning.

(iii) Deep neural networks are used for feature extraction and classification with end-
to-end architecture. Xiao et al. [39] proposed an automatic heart sound classification
method using deep learning, which includes pre-processing, heart sound classification
of patches using CNN with attention mechanism, and majority voting for heart sounds
classification. Raza et al.[29] depended on band filter removed the noise from HSSs, and
further exploited RNN that is based on LSTM, Dropout, Dense and Softmax layer to clas-
sify heart sound recordings. Due to the low SNR, 497 features were extracted and then
fed these features into the CNN, performing heart sounds classification. Ghosh et al. [12]
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proposed a time-frequency-domain (TFD) deep neural network approach for automated
FHSA detection using PCG signals. Xiang el al.[37] proposed a heart sound classification
using two-dimensional features, which transferred heart sound classification into image
classification. An end-to-end Le-LWTNe, which embedded the trainable CNN into the
lifting wavelet transform (LWT), is proposed for automatic abnormality detection of heart
sounds [11]]. Wang et al. [36] proposed an automatic approach for heart failure typing
based on heart sounds and one-dimensional CNN (1D CNN). Guo et al. [13] developed
a dual-stream convolutional Neural Networks (DS-CNN) to detect abnormal from heart
sound recordings.

(iv) Deep neural networks are used for feature extraction and classification (not end-
to-end architecture). Shukla et al. [33]] proposed an efficient method for automatic seg-
mentation detection. Furthermore, a supervised ANN model is exploited to detect S1-S2
and non-S1-S2 segments of the cardiac cycle. Finally, a CNN model is used to auto-
matically diagnose the heart diseases based on heart sounds. Rubin et al.[32] captures
the time-frequency distribution of signal energy and classifies normal and abnormal heat
maps using DCNN. A combination of WT and WPT energy-based features followed by a
deep recurrent neural network (RNN) model was proposed for recognizing heart sounds
[L8]. Ren et al. [30] proposed deep attention-based neural networks for heart sounds clas-
sification, which exploited attention mechanisms to a CNN and an RNN to capture feature
and context information.

Compared to the above methods, we can highlight the contributions of our proposed
method. (i) The use of wavelet transform with an adaptive threshold is more benefit to
remove noise and enhance the quality of HSSs than the other methods. In practice, it is
not sufficient to only use the frequency domain filtering method, such as elliptic filter [6]]
and band filter, and wavelet threshold to remove the noise from HSSs. This is because
that the main frequency of heart sound signal overlaps with the main frequency of the
noise signal[4]. Besides, the parameters of wavelet transform in this paper are adaptive
thresholds for their superior effect in the de-noising of HSSs. (ii) Deep learning methods
for heart sounds classification, such as [21] [20], etc., are getting deeper and wider which
bring a mass of trainable parameters and need to consume a lot of memory and computing
resources. 1D LDCNN is a kind of lightweight models, which is more conducive to large-
scale application of heart sounds classification.

3. Proposed Framework

In this section, we will give a detailed description about our proposed method as follows:
HSSs pre-processing phase, de-noising the heart sound signal based on wavelet transform
with an adaptive threshold; HSSs classification phase recognizing normal and abnormal
heart sounds based on 1D LDCNN which constitutes stem block, three simplified dense
blocks and transition blocks, and Softmax layer. A GAP (Global Average Pool) layer
is followed by FC (Fully Connected Layer) and a Softmax. FC is usually used before
the classification layer is replaced with a GAP to obtain global information about the
feature map and avoid overfitting. The method increases the types of distinguishable heart
sounds and improves the performance without affecting the accuracy while reducing its
computational complexity.
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3.1. Pre-processing of HSSs

Heart sounds have the following characteristics: (i) HSSs have periodicity, randomness
and non-stationarity; (ii)) HSS has obvious common characteristics and weak individual
characteristics; (iii) The important information of heart sound is concentrated in the fre-
quency of 25Hz-400Hz; (iv) The primary murmurs of heart sound span between 30Hz
and 700Hz. Heart sound signals often contain noise such as lung sound and internal body
noise. Therefore, effective filtration is of critical important to enhance the heart sounds
signal by reducing the influence of background noise and removing spike noise. In this pa-
per, first, the Butterworth bandpass filter is used to filter out frequencies above 400Hz and
frequencies below 25Hz of heart sound signal. Butterworth bandpass filter can eliminate
most of the noise signal, and reduce the calculations of subsequence wavelet transform.
Then, because the main frequency of heart sound overlaps with the main frequency of
the noise signal, wavelet transform is used for secondary noise eliminated. When wavelet
transform decomposes HSSs, only the low-frequency part is further decomposed, and the
high-frequency part, that is, the detailed part of the signal, is no longer decomposed [34].
Wavelet coefficients with relatively small amplitude values are mostly noise, while the
wavelet coefficients are relatively large for the effective signal of heart sounds [42]. The
threshold is set on the basis of this property. The wavelet coefficients below the selected
threshold are zeroed or smoothed by threshold quantization processing to suppress the
influence of high-frequency noise, while the coefficients not below the selected threshold
are retained.

In general, the hard and soft threshold function method was proposed as follows:
Mini-max threshold, Sqtwlolg threshold, and Rigrsure threshold[25]]. Mini-max threshold
is directly related to the length of HSSs. Sqtwlolg threshold is a hard threshold which
the reconstructed signal after de-noising processing is very rough. When the heart sound
signals are too long, the Mini-max threshold is too larger to filter out the most of the
wavelet coefficients and reconstructed signal will be easily lose useful signal. Rigrsure
threshold relies on Stein’s unbiased risk estimate to obtain adaptive threshold of wavelet
coefficients of decomposed layers. Rigrsure threshold is continuous, we first calculate the
square value of each element in the signal S, and then sort from the largest to the smallest
as a new sequence M ={M;,Ms,- - -, M, },and finally calculate the risk estimate for each
element in M according to formula . Let My, be square root of the smallest element kg
in the risk estimate, and ) is used as the threshold.

k
L—2k+ZMk+(L—k)ML,k

Ry, = =1 7 k=1,2,..,L 1)

PN v )

Where L is the length of the signal, and k represents the index in corresponding to the
element currently calculated.

Stein’s unbiased risk estimate mainly calculates the threshold based on the variance of
the high-frequency coefficients decomposed in the first layer, and then uses the threshold
to process the wavelet coefficients of other layers. It does not take into account the prob-
lem of high-frequency component reduction and results in removing useful heart sound
components. Wavelet decomposition is performed in accordance with the high and low
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frequency coefficients. For this reason, this paper introduces adaptive factor of the number
of decomposition layers, and its formula is as follows:

A
A= 3)
J aj
(L
a; =In (g + J) @)

where j is the threshold of the j — th layer, J is the number of decomposition layers,
o; denotes the adaptive factor, and ); is related to the number of layers of wavelet de-
composition. The threshold increases and decreases with the number of layers. When we
calculate the high-frequency coefficient, a larger threshold can be obtained. When we
calculate the low-frequency coefficient, a slight smaller threshold can be obtained. The
detailed algorithm of de-noising is shown as Algorithm 1.

Algorithm 1: Heart sound signals de-noising based on wavelet transform with an
adaptive threshold

Input: Heart sound signals

Output: The reconstructed heart sound signal

1. Using the Butterworth bandpass filter to filter out frequencies above 400Hz and
frequencies below 25Hz of heart sound signal.

2. Using wavelet transform to further eliminate noise.

3. Selecting the appropriate wavelet function to suppress the influence of high
frequency noise.

4. Calculating the Stein’s unbiased risk estimate for each element in sequence
according to formula (1).

5. Introducing the layer number adaptive factor on the original basis, according to
fomula (4).

6. The processed wavelet coefficients are inversely transformed to obtain the final
de-noised heart sound signal.

7. Return the reconstructing of heart sound signal.

Heart sound signals de-noising based on wavelet transform with an adaptive threshold
has some advantages as follows:

(i) The effect of wavelet transform with hard threshold remains rough because it ne-
glects to processes wavelet coefficients larger than hard threshold and results in de-noising
distortion. Wavelet transform with an adaptive threshold compensates for the deficiency
of hard threshold by taking into account high-frequency and low-frequency coefficients.

(ii) The effect of wavelet transform with rigrsure threshold improves smooth because
it performs continuous compression on wavelet coefficients and results in filtering out
the approximate components of heart sound signals. Wavelet transform with an adaptive
threshold in this paper retains a large coefficient and avoids de-noising distortion in the
process of wavelet decomposition.
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3.2. An Architecture of 1D LDCNN

In order to reduce extra computing of raw input signals, we employ the sliding windows
to split the Heart sound recordings into a series of patches with fixed length, i.e., 3s length
and 1s stride (from empirically selected). On one hand, segmenting heart sound record-
ings into FHSs accurately is very difficult. On the other hand, sliding windows can extends
the scale of training set. This method does not need to extract features in advance, so as
to avoid the loss of features due to improper design and affect the classification effect. We
construct a 1D LDCNN to automatically learn the discriminative features of heart sounds.
The network first uses the stem block to enhance the characterization ability of features,
and then uses simplified dense blocks and transition blocks to extract deep features, and
finally uses softmax as the heart sound classifier. In particular, deep separable convolu-
tion in dense blocks can reduce the amount of network parameters. Furthermore, channel
attention in transition blocks highlights the channel features with high contribution. The
detail architecture of 1D LDCNN is as follows:

(1) Stem Block

We design stem block which can be effectively increase representation power while
increasing a small amount of computational cost. At the beginning, the first convolutional
layer uses a 1 x 3 kernel size, stride 2, followed by batch normalization (BN) and Rectified
Linear Unit (ReLU), the output feature map can be obtained. In order to enhance the
richness of features, we use a 2-way convolutional layer to get different scales of receptive
fields. One way of the layer uses a Cov 1 x 1, stride 1 and Cov 1 x 3, stride 2, followed
by BN and ReL.U, respectively. The other way of the layers uses max-pooling 1 x 2, stride
2. The output feature map G2 and G3 can be obtained respectively. Finally, in order to
finally connect in the channel dimension, we use convolution to compress the amount of
channels to 24, and the output feature map G4 can be obtained. In order to reduce the
computational complexity, the maximum pooling compression feature dimension with a
step size of 2 is used to obtain the final output feature map. The calculation of the entire
stem block is as follows

24
Gy =TF | (Wixs, x Xlxw)l )
i=1
24 12
Go=F Y [Wixs, x F | Y (Wixi, x Gi) (6)
j=1 i=1
G3 = MaxPool(G1) ., @)
24
Gy=F {Z [Wix1, x Cat (GQ,GQ,)}} (8)
i=1
Gout = MaxPool[G4l; 4 )
F =ReLU [BN ()] (10)

where X7 «,, indicates the input of stem block; w is the dimension of input data; W7« 3
, Wik are the 1 x 3 convolutional kernel and 1 x 1 convolutional kernel, respectively;
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Cat() denotes concatenation operation; Max Pool() denotes the max-pooling neural net-
work operation.

(i1) Simplified dense block

Dense concatenation is an important feature reuse in DenseNet. Since DenseNet al-
lows all previous feature maps are used to as input to the subsequent layer of the network.
This method can make the network simple, but it also causes the memory access cost
to increase quadratically with network depth and in turn leads to computation cost. In
order to reduce the amount of original dense connections, each layer of the network is di-
rectly connected to all previous layers with only retaining the reuse of low-level features,
thereby reducing redundant connections. In the simplified dense network, the output of
each block is divided into two parts: one part is used for the input of the next block to
extract higher-level features; the other part is used for the final concatenation operation,
so that low-level features can be obtained so as to improve feature expression ability. The
formula of a simplified dense block is as follows

Gdense:cat(H17H27"'aHk) (11)

where G gense denotes output of a simplified dense block, Hy,(k > 1) is a composite func-
tion which includes a series of operations, i.e., BN, H_.SWISH, Dropout and convolutional
layers.

In order to further lower the parameter consumption of simplified dense block, a
separable convolution is utilized to extract features. DWconv can effectively reduce the
amount of parameters and computation cost by separating spatial features and channel
features. Besides, the H-Swish activation function is used instead of the ReLU activation
function to further reduce the computation cost. The formula of Hj, is as follows

J {S |:J [i (Wlxli X Gk—l):|:| } ,StT’id@ = 1,
=1 (12)

cat (718 Gl {8 7| £ Wi, x G| | }) side =2

i=1

Hy =

J =H_SWISH [BN ()] (13)

where G_1 denotes the output of dense block, Gx_1 = Gyt (k = 1); i denotes ¢ — th
convolution kernel; C' denotes the current number of convolution kernels; S denotes the
depth-wise separable convolution.

(ii1) Transition block

The output G gense of simplified dense block can be seen that the amount of output
channels is very high and cannot be directly used as the input of the next dense module.
Transition block is used to squeeze the dimensionality of the output map of simplified
dense block. In order to improve representation power, attention mechanism module is
introduced into transition blocks. The transition blocks with pooling layers are introduced
to divide the networks into two blocks processing feature maps at different resolutions.
Using a convolution 1 x 1 instead of fully connected layer, the number of output chan-
nels is a half of the original dense block. In the attention mechanism module, it exploits
global maximum pooling and global average pooling (GAP) to simultaneously generate
average-pooled features and max-pooled features respectively. And then, both features are
forward to a shared two-layer convolution, where the amount of output channels of the
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first convolution is a half of that of the second convolution. The two output features are
added and the corresponding weights are obtained through Sigmoid. In short, the channel
attention is computed as

Garr = 0 {Conv [AvgPool (Gly,,s.)] + Conv [MazPool (Gly.,se)]} (14)

where o denotes the sigmoid activation function; G/,,,,, ., represents the two-layer convo-

lutions; AvgPool(GY,,,s.) and MaxzPool(GY,,,,.) represent the global average pooling
calculation and global maximum pooling calculation, respectively.

3.3. Heart sound classification

Heart sounds classification is the last step of the model. Heart sounds are mainly divided
into two categories: Normal and Abnormal, with O for Normal and 1 for Abnormal. The
GAP layer averages the features extracted by the network and maps the features to 2
channel dimensions through the FC (fully connected) layer, and finally uses softmax layer
to calculate the probabilities of the 2 channels, and takes the corresponding index of the
maximum probability as the final output of the network. Softmax is an effective way
that handles multi-class classification problems in which output represents in categorical
ways. The activation function of softmax is defined as

eyi
o Zszl eYk

where y, S are the input and the output, respectively. The Softmax function is used in the
last layer of the neural network to obtain the probabilities of the category class of each
input.

S(y) 15)

4. Experimental Setup and Analysis

4.1. Experimental Setting

We conduct the experiments on publicly available heart sound dataset which provided
by PhysioNet/CinC Heart Sound Classification Challenge held in 2016. The heart sound
records of PhysioNet/CinC 2016 data set [22] are collected from different clinical and
non-clinical real environments, including clean and noisy heart sound records. The targets
of its collection are both healthy subjects and pathological patients, including children
and adults. The database includes six sub-data sets a-b-c-d-f, which are integrated from
data sets provided by different research organizations such as MIT, AAD, AUTH, TUT,
UHA, etc., and are strictly labeled to divide the data into normal and abnormal. There
are two types of normal heart sound records from healthy subjects, and abnormal records
from pathological patients who have been diagnosed with heart disease. There are a total
of 3240 heart sound records from 764 subjects. The shortest record is only 5s and the
longest lasts over 120s. This experiment exploits python and PyTorch (Deep Learning
Framework) to build the proposed network. The training environment of the networks as
follows: CPU (Intel i5-10400F), GPU (Nvidia RTX 2070Super), and 8 GB video memory.
The operating system is Ubuntu 18.04.
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4.2. Evaluation Metrics

In order to compare with state-of-the art heart sound classification method, we choose
Accuracy (Acc), Sensitivity (Se), Specificity (S P), Precision (Pr), F; score and M Acc
as several evaluation metrics, which are defined as follows

Acc: TP+§]€I§£+FN (16)
Se : F;ji—ipm a7
Pr: TPT+7PFP (19)
Fi:2x % (20)
MAcc @ @1

where TP, TN, FP, FN denotes true-positive, true-negative, false-positive and false-
negative.

4.3. Pre-Processing of HSSs

The a0074 record is de-noised by a 5-layer db6 wavelet decomposition. The choice of
threshold rules will have a certain effect on the noise red<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>