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In the rapidly evolving digital transformation landscape, the synergy between Deep 

Learning (DL), the Internet of Things (IoT), and 5G communication networks heralds a 

new era of technological innovation. This guest editorial delves into the pivotal role of 

DL in enhancing the capabilities of IoT ecosystems and the performance of 5G 

networks, thereby paving the way for a more intelligent, more connected world. The 

advent of IoT has brought about a paradigm shift in how devices communicate, collect, 

and process data. With billions of connected devices generating vast data, DL 

techniques are adept at handling and interpreting the complexity and volume of IoT 

data, enabling advanced analytics, decision-making, and automation. In the context of 

IoT, DL facilitates the realization of truly intelligent systems. The integration of IoT 

with 5G communication networks further amplifies these benefits. 5G, known for its 

high speed, low latency, and massive connectivity, is a perfect match for the IoT, 

providing the necessary infrastructure for seamless data transmission. DL algorithms 

enhance 5G network management by optimizing resource allocation, improving network 

security, and facilitating the efficient handling of the increased data traffic by IoT 

devices. In conclusion, DL, IoT, and 5G convergence hold tremendous potential for 

transforming various industries. As we stand on the brink of this technological 

revolution, it is imperative to navigate the associated challenges wisely, ensuring that the 

benefits of these advanced technologies are realized securely and efficiently. 

mailto:ahnbt@anyang.ac.kr
mailto:yzhsieh@mail.ntust.edu.tw
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This special issue received 49 submissions where the corresponding authors were 

majorly counted by the deadline for manuscript submission with an open call-for-paper. 

All these submissions are considered significant in the field, but however, only one-third 

of them passed the pre-screening by guest editors. The qualified papers then went 

through double-blinded peer review based on a strict and rigorous review policy. After a 

totally three-round review, 13 papers were accepted for publication. A quick overview 

to the papers in this issue can be revealed below, and we expect the content may draw 

attentions from public readers, and furthermore, prompt the society development. 

The first paper, titled “Implementation of Multimedia Search & Management System 

Based on Remote Education,” by Byeongtae Ahn, addresses the need for efficient 

management and retrieval of video information in remote education. Highlighting the 

critical role of real-time processing of compressed video data, it introduces a system 

leveraging MPEG-4, the leading video compression standard. The paper develops a 

management and search solution designed explicitly for multimedia in distance learning, 

emphasizing the importance of MPEG-4 compression for real-time video handling. This 

work contributes significantly to the field by enhancing the accessibility and 

effectiveness of video resources in educational environments. 

The second paper, titled “Automatic Voltage Stabilization System for Substation 

using Deep Learning,” by Jiyong Moon et al., introduces an innovative solution to 

automate voltage regulation, which is traditionally reliant on manual intervention and 

prone to inefficiencies. By employing a deep learning approach with a stacked LSTM 

model, the system predicts the necessary input capacity for stabilization, overcoming the 

uncertainties of human-based regulation and enhancing operational efficiency with 

economic considerations. It further optimizes regulation plans and incorporates a user 

interface for algorithm operation visualization and model prediction communication. 

Tested with real substation data, the findings reveal the system's capability to 

significantly improve the automation of the voltage regulation process, marking a 

notable advancement in power facility management. 

The third paper, titled “The Effects of Process Innovation and Partnership in SCM: 

Focusing on the Mediating Roles,” by Yoonkyo Cho et al., explores the influence of 

supply chain management (SCM) components on organizational performance, 

highlighting process innovation and partnerships as essential mediators. Analyzing 

responses from 193 workers in smartphone manufacturing, the study identifies the 

positive effects of information systems, top management support, and performance 

management on process innovation and the fostering of partnerships. These elements, in 

turn, significantly enhance both the financial and non-financial outcomes for firms. The 

findings suggest that bolstering process innovation and partnerships is crucial for 

advancing a firm's SCM efficiency, offering insights into leveraging these dynamics in 

the context of Industry 4.0's technological shifts. 

The fourth paper, titled “Navigation Control of Autonomous Ackerman Robot Using 

a Lidar-sensing-based Fuzzy Controller in Unknown Environments,” by Cheng-Jian Lin 

et al., introduces a novel lidar-sensing-based navigation control system for autonomous 

Ackerman robots operating in uncharted territories. Utilizing a behavioral controller, 

this system enables effective obstacle avoidance and goal-directed movement without 

reliance on global map data. A Wall-Following Fuzzy Controller's core mechanism 

processes lidar-derived distance measurements to adjust the robot's steering angle, 

ensuring safe passage through diverse settings without collisions. Additionally, a 
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specialized escape strategy has been incorporated to circumvent potential endless 

looping. Experimental validation in simulated and real-world scenarios confirms the 

system's proficiency in guiding Ackerman robots through unfamiliar environments, 

highlighting its practical utility and efficiency. 

The fifth paper, titled “Application of Item Response Theory and the revised Girvan–

Newman Clustering for Estimating Learning Ability in Cooperative Programming 

Learning,” by Wen-Chih Chang, explores an innovative approach to enhance 

programming education through cooperative learning. Recognizing the wide range of 

student abilities in comprehending complex programming concepts, this study 

introduces a novel grouping methodology that combines item response theory with 

social network analysis clustering. This method strategically groups students by their 

learning abilities, aiming to optimize educational outcomes. The effectiveness of this 

approach was empirically tested in a programming course for beginners, with results 

indicating significant improvements in learning achievements. This paper presents a 

promising direction for tailoring cooperative learning experiences better to meet the 

diverse needs of students in programming education. 

The sixth paper titled “A Study of Identity Authentication Using Blockchain 

Technology in a 5G Multi-Type Network Environment,” by Jui-Hung Kao, examines the 

application of blockchain for identity authentication within the nuanced landscape of 5G 

networks. Highlighting 5G's potential for facilitating rapid digital transformation 

through its low latency and ability to support a multitude of connections, this study 

addresses the challenge of limited indoor penetration by integrating 5G with Wi-Fi 6 for 

enhanced mobile connectivity. The paper proposes an innovative authentication 

framework utilizing Mobile Edge Computing and blockchain to manage access in a 5G 

Local Breakout network, ensuring secure and efficient user authentication across 5G and 

Wi-Fi 6 networks. Real-world validation confirms the effectiveness of this approach in 

improving user access control and network service quality, promising advancements in 

mobile network security and user experience through edge computing and blockchain 

technologies. 

The seventh paper titled “An Empirical Study on Success Factors of the Game 

Industry,” by Jun-Ho Lee et al., explores the dynamic growth of Korea's game industry, 

particularly its expansion in China and Southeast Asia. This research delves into how the 

interplay of management, technology, market, and industry characteristics influences the 

success of Korean game companies both domestically and internationally. Through 

empirical analysis, it identifies key factors such as cutting-edge technological 

advancements, managerial competencies, market trends, and industry insights as pivotal 

to achieving growth and global market penetration. Moreover, the study highlights the 

critical role of intellectual property rights in sustaining performance and facilitating 

market expansion. Distinguishing itself from prior work that focused mainly on the 

external impacts of games, this study offers a holistic view of the internal workings, 

market dynamics, and industry strategies, underscoring the multifaceted approach 

needed for game companies to thrive. 

The eighth paper titled “Design of TAM-based Framework for Credibility and Trend 

Analysis in Sharing Economy: Behavioral Intention and User Experience on Airbnb as 

an Instance,” by Yenjou Wang et al., investigates the pivotal role of trust in the sharing 
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economy, using Airbnb as a case study. Addressing the inherent uncertainties of pre-

purchase conditions in such a market, this research employs the Technology Acceptance 

Model to identify factors influencing consumer behavior and intentions. Through a 

comprehensive three-year survey and data collection from Airbnb users, the study 

applies Partial Least Squares-Structural Equation Modeling for hypothesis testing. It 

further explores the effects of user experience variations on trust and purchasing 

intentions via Multi-Group Analysis, revealing that Airbnb’s ease of use significantly 

shapes consumer attitudes more than any specific platform information, thereby 

positively affecting overall behavioral intentions. This work underscores the importance 

of trust in the sharing economy and highlights the critical impact of user experience on 

consumer engagement and platform credibility. 

The ninth paper titled “Robust Compensation with Adaptive Fuzzy Hermite Neural 

Networks in Synchronous Reluctance Motors,” by Chao-Ting Chu et al., introduces an 

innovative robust compensation scheme for synchronous reluctance motors (SRMs) 

utilizing adaptive fuzzy Hermite neural networks (RCAFHNN). Addressing the 

challenges posed by parameter variations, external disturbances, and nonlinear dynamics 

inherent in SRMs, this study leverages the adaptive neural fuzzy interface system 

(ANFIS) framework to refine motor control. RCAFHNN distinguishes itself through 

three primary advancements: incorporation of fuzzy logic and neural network-based 

online estimation for dynamic adjustment, the adoption of Hermite polynomial functions 

to expedite membership function training, and the assurance of system convergence and 

robustness through Lyapunov stability analysis. Experimental comparisons between 

RCAFHNN and traditional ANFIS approaches demonstrate RCAFHNN's enhanced 

performance, marking a significant step forward in precise motor control technologies. 

The tenth paper titled “Machine Learning Based Approach for Exploring Online 

Shopping Behavior and Preferences with Eye Tracking,” by Zhenyao Liu et al., 

investigates the evolving landscape of consumer behavior in the digital age, particularly 

the shift towards online shopping accelerated by the COVID-19 pandemic. This research 

integrates eye-tracking technology to understand better how visual stimuli influence 

online shopping decisions. By analyzing the eye movements of 60 participants engaged 

in online shopping activities, the study leverages statistical and machine learning 

techniques to examine the impact of visual complexity and consumer preferences on 

purchasing behavior. The findings reveal that when analyzed with machine learning 

algorithms, eye-tracking data can effectively predict consumer choices and improve e-

commerce recommendation systems. The research also differentiates between hedonic 

and utilitarian purchasing behaviors, noting distinct patterns in visual attention. This 

study provides valuable insights for enhancing e-commerce platforms and tailoring 

marketing strategies to meet consumer needs better. 

The eleventh paper, titled “A Novel Multipath QUIC Protocol with Minimized Flow 

Complete Time for Internet Content Distribution,” by Lin Hui, addresses the challenges 

of scaling Internet content distribution efficiently amidst surging data flows. It critically 

evaluates the Quick UDP Internet Connections (QUIC) protocol, renowned for 

enhancing media transfer through flow-controlled streams, reduced latency in 

connection setup, and flexible network path migration. Despite QUIC's advancements 

over TCP in connection and transmission efficiency, its performance is often 

bottlenecked by the bandwidth limitations and variability of single network paths. This 

study introduces an innovative multipath QUIC strategy designed to leverage multiple 
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network paths concurrently to optimize bandwidth usage and circumvent congestion. 

Unlike previous approaches that rely on simplistic round-robin or shortest-time-first data 

scheduling, this method applies a sophisticated algorithm considering path delay and 

packet loss rate, significantly improving flow completion times. The proposed scheme 

demonstrates marked superiority in experimental comparisons with conventional QUIC, 

Lowest-RTT-First (LRF) QUIC, and Pluginized QUIC (PQUIC), offering a promising 

avenue for enhancing the robustness and efficiency of internet content distribution 

networks. 

The twelfth paper titled “A study on how to augment fire data from video/image 

using the Similar-label and F-guessed method,” by Jong-Sik Kim et al., tackles the 

challenge of enhancing fire detection capabilities with limited datasets. In fire detection, 

where data scarcity often hampers the improvement of detection rates, the research 

delves into semi-supervised learning as a solution, acknowledging its effectiveness yet 

highlighting the pitfalls of pseudo-label methods that can introduce false labels and 

biases. To counteract these issues, the study introduces a novel approach that generates 

similar-labeled data during the initial learning phase using the F-guessed method 

combined with the Region of Interest (ROI) expression in videos. This technique aims to 

maintain accuracy in label distribution, preventing the introduction of bias early on. The 

methodology proved substantially effective, enlarging the dataset by approximately 6.5 

times, from 5,565 to 41,712 entries, and significantly enhancing the mean Average 

Precision (mAP@0.5) by 26.1%, from 65.9% to 92.0%, while also improving the loss 

from 3.347 to 1.69. This innovative approach presents a significant advancement in the 

field of fire detection research, offering a scalable and more accurate method for data 

augmentation and model training. 

The thirteenth paper titled “Multi-language IoT Information Security Standard Item 

Matching based on Deep Learning,” by Yu-Chih Wei, addresses the complexity of 

navigating through various information security standards applicable to IoT and other 

domains, such as ISO/IEC 27001 and the IEC 62443 series. With the proliferation of 

standards, the task of identifying and matching specific controls relevant to particular 

scenarios has become increasingly challenging and labor-intensive. This paper 

introduces a novel approach that leverages text mining and deep learning techniques to 

analyze and match similar control items across different security standards, regardless of 

language barriers. By utilizing translations of domestic and international standards as a 

foundation, the study aims to streamline the process of finding correspondences between 

controls, facilitating a more efficient implementation and research of information 

security standards. This method promises to significantly reduce the effort required to 

compare and locate applicable controls, thus enhancing the security posture of 

businesses and organizations in the rapidly evolving digital landscape. 

 

Acknowledgments. The guest editors are thankful to authors who submitted 

interesting and challenging papers, to reviewers for their effort in reviewing the 

manuscripts and inspiring authors to improve quality of their papers. We also thank the 

Editor-in-Chief, Prof. Mirjana Ivanovic, and editorial assistants for their supportive 

guidance and help during the entire process of preparation this special issue. 
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CORRIGENDUM

Mirjana Ivanović

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia

mira@dmi.uns.ac.rs

The authors of the article: Samarbakhsh, L., Tasić, B.: What makes a board direc-
tor better connected? Evidence from graph theory. Computer Science and Information
Systems, Vol. 17, No. 2, 357–377. (2020), https://doi.org/10.2298/CSIS190628045S have
informed the Editorial Office that they missed acknowledging two facts:

1. The authors Dr. Laleh Samarbakhsh and Dr. Boza Tasic would like to thank Ted
Rogers School of Management for funding support as part of the TRSM Research
Development Grant.

2. The authors would like to acknowledge the contribution of Dr Hamid Ebrahimi and
ask that he be added as a third co-author to the paper. Their decision is based on a
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Abstract. In order for remote education using multimedia to be effective, an 

efficient management technique for video information needs to be developed. 

Therefore, for real-time processing of moving images, it is necessary to manage 

and search image data in a compressed state. MPEG-4 is the most widely used 

video compression technology. In order to process video in real time in distance 

education using multimedia, it is very important to develop a technique for 

managing and retrieving video information compressed with MPEG-4. Therefore, 

in this paper, a multimedia information management system and search 

technology were developed using MPEG-4 compression technology used for real-

time distance education. 

Keywords: Multimedia, MPEG, Remote Education, Video search, Compressed 

video. 

1. Introduction 

With the recent development of the Internet and the Web, the demand for multimedia, 

especially video information, is rapidly increasing. As object-oriented database-based 

multimedia database systems are being developed, they are in the stage of utilizing them 

in various multimedia authoring systems. Among them, many studies are being 

conducted on the storage and retrieval of multimedia information, especially video 

information [1]. 

However, the management of moving picture information using such a multimedia 

DBMS is a method of managing the search target bitmap or wave pattern in an 

uncompressed state. However, due to the nature of video, it is difficult to store, retrieve, 

or transmit uncompressed natural video as it is [2]. 

Therefore, in order to solve these problems and put it into practice in the video 

management system, a technology that compresses and stores video information, and 

searches and transmits the video information in real time in a compressed state, is 

required [3]. 

In this paper, we develop a compressed video management system that compresses 

video information with MPEG-4 technology, stores it in a database system, and searches 

                                                           
* The paper is an extended version of a conference paper(https://www.fronticomp.com/ic2022-metaverse). 
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using query words or representative images (key frames). In addition, annotation-based 

search and content-based search for video information search were used. Content-based 

search can automatically extract shape, texture, and movement from data features. 

Annotation-based search uses natural language processing to extract and provide 

semantic information of video data. This technique is modeled in various ways by easily 

extracting various features of moving picture data [4-6]. 

In this paper, we propose an Integrated Video Data Model (IVDM) that can use both 

annotation-based search and content-based search by analyzing general video data for 

real-time video search. This study made it possible to search various real-time images. 

And to improve the real-time image processing capability, MPEG-4 technology was 

applied to improve the compression capability. 

This paper designed and implemented Compressed Video Information Management 

System (CVIMS) using Mpeg-4 compression technology. CVIMS consists of 3 layers. 

Layer 1 consists of user interface and layer 2 consists of video processing. Video 

processing is classified into movie display, caption/figure description editor, and query 

processor. Layer 3 consists of DBMS to store data. 

In Section 2 of this paper, a related study is proposed, and in Section 3, an improved 

video data model is proposed. In Section 4, we designed a compressed image data 

management system, and in Section 5, we implemented the system. In Section 6, an 

integrated data model system was proposed, and in Section 7, a new image scheme was 

designed. Finally, in Section 8, conclusions and future tasks are presented. 

2. Related Studies 

Methods for storing and retrieving video data can be broadly divided into content-based 

search and annotation-based search. 

Content-based search is a method of searching for the meaning of video data by 

extracting color, shape, and movement from each frame of the video, and searching 

based on this. Although this method shows good search results for a specific domain, it 

is difficult to extract the general meaning contained in the video data, and in the case of 

a compressed map image, it is inefficient in terms of performance because it must be 

decompressed and searched for image extraction [7-10]. 

The video data is largely composed of image, audio, and writing data. The image is 

what allows the listener to see the instructor's face. In this case, the visual effect can be 

increased. Audio and image data processing uses a compressed file after compression 

using a multimedia compression tool. For other writing data, when the lecturer draws a 

line or draws a rectangle on the screen, the actions are expressed by objectifying them. 

The act of changing the currently active page is also made possible to be expressed as a 

single object. 

Annotation-based search is a method in which a person first grasps the meaning of 

video data, expresses it using natural language, and searches based on this. This method 

makes it possible to easily model various meanings of video material that are difficult to 

find with an automated method, and make them available for search. On the other hand, 

it is easy to lose the consistency of the video material because annotations can be given 

or interpreted differently depending on the user's point of view. In particular, it becomes 
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more and more difficult to maintain consistency when it is intended to give a very 

detailed comment rather than a comprehensive comment [11-14]. 

Therefore, it is necessary to find a way to integrate these two techniques. At this time, 

in order to support the two search methods in a form suitable for the user's needs, it is 

necessary to develop an integrated data model above all else. 

Recently, a multi-layered video model (MLVD) has been proposed for a search that 

integrates these two techniques. The MLVM model maintains independence for each 

layer and implements a query processor that does not depend on a specific method of 

content-based or annotation-based search, and suggests a model related to video data 

search. However, this paper proposes an integrated model for video management, 

accepts a part of the MLVM model in the search, and presents a method to approach the 

user's needs even though it has a step-by-step dependency. In this paper, a general video 

data model is proposed for efficient management of video documents, and research has 

been conducted on the development of an MPEG-4 compressed video document 

management system that supports only annotation-based search based on this [15-18]. 

However, in this paper, an integrated video data model that supports and manages 

annotation-based search and content-based search at the same time is presented, and 

based on this model, a system for managing compressed video information using an 

object-relational database in a client/server environment is developed. do. In this case, a 

plug-in technique is also used for use on the web. 

3. Extended Video Data Model 

Movies are stored in a movie database as successive groups of frames called storage 

movie segments. Thus, a drawing image is represented by a video stream mapped into 

one or more stored video segments [19-22]. 

IVDM was created with the concept of structural components related to the semantic 

units of a moving picture document. The concept of structural component is subdivided 

into compound unit, sequence, scene and shot, and these subclasses are defined in a 

hierarchical relationship with each other. A shot consists of one or more consecutive 

frames, and appears as a temporal and spatial sequence of actions. A scene is made up of 

several sets, and a sequence is made up of these scenes. A collection of related 

sequences constitutes a compound unit again, and the compound unit can refer to itself 

at an arbitrary level. The video search structure is divided into two stages: a stage that 

supports annotation-based search and a stage that supports content-based search.   
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Fig. 1. Data Model of Video Information using Object Diagram 

 

Fig. 1 shows a data model of moving picture information using an object diagram. 

The object diagram (OMT) shown in Fig. 1 was supplemented by adding a key frame 

management module and use of Dublin Core metadata [23]. 

(1) Key frame management module 

(2) Utilize Dublin Core metadata for object annotation management 

The Enhanced Generic Video Data Model (EGVDM) is a frame that provides 

functions for structuring video data, free annotation of video data, and sharing and 

reusing video data. it is work in EGVDM, moving picture data is a continuous group of 

frames called stored video segments. 

The frame sequence in Fig. 1 is classified into an annotation object and a key frame 

object. A key frame object extracts a specific representative image from a frame 

sequence and consists of image, image type, frame number, size, and location 

information about it. Annotation objects include object annotation, person annotation, 

and location annotation. It consists of subclasses of location annotation and event 
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annotation. Object annotation consists of object type and object description. In this 

paper, object annotation is defined using Dublin Core-based metadata. That is, an object 

annotation is defined by a title, a subject, an identifier, a relation, a right, a language, a 

document format, and the like [24]. 

4. Design of Compressed Video Information Management System 

(CVIMS) 

Compressed video information management that extracts key frames from MPEG-4 

compressed video data based on the video data model presented above, adds captions 

and picture descriptions, and stores them in the database in text format for management 

The system (CVIMS) was designed [25]. 

4.1. Index Structure for MPEG-4 

MPEG-4 compressed video files are mainly composed of three types: I-frames, P-

frames, and B-frames [26]. A double I-frame is a frame compressed using only a spatial 

compression technique without using a temporal compression technique. Therefore, 

since the I-frame can be independently decoded and can be accessed randomly, it can be 

a reference frame. Therefore, CVIMS assumes that all I-frames in the MPEG-4 

compressed video file can be key frame candidates. Based on this assumption, CVIMS 

provides a way for users to directly select key frames by extracting I-frames from 

MPEG-4 compressed video. In addition, the search for each video is not performed by 

actual frame, but caption information for each key frame is created, structured together 

with the key frame, stored in the database, and then search is performed using the 

caption information [27]. 

Fig. 2 shows the relationship between the index structure and caption for MPEG-4 

moving pictures. Technically, after extracting a key frame from a video, it was searched 

by attaching a caption that processes the contents of the key frame through image 

recognition. 
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Fig. 2. Structure of MPEG-4 File and Index Information 

4.2. Overall Structure of CVIMS 

CVIMS includes a user interface and a caption and picture description editor that can 

index MPEG-4 video, a query processor that processes various user queries, a video 

display that displays query results, a database that manages index data and video data, 

and it is composed of a storage server that stores MPEG-4 video [28]. 
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Fig. 3. CVIMS design diagram 

Fig. 3 shows the components of CVIMS and subclasses and relationships of each 

component. VIMS is largely composed of user interface, video processor, and 

management data manager. The video processor again consists of a query processor, 

caption/picture description editor, and video display. According to the query type, the 

query processor consists of a caption query, a picture description query machine, and a 

query machine that combines captions and picture descriptions. It accepts the user's 

query, searches each object managed by the management data manager, and brings the 

desired result. The caption/picture description editor selects keyframes from the list of 

pre-decoded I-frames, writes caption information and picture description information for 

each keyframe, and stores them in the database. The video display is a part that displays 

the query result and is classified into a thumbnail display that outputs an icon in the form 

of a thumbnail picture and a video display that displays an actual video. Lastly, the 

management data manager manages the information stored in the database, and manages 

various index information and caption/picture description information created in the 

editor [29]. 
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5. Implementation Result of CVIMS 

Section 5 shows the implementation result of CVIMS designed in Section 4, focusing on 

the user interface screen. 

 

Fig. 4. Keyword Input Screen 

Fig. 4 shows a screen in which search conditions and search keywords are entered 

after clicking basic search in the search window. In this window, set the items to be 

searched using check boxes and list boxes, and enter keywords for each selected item. 

The user's query processing in the search window makes a query to the actual 

database through the following SQL statement [30]. 

 

▶ Simple query 

    select * from caption_info 
where title = search term [and(or) author = search term] 
[and(or) madeday = search term] 
    select * from picture_desc 
where main1_content = search term [and(or) 
main2_content = search term] [and(or) content = search word] 
 

  ▶ Complex query 

    Join Caption_info and Picture_desc tables 
The results of query processing are shown in Fig. 5.  

It appears in the form of a compressed picture as shown in Figure 5. 
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Fig. 5. Output Screen of Retrieval Result 

Searching through the web also performs a search using caption information for a 

video, in the form of first selecting a desired item and then entering a search term for the 

selected item. At this time, the input search word is transmitted to the database in the 

form of a query word through the CGI program, and the search result is displayed on the 

web as an html document. If you click the compressed picture of the video you want 

here, the video with this thumbnail as a key frame is displayed, and the displayed video 

system is operated as a Netscape plug-in. 

6. Unified Video Data Model (IVDM) 

In order to search and manage videos efficiently, it is necessary to share the compressed 

video itself, related annotations, and image analysis results as an integrated database. To 

do this, it is necessary to create a general standard model and manage various and vast 

amounts of compressed video. Therefore, this section proposes an Integrated Video 

Data Model (IVDM) for video information management. By structuring video data, 

IVDM supports free annotation-based search for various video data at a high level and 

content-based search at a lower level. 
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Fig. 6. Partition process for extraction characteristic of video 

Fig. 6 shows the process of dividing a general video. The segmentation process is 

performed on the premise that the video stream belongs to one of these categories when 

moving pictures are classified into movies, news, dramas, video conferences, and the 

like. The whole news becomes a video stream, and sharing by topic, event, or reporter 

becomes a topic unit, and the circular arrow on the left can be repeatedly divided up to 

several levels. In this case, the number of repetitions may vary depending on the type of 

video, and the number or size of subject units may also vary depending on the type or 

subject of the video. In Figure 6, the smallest subject unit is expressed as a sequence. In 

connection with the previous example, the sequence becomes the content of a reporter's 

coverage. The sequence is again divided into scenes, where the scene corresponds to the 

part divided according to whether the reporter's coverage is a simple incident scene or 

an interview scene. Frames are extracted at regular intervals from this scene to search 

the flow order of moving pictures, that is, time dimension, and are called SI(Same 

Interval)_frames. For spatial-dimensional search, each scene is divided into segments 

where the target object exists, and the frame in which the target object appears most 

clearly is used as the key-frame. In the extracted SI_frame, the movement of the camera 
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or object is analyzed, and in the key-frame, color, shape, texture, etc. are analyzed and 

used for search. 

 

Fig. 7. OMT Object Diagram of IVDM 

Through the process shown in Fig. 6, we propose an integrated video data model 

(IVDM) as shown in Fig. 7. Fig. 7 shows the OMT object diagram of the Integrated 

Video Data Model (IVDM). The OMT object diagram represents classes and their 

relationships, which is well suited to the design of databases. 

Video_Document is expressed 1:1 again as Video_Stream, which is composed of one 

or more Stored_Video Streams and is stored in the database. In this case, Video_Stream 

has two attributes indicating the start frame and the end frame. As a part relationship 
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(part_of) between Video_Steam and Annotation and Thematic_Unit, the set of one or 

more Annotation and Thematic_Unit becomes Video_Stream. Thematic_Unit may or 

may not contain a smaller Thematic_Unit again, and like Video_Stream, it is composed 

of one or more Annotations. As a generalization relationship (is_a) between a Scene and 

a Segment and SI_frame, the Scene can be expressed again as a Segment or SI_frame. 

SI_frame can be expressed as Type, T_feature, and T_keyword, respectively, and 

T_feature is generalized to Camera_Motion and Object_Motion again. Segment is in 

reference relationship with Key_frame, and this Key_frame can be expressed again as 

Category, S_keyword, and S_feature. 

7. Schema Design for News Videos 

In Section 7, we design the schema structure and query type of the news video based on 

the IVDM model and examine the processing process. In actual implementation, 

Informix, an object-relational DBMS, was used to manage index information, and the 

user interface was implemented using Visual C++ [15]. 

7.1. Schema Structure of News Videos 

In Section 1, based on the IVDM model, a news video that can be a representative 

example of a video was designed to be implemented in an object-oriented database. 

Fig. 8 shows the structure of the news video schema. The upper part of each square 

box is the class name of the database, and the lower part is the properties of each class. 

In the news video schema, each subclass inherits the properties of the top video class, 

such as start frame, end frame, and oid of actual video data. And news, theme, event, 

reporter, and scene classes are connected by properties with oid in order as classes for 

annotation-based search. Classes below scene are for content-based search. Key_frame 

and lower are for spatial search, and SI_frame and lower are classes for time dimension. 

The class for using the automated method through the actual image analysis algorithm is 

the class below s_feature or t_feature. 

7.2. The Process of Searching for News Videos 

Fig. 9 shows the actual processing process of news video search. Fig. 9 is a case of news 

video compressed with MPEG-4, and it is largely composed of a user interface, video 

processing module, and data storage. The user interface is again divided into index 

editor, video searcher and video player. The video processing module is the process 

from the user interface to accessing the actual video data or related information in the 

DBMS, the data storage, in order to respond to the user's request. The role of the index 

editor is to annotate each topic for content-based video search in later comments and I-

frames, and extract SI_frame and Key_frame. 

In the video searcher, there is a difference in the search method depending on whether 

the data input for the search is in the form of text, an image, or a video. When the search 
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word is in the form of text, it is searched when the word exactly matches the data given 

in the form of a keyword, movement type, or category among annotation data assigned 

to each subject or content-based search. However, when image or video data is input as 

a query, color, shape, texture, and movement are analyzed in the query image as in the 

case of analyzing frames for content-based search and compared with the characteristic 

data stored in the database. 

 

 

Fig. 8. Schema Structure of News Video 
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Fig. 9. News Video Search Process 

The following shows the actual query, its processing process, and search results in 

order. 

▶ Question: Among sports events that took place in December 1998, search for 

information about Se-ri Pak swinging and Chan-ho Park pitching. 

▶ Query processing process: 

 Ref1 := SELECT * FROM theme WHERE (when_date>='12/1/1998') AND 
(when_date<='12/31/1998') AND (kind = 'sport'); 
 Ref2 := SELECT * FROM motion_type WHERE (swing = True) OR 
(throw = True); 
 Ref3 := SELECT * FROM c_shape WHERE (name IN 'Park Chan-ho') OR 
(name IN 'Seri Pak'); 
Temp := Compare(Ref1, Ref2); 
Result := Compare(Temp, Ref3); 
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(a) Type-1 

 
(b) Type-2 

 
(c) Type-3 

 
(d) Type-4 

Fig. 10. Query Results for Videos 

▶ Fig. 10(a) is the contents of Ref1, which is a Type-1(annotation-based) query result, 

and Fig. 10(b) is the contents of Ref2, which is a Type-2(SI_frame based) query result. 

Fig. 10(c) is the contents of Ref3 of Type-3(Key-frame based) query result. And Fig. 

10(d) is the content of the final result of the Type-4 query that integrates the above 

three. 
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8. Conclusions and Future Challenges 

In this paper, EGVDM (Enhanced Generic Video Data Model) is implemented by 

extending the video data model, and based on this, a prototype of compressed video 

information management system (CVIMS) that can manage MPEG-4 compressed video 

is designed and implemented. And based on this model, we designed an object-oriented 

database schema using news video as an example. 

As a future task, not only index information but also image data itself should be 

structured and stored in the database. In order to structure the image data itself, the 

image data must be objectified, and an object-oriented database supporting 

objectification must be further developed. In addition, it is necessary to standardize the 

category of Key_frame and the type of SI_frame among the sub-scene structures for 

content-based search. 
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Abstract. The operating voltage in the substation must be maintained at its rated
voltage within the specified standard because a voltage outside the specified range
may cause a malfunction of the power facility and interfere with the stable power
supply. Therefore, the voltage regulation process to maintain the rated voltage of the
substation is essential for the stability of the power system. However, the voltage
regulation process is currently performed manually by resident staff. Voltage regu-
lation based on human judgment increases the uncertainty of voltage stabilization
and makes efficient operation in consideration of the economic feasibility of power
facilities difficult. Therefore, this paper proposes an automatic voltage stabilization
system that can automatically perform voltage regulation. Instead of predicting the
electrical load or overvoltage conditions studied so far, we focus on more direct,
scalable input capacity prediction for an automatic voltage stabilization system.
First, the proposed system predicts the input capacity required for a given situa-
tion through a trained stacked LSTM model. Second, an optimal regulation plan is
derived through an optimization process that considers the economic feasibility of
power facility operation. Additionally, the development of the user interface makes
it possible to visualize the operation of algorithms and effectively communicate the
models’ predictions to the user. Experimental results based on real substation data
show that the proposed system can effectively automate the voltage regulation pro-
cess.

Keywords: automatic voltage stabilization system, energy system, input capacity
prediction, deep learning, optimal regulation plan
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1. Introduction

The operating voltage in the substation must be maintained at its rated voltage within the
specified standard for the stability of the power system. If the voltage exceeds
(overvoltage) or falls below (undervoltage) the rated voltage range, it may cause a mal-
function of the power facility and interfere with the stable power supply. Therefore, the
voltage regulation process to maintain the rated voltage of the substation is essential.
The voltage regulation process is done through a voltage stabilization system (VSS). The
voltage stabilization system refers to a system that can sequentially control the operating
conditions of reactors constituting a substation [16]. A reactor is an absorber of reactive
power, therefore compensating for high voltage transmission [14]. When the reactor is
operated, the voltage decreases due to the consumption of reactive power, and when the
reactor is stopped, the voltage increases.

However, most of existing voltage stabilization systems are manually operated by
resident staff. In other words, various decisions for voltage regulation, such as deciding
whether to operate a reactor, are made solely according to the personal judgment of the
resident staff. There are two main problems with the voltage regulation process performed
by humans. First, continuous monitoring is difficult. In the case of manual work, real-
time response may be difficult due to breaks or shift hours, and inconsistent response
may occur because each employee has a different handling method [24]. Second, efficient
operation considering economic feasibility is difficult. In general, the more a reactor is
used, the more likely it is to fail. When the reactor is operated at a high frequency, very fast
transient overvoltage (VFTO) occurs more frequently, and when the voltage exceeds the
basic impulse insulation level (BIL), it leads to the failure of the reactor [16]. Therefore,
when performing voltage regulation, it is necessary to distribute the frequency of use
of each reactor. Still, if the voltage regulation process is done manually, it isn’t easy to
properly consider this by personal judgment.

In order to solve the above problems, automation of the voltage stabilization system
is required. Therefore, in this paper, we propose a prediction-based automatic voltage
stabilization system using a stacked long-short term memory (stacked LSTM) model.
Beyond statistical or mathematical methods [26,6,2,27], many prediction-based methods
have been proposed for the stability of the power system. Recently, machine learning
or deep learning-based methods have been mainly proposed. The main object of predic-
tion is to predict the overvoltage situation for voltage stabilization [5,4,11,37], electrical
loads [36,19,13], and reactive power [14]. Overvoltage situations, electrical loads, and
reactive power are all important for the stability of a power system. However, develop-
ing an automatic voltage stabilization system requires a different approach. Overvoltage
situations, electrical load, and reactive power can be used as indicators of the stability
of a power system, but in terms of automatic voltage regulation, their purpose is differ-
ent. This is because even with predictions for overvoltage situations, electrical load, and
reactive power, it is not known how to adjust the power facility for a given situation. In
other words, to implement automatic voltage stabilization, an additional prediction pro-
cess is inevitable. In order to automatically regulate the reactors to the situation through
an automatic voltage stabilization system, it is necessary to predict a more direct value
to regulate. Therefore, we developed a model to predict the input capacity required for
a given situation. Input capacity means the maximum amount of reactive power that one
reactor can consume, but it can be used as a standard to regulate the reactor. For example,
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if the model predicts that an input capacity of 400Mvar is needed in a given situation, it
can respond by operating two shunt reactors (Sh.R) with an input capacity of 200Mvar.
Predicting the input capacity indicates information about the level of danger expressed
by overvoltage situations, electrical load, and reactive power. Predicting the input capac-
ity also makes it easy to infer how to adjust the power facility in a given case. This is
because input capacity is the most basic and direct basis for power facility operation.
Therefore, the task of predicting input capacity is more suitable for implementing an au-
tomatic voltage stabilization system than simply predicting overvoltage, reactive power,
and electrical load. In addition, this method does not require a prior definition of the ap-
plied system. This is because the required input capacity is fixed regardless of what kind
of power facility the system consists of or the number of reactors constituting the system.
This means that predicting input capacity is also beneficial for expansion and application.

In this study, we design an input capacity prediction model that is more suitable for
automatic voltage stabilization systems and propose a solution that can be directly applied
to the actual work site. The model was evaluated based on the data extracted from the
actual substation to ensure reliability. We develop not only the algorithm but also the user
interface and integrate them into one system so that it can be applied easily in the actual
field.

2. Related Works

2.1. Prediction-based Methods for Voltage Stabilization

Prediction-based methods for voltage stabilization are mainly aimed at predicting over-
voltage conditions, electrical loads, and reactive power. Various machine learning and
deep learning algorithms were used for prediction.

Bulac et al. [4] proposed a method to perform real-time voltage stabilization monitor-
ing using a multi-layer perceptron (MLP). The target class is divided into stable, unstable,
and dangerous.The proposed MLP model predicts the risk level of overvoltage in a given
situation by receiving voltage-related features as input.

Zhu et al. [37] proposed a method of identifying a class imbalance problem [30] in
which a situation corresponding to ’unstable’ in a voltage stabilization system is very rare
when predicting an overvoltage situation and improving performance using an imbalance
learning. The class imbalance problem was solved by amplifying the unstable situation
class data through the synthetic minority oversampling technique (SMOTE) [7], and the
weighted cost was set to make the model learn more focused on a small number of un-
stable classes. In addition, they tried to improve the model’s generalization performance
and increase its applicability by allowing the model to learn with new data through in-
cremental learning continuously. Similarly, since deep learning-based methods cause a
high dependence on data and annotations for high performance, Li et al. [21] proposed
combining data augmentation methods to lower this dependence.

Gomez et al. [11] tried to predict the overvoltage condition early using one of the pow-
erful classification models, the support vector machine (SVM) [25], based on the idea that
it is important to quickly predict how much the voltage will be affected immediately after
the situation causing the overvoltage. The significant errors that can cause overvoltage
include features such as generator voltage, speed, or rotation angle, and these variables
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are used as inputs for the proposed SVM model. Also, a support vector regressor (SVR),
which applied SVM to a regression problem, was used to predict the electrical load, and
a chaotic genetic algorithm (CGA) [34] was used in the hyperparameter determination
process of SVR [13].

Cao et al. [5] proposed a method combining convolutional neural networks (CNN) [1]
and deep reinforcement learning (DRL) [15] to predict overvoltage stability in the en-
ergy internet. The proposed method predicts overvoltage stability by performing a con-
volution operation on time-series information composed of a two-dimensional matrix and
determines whether the voltage can be stabilized within a given time in the current state
through DRL.

Jiapeng et al. [31] proposed a method for identifying overvoltage types of high-
voltage electrical systems of multiple units based on lightweight ShuffleNet [35]. The six
overvoltage types are mapped to grayscale images by the B2G algorithm, and ShuffleNet
takes them as input and classifies the overvoltage types.

Ko et al. [19] proposed a hybrid model that combines a radial basis function neural
network (RBFNN) [3] and a dual extended Kalman filter (DEKF) [7] with SVR for elec-
trical load prediction. SVR and DEKF are used in the initial value setting and learning
process of RBFNN, respectively.

Zheng et al. [36] used a time-series deep learning model, recurrent neural networks
(RNN) [23], and an improved version, long-short term memory (LSTM) [12], for electri-
cal load prediction. The proposed model proposes a model that predicts the electrical load
of the next 12 steps with the electrical load data of the past 12 steps through the RNN
architecture using the LSTM cell. The LSTM architecture was also used in the reactive
power prediction study and showed better performance as the length of the input sequence
length increased [14].

Like our objective, Yin et al. [32] proposed an automatic voltage stabilization method
using an emotional deep neural network (EDNN) structure and an artificial emotional
Q-learning algorithm. Jiajun et al. [9] proposed GridMind using deep reinforcement for
autonomous voltage control in the power grid. Hanchen et al. [29] proposed the use of
computationally efficient Batch Reinforcement Learning (BRL), along with a formula-
tion strategy using the Markov Decision Process (MDP) for voltage regulation in power
distribution systems.

Our study is similar to that of Yin et al. [32], Jiajun et al. [9] and Hanchen et al. [29] in
that it considers automatic voltage stabilization. However, since these studies are mainly
aimed at minimizing the voltage deviation across the system, they differ from ours, fo-
cusing on solving the overvoltage situation. We also paid attention to practical aspects,
including the user interface. Additionally, our study is similar to that of Hossain et al. [14]
and Zheng et al. [36] in that it uses RNN and LSTM architectures. However, there is a
difference in that the prediction target of our proposed method is input capacity. We pre-
dict the input capacity using RNN and LSTM architectures, given that voltage and input
capacity have time-series characteristics. The following subsection provides a brief intro-
duction to RNN and LSTM.

2.2. Recurrent Neural Networks

LSTM has the architecture of a RNN. RNN is a deep learning architecture specialized for
time series data processing [18,23,32]. The most straightforward architecture of RNN is
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Fig. 2. The internal structure of the LSTM cell
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shown in Fig. 1 (a). Like other deep learning models, the RNN goes through one or more
hidden layers for a given input and returns the output. However, the unique feature of the
RNN architecture is that the output of the hidden layer comes back into the input of the
corresponding hidden layer. This structure considers the characteristic of sequence data
that the data point of each time step is not independent of the data point of the previous
time step. Information of each time step is accumulated, which is is reflected in the next
time step processing to process sequence data.

The LSTM refers to an architecture in which the part corresponding to the hidden layer
in the RNN is replaced with an LSTM cell [12]. A simple LSTM architecture is shown in
Fig. 1 (b). Although the purpose of processing sequence data is the same, LSTM operates
slightly differently from general RNN processing due to this structural change. The inter-
nal structure of the LSTM cell is shown in Fig. 2. Unlike the previous RNN, the LSTM
has a cell state indicated by Ct−1 and Ct. The cell state is the path of information passing
through the entire time step. By not only using the hidden state for information accumu-
lation and reflection but by defining a separate cell state to flow information that can be
utilized in the entire time step, LSTM can process longer sequences than general RNN
structures and has superior performance [20]. In LSTM, the flow of information through
the cell state is controlled by three gates. Forget gate determines how much information
in the cell state to forget. The input gate decides how much to reflect the current input
and hidden state in the cell state. The output gate determines how much of the cell state
to send as the current output and hidden state. We used this LSTM architecture for input
capacity prediction.

3. Proposed Method

Monitoring

Prediction

Visualization

Stacked LSTM Optimization

Input Matrix 

Output Matrix Optimal Adjustment Plan �

Sequence of Input Capacity �

Sequence of Voltage �

Fig. 3. The proposed automatic voltage stabilization system

In this paper, we implemented an automatic voltage stabilization system based on the
input capacity prediction. The overall flow chart of the proposed system is presented in
Fig. 3. First, the proposed system monitors the voltage of the applied substation. At the
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same time, a time-series input matrix X consisting of the monitored voltage and past input
capacity is extracted for input capacity prediction. The stacked LSTM model predicts Ct,
the required input capacity at the current time t, through the X. Based on the predicted
Ct, an optimal regulation plan for whether to operate each reactor is derived through the
optimization process. This information constitutes the output matrix Y. In addition, the
monitored voltage and optimal regulation plan are visualized through the designed user
interface. This process is repeated at fixed time intervals. The voltage regulation process
can be automated through the proposed system, so the problems of existing manual oper-
ation can be solved.

The proposed system is largely divided into two parts: optimal regulation plan predic-
tion (Section 3.1) and visualization (Section 3.2). First, a trained stacked LSTM model
predicts the required input capacity from a given input. Next, a final optimal regulation
plan is derived through the optimization process. Finally, information such as the derived
optimal adjustment plan and voltage is visualized through the user interface.

3.1. Deriving the Optimal Regulation Plan

Input Capacity Prediction

Layer 1

Layer 2

Fig. 4. Proposed input capacity prediction model architecture

The corresponding voltage and input capacity also have a time-series feature because elec-
tricity demand has a time-series characteristic. Therefore, a statistical time series model
using time as a variable can be used to predict the input capacity [6]. However, given
that electricity demand is a non-linear time series, a more robust prediction model than a
statistical model is needed [19]. Additionally, it is also necessary to consider additional
variables such as past voltages rather than using time as the only variable. Therefore, in
this paper, we use the stacked LSTM, a deep learning model specialized in the sequence
data processing. Through this, it is possible to consider the time series characteristics of
input capacity, further improve performance by considering non-linearity, and consider
additional variables other than time.

The proposed input capacity prediction model is shown in Fig. 4. The model has an
LSTM architecture. In addition, by stacking two hidden layers composed of LSTM cells,
more non-linearities can be considered. The stacked LSTM architecture has the advantage
of learning various characteristics of time series data at each time step over the basic
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LSTM architecture [33]. The input is composed of the past voltage and the input capacity
along with the current voltage. In addition, the length of sequence data coming in as input
is 4 (The details of the hyperparameter setting are described in Section 4.2). Therefore,
the input matrix X described in Fig. 3 is composed as follows:

X =


Vt Ct−1

Vt−1 Ct−2

Vt−2 Ct−3

Vt−3 Ct−4

 ∈ IR4×2 (1)

In (1), Vt means the voltage at each time point, and Ct means the input capacity at each
time point. Since the purpose of prediction is Ct, which is the required input capacity at
the current time t, note that C is composed of 4 starting at t − 1 instead of at t like V .
The model predicts the currently required input capacity Ct by sequentially processing
the input matrix X.

Optimization
After predicting the required input capacity through the model, it is necessary to decide

how to regulate the power facilities (i.e., reactors). In this paper, the optimal regulation
plan is derived through the optimization formula. The optimization formula was designed
considering economic feasibility and efficiency. As mentioned in Section 1, the probabil-
ity of failure increases as the number of operations of the power facility increases [16].
Therefore, it is necessary to distribute the number of operations for each power facility,
which can be a basis for deriving an optimal regulation plan.

The defined optimization formula is as follows:
minimizez1,...,zn

∑n
i=1 γizi

subject to
∑n

i=1 Cizi ≥ Ct

subject to
∑n

i=1 Cizi − Ct ≥ Cmin

(3.1) is the objective function of the optimization formula. In (3.1), zi means the oper-
ating state of each power facility of the applied system and has a value of 0 or 1. γi
means the cumulative number of uses of the corresponding power facility. The optimiza-
tion process treats the sum of the cumulative use times of each power facility as a cost,
and aims to determine whether to operate each power facility in which the cost can be
minimized. (3.1) is the first constraint. In (3.1), Ci means the input capacity of the cor-
responding power facility, and Ct means the predicted required input capacity. If there
is no constraint, the optimization process will minimize the cost to zero by disabling all
power facilities. Therefore, (3.1) solves this problem by forcing the optimization process
to input the power equipment as much as the predicted required input capacity. (3.1) is
the second constraint. In (3.1), Cmin means the input capacity of the power facility with
the smallest input capacity among all power facilities. If there is no constraint, the opti-
mization process will try to keep the previous state when the previous input capacity is
greater than the currently needed input capacity. Therefore, (3.1) solves this problem by
forcing the optimization process to change the state within the expressible input capacity
range. In summary, the optimization process means considering economic feasibility and
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efficiency by lowering the power facility management cost and the chance of damage by
forcing the power facility to operate first with the lowest cumulative use frequency.

Through the optimization, an optimal regulation plan is derived. The derived optimal
regulation plan becomes the output matrix Y of Fig. 3, and its composition is as follows:

Y =

z1...
zn

 ∈ IRn (zi ∈ {0, 1}) (5)

In (5), Y means the optimal regulation plan and contains information on whether each
optimized power facility operates.

3.2. Visualization

Fig. 5. Designed user interface

The derived optimal regulation plan is visualized through a designed user interface and
information on the recorded voltage sequence. The user interface makes it easy to see how
the system works and its results. The designed user interface is shown in Fig. 5.

In Fig. 5, when the start button at the top right is pressed, the user interface is operated.
The user interface consists of three elements. First, the voltage graph appears at the top.
The voltage at the latest 20-time points is expressed, and the overall flow of the voltage
can be checked. Second, the optimal regulation plan is visualized in the center. Whether
each of the derived power facilities operates and the predicted input capacity value are
simultaneously expressed. The green bar means active, and the red bar means inactive.
Finally, at the bottom is a manual operation button. In addition to the results automati-
cally predicted by the system, it can be applied when a manual operation is required. As
mentioned earlier, the user interface is updated according to a predefined time interval,
and prediction and visualization are executed sequentially.
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4. Experimental Results

In this section, the performance of the proposed system is evaluated. It is divided into the
evaluating input capacity prediction model and the actual operation analysis.

4.1. Experimental Environment and Dataset

345kV #1 BUS

#1 Sh.R #2 Sh.R #3 Sh.R #4 Sh.R #5 Sh.R #1 VSR

Automatic Voltage Stabilization System

Fig. 6. Assumed substation environment

Before evaluation, it is necessary to assume the environment of the substation to which the
system is applied. The considered substation environment is shown in Fig. 6. We assume
that the applied substation consists of one 345 kV bus. Additionally, it consists of five
Sh.R and one variable shunt reactor (VSR), each with an input capacity of 200Mvar.
VSR is a reactor that can control power more delicately through a tap device. The tap of
the VSR consists of a total of 18 stages [16]. Unlike the existing Sh.R, VSR operates on
a tap basis, so the output matrix in (2) should be changed as follows:

Y =


z1
...
z5
ẑ1

 ∈ IR6 (zi ∈ {0, 1}, ẑ1 ∈ {0, ..., 18}) (6)

In (6), ẑ1 means the operating state of the VSR and has a value between 0 and 18.
The experimental data were collected in the real substation environment defined above.

The substation automatically saves various information, including voltage, according to
defined intervals (i.e., one minute). The data contains operation information for each
power facility constituting the substation system between 2019 and 2021. Data features
include uptime, generation load, transmission load, input capacity, and ancillary infor-
mation such as temperature, wind speed, and precipitation. We extracted only informa-
tion about voltage and input capacity required for prediction. The total data size is about
450,000 data points; we used 25% as test data and the rest as training data.



Automatic Voltage Stabilization System for Substation... 447

4.2. Input Capacity Prediction Performance

Table 1. Input capacity prediction model performance (RMSE)

Model
Input Combination

X1 X2 X3 X4 X5 X6

XGBoost 183.13 79.07 182.22 20.57 20.41 14.32

LightGBM 183.12 124.93 179.04 21.13 19.59 14.01

RandomForest 183.13 78.55 182.15 20.60 20.00 14.14

GradientBoost 183.15 148.68 182.08 20.44 19.66 19.72

ElasticNet 184.12 180.35 184.10 67.93 32.63 32.54

DNN 184.90 138.97 183.09 20.53 19.54 13.97

LSTM 183.69 143.28 183.39 20.54 19.25 13.31

Stacked LSTM 183.69 185.30 182.85 20.56 19.30 12.86

First, we evaluated the performance of the input capacity prediction model. The purpose
of the model is to predict the required input capacity given the appropriate inputs. Several
models were trained and evaluated to find the optimal model and input combinations.
Root mean squared error (RMSE) was used as the evaluation metric.

The overall result is shown in Table 1. A total of eight machine learning and deep
learning models were trained and evaluated. XGBoost [8], LightGBM [17], and Gradient-
Boost [22] are machine learning algorithms that show strong performance as tree boosting
ensemble methods. RandomForest [10] is an ensemble model using the bagging method,
and it is a model that reinforces the randomness of data and features. ElasticNet [38] is
a regulated regression model that combines L1 and L2 regulation into linear regression.
DNN is a structure in which several hidden layers are stacked in general artificial neu-
ral networks (ANN) [28], and we constructed a model with four hidden layers. As input
combinations, six combinations were evaluated. X1 means only the current voltage at t is
used as an input. X2 means using input time information such as a month, day, hour, etc.,
considering seasonal characteristics along with the current voltage at t. X3 means using
the voltage sequence of the past time as an input together with the current voltage of time
t. X4 means that only the input capacity at t − 1 is used as input. X5 means that the past
input capacity of the same length as X3 is used as input. X6 means to use a sequence com-
posed of the input capacity of the past time as an input together with the voltage sequence
of X3.

All models achieved the best performance when X6 was used as the input combi-
nation. As can be seen when X4 and X5 are used as inputs, the model’s performance
is significantly improved when it can explore the past input capacity or input capacity
sequence rather than when voltage alone is used. However, the performance is further en-
hanced when the past voltage and the current voltage are used together with the past input
capacity sequence (X6). Additionally, the model performance of the RNN architecture
specialized for sequence data processing was the best among all models, and the perfor-
mance of the stacked LSTM model was the best with RMSE 12.86. Therefore, stacked
LSTM was selected as the final model, and it was decided to use current voltage, past
voltage, and past input capacity together as the input combination.
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Fig. 7. Performance of the stacked LSTM model by the length of the input sequence

When using a sequence of voltage and input capacity as input, additional evaluation
was performed to select the optimal length of the sequence, that is, to what point in the past
voltage and input capacity information will be used. The results are shown in Fig. 7. In
Fig. 7, the model showed significant performance improvement until the sequence length
reached 4. After this, there was no significant performance improvement thereafter, so we
set the optimal sequence length to 4.

4.3. Operation Analysis

Table 2. Operational Analysis Results

Item
Time Point

t t+ 1 t+ 2 t+ 3 t+ 4

Voltage (kV ) 353.8 349.8 354.5 349.7 345.5

Predicted Input Capacity (Mvar) 735 697 897 697 497

#1 Sh.R 1 1 1 1 1
#2 Sh.R 0 0 0 0 0

#3 Sh.R 0 0 1 1 1
#4 Sh.R 1 1 1 1 0

#5 Sh.R 1 1 1 0 0

#1 VSR (Tap Position) 9 1 1 1 1

Second, we conducted an operational analysis to see if the system actually works well.
The results are shown in Table 2. In addition, Table 3 shows the assumed cumulative
numbers of uses for each reactor in the optimization process.
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Table 3. Assumed Cumulative Use Count
#1 Sh.R #2 Sh.R #3 Sh.R #4 Sh.R #5 Sh.R #1 VSR

Cum. Num. of Uses 200 150 100 80 50 20

In Table 2, system operation results for five consecutive time points from t to t + 4
are presented. Additionally, information on items such as voltage, input capacity, and re-
actor operation status at each time point is presented together. In more detail, at time t,
the voltage was observed to be 353.8 kV, and the model predicted that an input capacity
of 735Mvar was required. For the predicted input capacity, the operating state of each
Sh.R and the tap position of the VSR were determined through an optimization process.
After that, the observed voltage at time t+1 is 349.8 kV, which is lower than before. This
is because reactors consumes reactive power equal to previously input capacity to lower
the voltage. Additionally, for the lower voltage, the model predicted that an input capac-
ity of 697Mvar lower than the time t was required. This shows that the input capacity
prediction model predicts the appropriate input capacity considering the level of voltage.
When checking the operation state of each reactor at time t+1, it can be seen that the tap
position of the VSR has changed from 9 to 1. This means that voltage adjustment was per-
formed by changing the tap of the least frequent VSR through the optimization process in
consideration of the number of uses for each reactor assumed in Table 3. In other words,
it can be seen that the optimization process is properly distributing the operation for each
reactor with the number of uses as a cost as intended. These results are also the same at
all time points thereafter, including time t + 2. According to the experimental results, it
can be seen that an automatic voltage regulation system can be effectively implemented
through the designed system, and it can be confirmed that the goal of the study and the
required performance requirements can be met.

5. Conclusion

This paper covered the development of an automatic voltage stabilization system for volt-
age regulation automation. First, a trained stacked LSTM model was designed to predict
the input capacity required for a given situation using actual voltage and input capacity
data. In addition, it was possible to derive the optimal regulation plan considering the eco-
nomic feasibility of power facility operation by using the optimization method. Finally,
the user interface shows how the model works as intended.

In this paper, only two variables of time-series voltage data and input capacity were
used as inputs when training the model to predict the optimal input capacity. However, in
addition to these two variables, there are other variables that could affect voltage changes,
such as weather, season, temperature, and humidity. It is expected that future studies can
use these variables to improve model performance considering complex voltage environ-
ments.

This automatic voltage stabilization system is more effective and economic than the
conventional voltage control system. This not only enables a stable power supply but also
increases the lifespan of power facilities and reduces the cost burden on the company for
facility failure. Additionally, this paper can also contribute to the goals of informatization
and securing big data in the substation field.
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Abstract. In this study, we examined the impact of supply chain management fac-
tors on firm performance, and we focused on the mediating role of process inno-
vation and partnerships. For the analysis, we surveyed 193 workers working in
smartphone manufacturing companies. We found that information systems, sup-
port of top management, and performance management have positive impacts on a
company’s process innovation. The factors that affect partnership are the support of
top management and performance management. Process innovation and partnership
also positively affect a firm’s financial and nonfinancial performance. Nonfinancial
performance also shows effectiveness. Thus, to improve a firm’s supply chain man-
agement (SCM) performance, companies should focus on enhancing process inno-
vation and partnerships that positively affect firm performance. Furthermore, this
research can serve as a stepping stone for the development of SCM in line with the
technological innovation of Industry 4.0.

Keywords: process innovation, partnership, SCM factors, industry 4.0.

1. Introduction

The industrial environment is changing rapidly. In this environment, efficient supply chain
management (SCM) is essential for companies to achieve high performance. Especially in
the smartphone market, the life cycle of products—smartphones and their components—is
shortening. Short life cycles increase the risk of product loss. This leads to intense global
competition in the industry.

The smartphone manufacturing industry is a system of producing finished products in
cooperation with each other, from raw material companies to parts manufacturers and fin-
ished goods-producing companies. This means that organic activities between companies
on the supply chain (SC) line are critical to securing corporate competitiveness. There-
fore, research on partnerships between companies is needed to ensure competitiveness in
a complex business environment.

In addition, process innovation is perceived as an essential factor of the company’s
management strategy and performance. Process innovation is studied by many researchers
to achieve and maintain an edge in competition over competitors [1,2,50]. Therefore, this

⋆ Corresponding author
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study’s results will demonstrate the relationships between SCM’s key elements and firm
performance.

To have a competitive advantage, firms need to solve the various difficulties in man-
agement. SCM performance is economically inefficient in the smartphone industry, as
shown in Figure 1. Consumers’ lack of awareness and understanding was the highest at
29%. Conditions that make it difficult to hire experts came in second with 18.1%. Other
reasons include insufficient initial investment, lack of awareness by executives, and cur-
rent systems’ incompatibilities.

Fig. 1. The reasons for ineffective SCM performance

There are three contributions made in this study. First, we focus on intermediate com-
panies (suppliers) in the smartphone industry. Prior research focused on companies deal-
ing with complete products. However, it is essential for companies dealing with interme-
diate goods to link SCM with raw material companies located in the front of the SC and
for SCM cooperation to work with final product companies in the rear. Thus, dealing with
intermediate parts companies can demonstrate the importance of process innovation and
intercompany partnerships to a firm’s performance in its SCM operations.

Second, we suggest that both internal and external factors are important for a firm’s
performance. Because of the nature of smartphone parts companies with short product
life cycles, it is necessary to reduce time and cost to survive and be competitive. Pro-
cess innovation is what makes this possible. Thus, companies can improve their perfor-
mance through process innovation internally. In contrast, collaboration between forward
and backward companies is an essential factor because of the nature of intermediate parts
companies. Therefore, improving and developing these matters can lead to high manage-
ment performance. Therefore, to have superior performance regarding SCM, both process
innovation (an internal factor) and partnership (an external factor) are important.
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Third, we take a balanced approach to performance measurement. We examine the
effects of SCM factors, process innovation, and partnership on both financial and non-
financial performance. In most cases, management performance deals with nonmonetary
performance or only monetary performance [8,31,44,45,65]. However, we have addressed
both management performances and found that nonmonetary management performance
positively affects monetary management performance. Therefore, both types of manage-
ment performance can be crucial factors for the survival and growth of a company. This
measurement can present a clear picture of organizational performance.

The order of the remainder of this paper is as follows. Section 2 introduces the theory
and concept behind this research. Section 3 presents the data and methodology used.
Section 4 presents the main results of the study. Section 5 concludes the study.

2. Theoretical Background and Hypotheses

2.1. Supply Chain Management

Ellram and Cooper [14] stated that reducing inventory investment, increasing customer
service, and gaining a competitive advantage on the supply chain are the core of SCM.
Lambert et al. [35] stated that SCM is a strategy that creates added value across the sup-
ply chain—such as products, services, and information—by integrating and operating
processes from the initial supplier to the end user to the related businesses and customers.

Before the mid-1990s, when SCM was introduced in earnest, the concept of logistics
was widely used [56]. This concept included the integration of other functions as part of
an effort to achieve an entity’s overall performance [46]. At this time, production-oriented
planning and management, procurement of parts and raw materials, and sales and distribu-
tion processes were operated separately. Thus, manufacturers had to comply with delivery
times on their own in the operation of manufacturing lines, increasing productivity and
reducing inventory.

Entering the mid-1990s, SCM evolved into a concept that could create value through
the coordination of functions outside the enterprise and various business functions within
the organization. Currently, many companies have adopted SCMs to integrate logistics,
information, and financial-related businesses and to build improved systems that have
been limited within the firm-specific optimization. This has led to competition as a supply
chain for several companies beyond a single enterprise. In addition, by improving the ef-
ficiency of business processes through information sharing between different businesses
and organizations in the supply chain, inventory is reduced, and unnecessary logistics
costs are minimized. Moreover, this increases customer satisfaction by improving man-
agement speed [25].

Most researchers’ definition of SCM is subtly different, but in most studies, researchers
define the core of SCM as a management technique that can increase customer satisfac-
tion by connecting and managing all processes from the production stage of the product
to the delivery to the consumer.

2.2. SCM and Industry 4.0

Industry 4.0 technology is developing rapidly around the world. The fourth industrial rev-
olution predicts that artificial intelligence (AI) in the supply chain will gradually increase
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the use of AI automation [41]. Because of the benefit of new technology, transportation
and communication charges will be reduced, logistics and global supply chains will be
operated more efficiently, and transaction costs will be reduced. All of this is expected to
open new markets and trigger economic growth. This shows that the impact of the fourh
industrial revolution will play a big role in supply chain management as well. The char-
acteristics of the fourth industrial revolution affecting supply chain management are as
follows.

First, robotics affects the supply chain process [13]. Many production processes al-
ready use pick-and-place robots that pick up objects and place them in designated lo-
cations. Daniela Rus, director of MIT’s Computer Science–Artificial Intelligence Lab,
predicts customized robots automating tasks in a wide range of areas. AI custom robots
differ from conventional robots and reduce the time needed to equip automation in indus-
tries that rely on custom orders and short product life cycles. The robots know where to
store data and how to assemble products, thereby increasing the efficiency of SCM.

The second is the use of big data. Big data refers to large-scale data with a shorter gen-
eration period and includes text and image data as well as numerical data. In the supply
chain process, big data can be used to identify transportation information that identifies
real-time transportation locations and problems based on past and present data. In ad-
dition, big data can predict traffic congestion or risk and identify expected arrival and
delay times, weather events, and natural disasters. The use of such big data can greatly
contribute to the efficiency of the supply chain by providing an optimal environment for
logistics operations [61].

Third is the application of the Internet of Things (IoT). The IoT refers to intelligent
technologies and services connecting all things based on the Internet to communicate
information between people and things and between things and things. In other words,
things establish a relationship with humans based on interconnected technology. The IoT
is most widely used in remote monitoring technology. In the case of the transportation in-
dustry, companies can attach sensors to all boxes, trucks, and containers to obtain location
information whenever they move. Consumers can also check when and where the goods
they have purchased arrive in real time. With the development of the IoT, collecting var-
ious data generated in the logistics process is possible, and information that was difficult
to grasp in the past supply chain management system can be grasped [32].

Fourth is the advent of unmanned transportation. Recently, drones have been in the
spotlight as unmanned autonomous vehicles (UAVs), and more and more companies are
using them. With the development of UAV technology, drones, boats, and aircraft have
emerged as unmanned transportation means. UAVs in particular are developing quickly.
UAVs will dramatically replace the role of existing transportation means. The use of suit-
able unmanned transportation means enables companies to increase supply chain man-
agement’s performance (i.e., efficiency and effectiveness [48]).

2.3. SCM Factors, Process Innovation, and Partnership

Information System The introduction and utilization of an integrated information sys-
tem for supply chain management not only increases quality, shortens delivery time, and
reduces costs but also ultimately enhances the competitiveness of supply chain manage-
ment for the continuous growth of firms [20,27,34]. Active use of information technology
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and the standardization of products and data are required to increase the introduction ef-
fect of this system and enhance the competitiveness of firms. It is necessary to establish
information systems such as point of sales, electronic data interchange, and electronic or-
dering systems for smooth information exchange between business organizations in the
supply chain. The information system constructed in this way is premised on the accuracy
of information sharing and information delivery between members and aims to standard-
ize information systems and information linkage among organizational members. The ma-
turity level of an organization’s information system depends on how well it can be used
for business applications or strategic purposes after the organization’s information system
is built [28]. Therefore, the higher the maturity of an information system, the easier it
will be to use the system without difficulty, and the spread of this information system will
have a greater impact on firm performance after SCM implementation. Companies with
high information technology (IT) capabilities can be more active in information sharing
between business processes. When business processes between companies are integrated
along the value chain through information sharing, firm performance can be maximized.
IT solutions are critical in realizing the abundant benefits of supply chain management im-
plementation [39]. To exchange and share information flawlessly both inside and outside
of the company, building a sound information system infrastructure and utilizing infor-
mation technology are necessary. Therefore, the company’s advanced information system
will play a positive role in corporate performance by integrating internal and external SC
processes of the company.

Hypothesis 1a Information system has a positive effect on process innovation.

Hypothesis 1b Information system has a positive effect on partnership.

Support from Top Management The will of the CEO plays a vital role in shaping the
direction and values of the organization [33], is essential for cooperation between com-
panies [47], and has a significant impact on the performance of the company [12]. The
CEO’s will, leadership, and commitment to change are major antecedents influencing suc-
cessful SCM implementation [35]. For the same reason, the lack of the will of the CEO
is a significant obstacle to the implementation of SCM [38]. The will of the CEO has a
significant impact on the adoption and utilization of strategic systems such as interorgani-
zational information systems and is also important for overcoming barriers and resistance
to change and innovation [57].

As an innovation leader within the organization, the top management should properly
recognize the characteristics and factors of SCM. If a new SCM is introduced in the
existing organizational work process, it may face opposition from organizational members
because it will bring about innovative changes. Because it is necessary to establish a new
SCM through continuous support from the CEO, the CEO plays an essential role in the
introduction and diffusion of information systems [9]. In particular, the introduction of the
intercompany information system in SCM is a large-scale project that requires innovation
of intercompany relationships and complex supply chains, so continuous investment is
necessary for a certain period of time. In this process, the top management’s support
is most important to minimize the opposition of organizational members and to induce
the participation of members in the innovation process. In addition, the CEO’s support
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is necessary to successfully establish a cooperative relationship that maintains a lasting
relationship among several business partners outside the company.

Hypothesis 2a Support from top management has a positive effect on process innovation.

Hypothesis 2b Support from top management has a positive effect on partnership.

Planning For effective supply chain management, the accuracy and appropriateness of
demand planning that leads the entire supply chain are essential [42,60]. Recent advances
in IT are rapidly shortening the planning cycle for the supply chain. For example, the
current trend is for SC plans to be implemented on a weekly, daily, and even shift basis.
Rapid response to demand fluctuations through optimization can generate plans closer
to market conditions by reflecting the constraints of the entire supply chain in real time.
This plan is optimized to meet the supply chain demand, considering the limitations of
equipment and materials for each base.

The results of a company’s effective planning are no longer dependent on individual
company profits or growth but rather on how well its members collaborate throughout the
supply chain. Therefore, it is necessary to strengthen competitiveness based on collabo-
ration among members of the supply chain [62]. As the need for such a collaboration to
implement efficient planning systems increases, the supply chain has been developing by
gradually expanding the exchange of information. Moreover, the development of IT and
the emergence of e-business allow members to cooperate by forming a supply chain on
the Web [36].

To establish a supply chain management system for a rapid market response, planning
should play a role in improving the accuracy of demand planning and extending the range
of collaboration, leading to a positive effect on the company’s performance.

Hypothesis 3a Planning has a positive effect on process innovation.

Hypothesis 3b Planning has a positive effect on partnership.

Performance Management Even if a company uses an appropriate SCM, it cannot op-
erate effectively if the performance achieved is not properly monitored and measured. An
effective SCM performance measurement system improves the understanding of SCM,
influences the behavior of organizational members, and provides information about the
system’s performance. Ultimately, measuring supply chain performance improves overall
performance [52, 53]. Through the performance measurement system, it is important to
set or improve the company’s target by comparing it with the performance measurement
of other companies in the same business category. And it is a necessary element for the
growth of a company to establish an improvement direction and strategy to overcome
the inferior performance on the part of the company through comparison with promising
companies in the same industry.

Performance management can also be implemented through performance sharing be-
tween partners. Performance sharing reduces potential risks in the supply chain and in-
creases profits through goal-oriented relationship building by forming common goals
[49, 51]. If a shared performance goal is set and personnel inside or outside the company
can perform joint production and research and development activities to achieve the goal,
more open innovation can be achieved, positively affecting the company’s performance.
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Hypothesis 4a Performance management has a positive effect on process innovation.

Hypothesis 4b Performance management has a positive effect on partnership.

2.4. Process Innovation, Partnership, and Performance

Process Innovation Process innovation is a change to establish an efficient and effec-
tive organizational system, enabling a company to quickly respond to customer needs and
flexibly respond to distribution channels and new environments. When the added value is
generated transparently in the process from the purchase stage of a product to the final
consumer, the efficiency of corporate management can be increased, and competitiveness
can be achieved [59]. For this, innovation in the entire SC line should be organically devel-
oped and should prompt the processing of customer orders. For process innovation to be
successful, it is necessary to coordinate and manage an efficient system through informa-
tion sharing using information technology in its internal organization and the connected
chain outside the company.

Today’s process innovation reduces time and cost from the input of goods to the final
output [66], achieves customer satisfaction by improving product quality, and eliminates
various obstacles in inventory management through rapid transportation. Accuracy of de-
mand forecasting due to process innovation can reduce delays by confirming actual sales
based on manufacturers’ point-of-sale information. As a result, reasonable inventory ade-
quacy can be maintained. A company’s efficient inventory management reduces excessive
inventory levels by improving production technology [6]. In particular, prompt provision
of sales information allows manufacturers to effectively maintain proper inventory and
dramatically reduce the lead time required to produce items.

Rapid response due to SCM process innovation also affects efficiency increase. To re-
spond quickly to customer orders, supply chain integration between the company’s inter-
nal and external organizational structures is performed to increase customer satisfaction,
thereby affecting the company’s performance [18, 37]. Companies that have incorporated
process innovation into their supply chain can secure a competitive advantage over their
competitors and increase the efficiency of corporate management [29].

Process innovation enables changes in the entire process, from designing or intro-
ducing a new idea to practical use of skills and technologies by organization members.
Through the propagation of new technology by the adoption of potential innovation, an
organization advances over time. In addition, process simplification, standardization, and
integration develop high-quality strategic systems and improve the quality of information
support services for users, which will positively affect corporate performance.

Hypothesis 5a Process innovation has a positive effect on a firm’s financial performance.

Hypothesis 5b Process innovation has a positive effect on a firm’s nonfinancial perfor-
mance.

Partnership One of the topics highlighted in recent supply chain management research
is a collaboration among members of the supply chain [40]. This is because instead of
maximizing its own profits, it is possible for a company to seek opportunities for greater
business performance by forming cooperative relationships with partners.
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Companies’ efforts to form collaborative relationships and maintain close relation-
ships with key partners can usually be discussed from three perspectives. The first is the
point of view of transaction costs theory. The theory suggests that a company that in-
creases investment in the specificity of transactions between companies can improve the
performance of the supply chain by reducing the coordination cost and motivation cost
associated with the transaction compared to a company that does not [64]. The second
perspective is information processing theory. With this theory, a company seeks to over-
come market uncertainty and improve corporate performance by sharing or integrating
information or resources among companies. The third perspective is a sociopolitical ap-
proach. This is when a company seeks to increase the supply chain’s performance by
establishing intercompany relationships such as intercompany partnerships or strategic
alliances [3, 30].

When the concept of collaboration is expressed from a sociopolitical approach, it is
understood that collaboration is from the perspective of behaviors that appear according
to the relationship between companies and the establishment of partnerships or strategic
alliances between companies, joint coordination efforts on an equal footing, and flexi-
bility according to the occurrence of situations. Collaborative behavior can be divided
into two main aspects according to the integrated form of decision-making. The first is
to jointly deal with problems that may arise in business-to-business transactions, such as
joint task-solving actions. These actions appear throughout SCM, including production
planning and operations, procurement, order processing, engineering design, and busi-
ness integration. In particular, the more buyers and suppliers participate at the beginning
of the planning process, the higher the opportunity to innovate a product or service.

The second aspect is the flexibility of collaboration between the parties to the transac-
tion. In general, flexibility refers to the ability to cope with changes in an uncertain envi-
ronment [24]. The uncertainty associated with the transaction between the buyer and the
supplier is considerable. For example, unforeseen circumstances may result in a change
in order quantity, additional costs, a request for service that exceeds the contractual terms,
a request for replacement of new material, or delivery to a particular specification. In this
case, if new contract terms can be concluded between companies or if the two companies
can solve such problems jointly, the performance of the supply chain can be significantly
improved compared to the case where it is not possible.

Partnerships between companies are important to design; they integrate the manage-
ment of supply chain activities and enhance efficiency in supply chain operations. When
partnerships between companies are formed, companies participating in the supply chain
expand the scope of collaboration, such as information sharing, synchronization of plans,
integration of business processes, and the creation of new business models, and increase
the utilization of business processes between companies. Considering that this collabora-
tion takes place within the supply chain, the performance of the supply chain will appear
through the performance of the partnership.

Hypothesis 6a Partnership has a positive effect on a firm’s financial performance.

Hypothesis 6b Partnership has a positive effect on a firm’s nonfinancial performance.
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2.5. Nonfinancial Performance and Financial Performance

Nonfinancial performance plays an important role in SCM as well as a company’s fi-
nancial performance. Reputation can be considered part of the nonfinancial performance
of a company. It is the cumulative result of the perceived image of an organization’s
management-related attitudes and activities over a long period of time [15]. Reputation
is a comprehensive evaluation according to the perception of stakeholders outside the or-
ganization. Also, as a thorough evaluation of the organization’s consistent reliability and
integrity, it is a term that includes expectations for future activities and evaluations of past
activities of the organization.

When a company seeks to establish a business relationship with a new company, it
pursues minimizing risks associated with the transaction. Adverse selection and moral
hazard caused by a transaction have negative results for a company, so reputation can
be used in a sufficient monitoring process before a transaction. For example, a company
may refer to the evaluations or rumors circulated about the new counterparty by a third
party who has done business with the company. Therefore, organizations strive to have
a favorable reputation among their members. They also try to establish relationships and
networks with companies with favorable reputations, exclude organizations with unfavor-
able reputations, or cut off business relationships [4]. A good reputation can be a valuable
asset, and a considerable amount of time and money is invested in an individual company
to have a favorable reputation. Reputation plays a role in limiting opportunistic behav-
iors in business relationships and affects trust. When the level of reputation of the trading
company is good or excellent, the level of credit toward the trading company is also im-
proved [19]. Transactions with partners that have good reputations lead to minimized
transaction costs, including the financing cost. Therefore, good nonfinancial performance
will positively affect a company’s financial performance.

Hypothesis 7 Nonfinancial performance has a positive effect on financial performance.

3. Methodology

3.1. Research Model

In this study, we analyzed the effect of SCM factors on a company’s performance, focus-
ing on the mediating effect of process innovation and partnership. The research model of
this study based on the hypotheses is shown in Figure 2.

3.2. Data

The subjects of this study were smartphone parts manufacturing companies operating
SCM. We directly visited the companies located in Busan. We explained the purpose
of the questionnaire to the other parts manufacturing companies through email and dis-
tributed 230 copies of the questionnaires. We collected a total of 206 questionnaires. Of
these, we used 193 as the data for this study, excluding the questionnaires containing
missing responses. We measured all study variables on a 5-point Likert scale. The charac-
teristics of the 193 smartphone component manufacturers surveyed are shown in Figures
3–5.
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Fig. 2. Research model

Fig. 3. Firm age (Year)
Fig. 4. Firm size (Number of em-
ployees)

First, 25.4% of companies were 41–50 years old, followed by 23.8% for 21–30 years,
20.2% for 31–40 years, and 18.7% for 11–20 years, and 11.9% for less than 10 years. The
following companies were in the order of 11.9%. The number of employees with more
than 900 employees was the highest at 36.8%, followed by 24.4% with between 700 and
900 employees, 20.2% with between 500 and 700 employees, 11.9% with fewer than 300
employees, and 6.7% with between 300 and 500 employees. In the case of sales in the
previous year, results showed that sales amounted to 31.6% of the companies with more
than 100 billion won, followed by 25.4% of companies with more than 70 billion won,
22.8% of companies with more than 50 billion won, 11.4% of companies with more than
10 billion won, and 8.8% of companies with less than 10 billion won.
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Fig. 5. Sales (Billion won)

3.3. PLS Structural Equation Research Model

In this study, we applied the partial least square structural equation model (PLS-SEM)
to analyze the effect of SCM factors on company management performance. The struc-
tural equation model is a more powerful analytical method than traditional multivariate
analysis. It can indirectly measure nonobservable potential variables through observable
measurement variables and explain the measurement error of observed variables. It is
widely used in the field of social science research. Because PLS-SEM estimates the path
coefficients to maximize the explanatory power (R2) by minimizing the error term of en-
dogenous latent variables, it focuses on the explanation and prediction of intrinsic latent
variables corresponding to dependent variables rather than the structural characteristics of
the model. Therefore, it is more suitable for theory development and exploratory research.
PLS-SEM shares all assumptions in multiple regression analysis and creates a predictive
model when there are a large number of factors or very high multicollinearity. The PLS-
SEM can be effectively applied to small sample sizes and complex models with virtually
no assumptions regarding the distribution of the data to be analyzed and can easily include
formative measurement models and reflective measurement models. Single-item potential
variables can also be applied without model identification problems [23].

4. Results

4.1. Validity and Reliability

Validity refers to how accurately a measurement instrument measures the concept or prop-
erty that it is trying to measure. The purpose of this study was to examine the validity of
SCM factors of smartphone component makers as independent variables, process inno-
vation and intercompany partnerships of smartphone component manufacturers as medi-
ators, and nonmonetary and monetary management performance measures as dependent
variables. To verify the validity, the research factors were composed of a measurement
model and the confirmatory factor analysis of the research factors. Table 1 represents the
measurement of each variable.
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Table 1. Measurement items for study constructs

Constructs Measurement Literature

Information

systems

IS01 IT is implemented in various services and functions.

[39]IS02 Information is shared across functions.

IS03 Expense of operating IT technology is reasonable.

Support from top

management

TS01 CEO highly pays attention to SCM initiatives.
[26, 43]

TS02 CEO actively invests in SCM adoption and utilization.

Planning

PN01 Implementable plans are established for production/sales at the supply chain level.

[16, 58]PN02 Plans for SCM are set periodically.

PN03 Expectations for SCM are clearly stated, understood, and agreed to up front.

Performance

management

PM01 Measures are established systematically for performance.

[21, 52]PM02 Activities of employees are reported for performance management.

PM03 Roles and responsibilities and incentives are specified clearly.

Process

innovation

PI01 SCM improves and manages processes in an enterprise.

[5, 63]
PI02 Top management is actively involved in the exploration of challenges for process innovation.

PI03 The company possesses a mechanism by which process innovation can be applied to other functions.

PI04 The company possesses systems to maintain and manage changes in processes.

Partnership

PS01 There is on-time delivery to partner firms.

[7, 54]PS02 Our partner initiates contracts.

PS03 We share information with partner firms in timely manner.

Financial

performance

FP01 Revenue is increased.

[21]FP02 Marginal profit is increased.

FP03 Inventory costs is reduced.

Nonfinancial

performance

NF01 Flexibility is improved in SCM.

[22]NF02 Rate of damage-free in the production is increased.

NF03 Reputation is improved.

Through the confirmatory factor analysis, items that lowered the factor load or im-
paired the fit of the measurement model were removed, and the factors of SCM consisted
of three items of information system, two items of support from top management, three
items of planning, and three items of performance management. The final metrics con-
sisted of four items for process innovation and three items for partnership among compa-
nies. In addition, three questions each consisted of nonmonetary and monetary outcomes
as dependent variables. Because all the extracted values show more than 0.6, there seems
to be no problem with the validity of the variables. Table 2 shows the results of the factor
analysis conducted with the validation.

We also performed reliability verification. Table 3 shows the results of the reliability
analysis. As a result of reviewing the reliability of the final metric, Cronbach’s α coeffi-
cient was 0.637 for the information management factor, 0.771 for the activation support
factor, 0.727 for the planning and collaboration factor, and 0.744 for the process innova-
tion factor. The partnership factor between companies was 0.642, the nonmonetary per-
formance was 0.664, and the monetary performance factor was 0.715. Every coefficient
of Cronbach’s α is above 0.6, and the constructive reliability is acceptable [11, 55].

Next, the concept reliability and average variance extraction (AVE) were reviewed to
examine the concentration validity of latent factors.
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Table 2. The value of cross-loading

Info Support Plan Perform Innov Partner Fin Nonfin

IS01 0.823 0.273 0.326 0.431 0.352 0.297 0.338 0.196
IS02 0.777 0.225 0.214 0.352 0.265 0.198 0.257 0.093Info

IS03 0.667 0.204 0.313 0.350 0.200 0.227 0.213 0.137

TS01 0.294 0.920 0.315 0.362 0.317 0.315 0.320 0.232
Support

TS02 0.268 0.883 0.271 0.292 0.237 0.289 0.318 0.180

PN01 0.362 0.274 0.869 0.451 0.272 0.323 0.355 0.140
PN02 0.299 0.316 0.839 0.382 0.245 0.224 0.210 0.125Plan

PN03 0.226 0.189 0.692 0.287 0.198 0.182 0.244 0.122

PM01 0.428 0.333 0.388 0.837 0.332 0.376 0.422 0.208
PM02 0.335 0.266 0.389 0.792 0.230 0.310 0.259 0.222Perform

PM03 0.451 0.286 0.381 0.808 0.346 0.281 0.331 0.240

PI01 0.284 0.200 0.156 0.267 0.692 0.211 0.209 0.189
PI02 0.227 0.166 0.230 0.137 0.747 0.255 0.230 0.178
PI03 0.283 0.201 0.270 0.305 0.681 0.298 0.227 0.129

Innov

PI04 0.257 0.290 0.202 0.331 0.725 0.293 0.299 0.292

PS01 0.276 0.177 0.272 0.315 0.311 0.756 0.339 0.199
PS02 0.259 0.353 0.229 0.341 0.238 0.801 0.384 0.136Partner

PS03 0.203 0.227 0.215 0.255 0.319 0.731 0.315 0.226

FP01 0.367 0.359 0.340 0.409 0.328 0.400 0.861 0.320
FP02 0.311 0.308 0.276 0.349 0.286 0.397 0.880 0.327Financial

FP03 0.168 0.150 0.190 0.238 0.202 0.285 0.642 0.293

NF01 0.182 0.235 0.073 0.219 0.271 0.159 0.344 0.779
NF02 0.082 0.092 0.112 0.198 0.218 0.207 0.238 0.802Nonfinancial

NF03 0.192 0.213 0.203 0.221 0.166 0.199 0.323 0.735

First, concentration validity represents the degree of correlation between two or more
measurement items for a potential factor. If the concept reliability is 0.7 or more [10]
and the AVE index is 0.5 or more, the concentration validity is acceptable. The concept
reliability is more than 0.7 in all variables, and the AVE value is more than 0.5, which
proves the validity of potential factors.

4.2. Validation of Research Hypotheses

Correlation Analysis The correlations among potential factors, such as SCM factors,
process innovation, partnerships between companies, and management performance of
smartphone parts manufacturing companies, are shown in Table 4. Numbers in bold type
with diagonal lines represent the squared root of AVE. Because this number is larger than
the other nondiagonal numbers, the component has a reasonable level of discriminant
validity [17].
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Table 3. Reliability

Item Mean SD Weight Cronbach’s α
Composite
Reliability

AVE

InfoSys
IS01 3.83 0.93 0.823

0.637 0.802 0.576IS02 3.89 0.82 0.777
IS03 3.86 0.82 0.667

TmtSupport
TS01 3.77 0.86 0.920

0.771 0.897 0.813
TS02 3.63 0.89 0.883

Plan
PN01 4.01 0.97 0.869

0.727 0.844 0.646PN02 3.89 0.83 0.839
PN03 3.84 0.89 0.692

PerfMgt
PM01 4.03 0.88 0.837

0.744 0.853 0.660PM02 3.80 0.92 0.792
PM03 3.82 0.87 0.808

ProcessInnov

PI01 3.67 0.88 0.692

0.679 0.804 0.507
PI02 3.50 0.93 0.747
PI03 3.58 0.93 0.681
PI04 3.68 0.87 0.725

Partner
PS01 3.85 0.92 0.756

0.642 0.807 0.583PS02 3.95 0.89 0.801
PS03 3.89 0.85 0.731

Nonfinancial
NF01 3.77 1.01 0.779

0.664 0.816 0.596NF02 3.78 0.96 0.802
NF03 3.90 1.03 0.735

Financial
FP01 3.62 0.88 0.861

0.715 0.842 0.643FP02 3.70 0.77 0.880
FP03 3.95 0.84 0.642

Table 4. Correlations of constructs

Info Support Plan Perform Inno Partner Nonfin Fin

Info 0.759
Support 0.312 0.902

Plan 0.376 0.326 0.804
Perform 0.502 0.366 0.474 0.812

Inno 0.370 0.311 0.300 0.377 0.712
Partner 0.323 0.336 0.312 0.400 0.375 0.763
Nonfin 0.194 0.231 0.160 0.274 0.287 0.242 0.773

Fin 0.364 0.353 0.343 0.423 0.345 0.455 0.389 0.802
Note: Bold numbers show square root of AVE
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Empirical Analysis In this study, the SCM factors of smartphone parts manufacturers
were designed as independent variables, and the dependencies were designed to verify the
causality of the SCM factors and management factors. An SEM analysis was conducted
to look at the causal relationship between SCM factors, process innovation, intercompany
partnerships, and management performance factors. Figure 6 shows the results.

Fig. 6. Results

First, the information system had a significant effect on process innovation (β =
0.198, p < 0.001). Therefore, Hypothesis 1a was supported. The effect on partnership
showed a positive signal but did not show a significant effect. Second, support from top
management was found to have a significant effect on process innovation and partnership,
respectively (β = 0.154, p < 0.05;β = 0.184, p < 0.05). Therefore, both Hypotheses
2a and 2b were supported. Here, we once again discover that the role of top manage-
ment is important for improving SCM performance. Third, it was found that planning had
no effect on process innovation and partnership. Fourth, performance management was
found to have a significant effect on process innovation and partnership (β = 0.178, p <
0.001;β = 0.227, p < 0.001). Therefore, Hypotheses 4a and 4b were supported. Process
innovation was found to have a positive effect on both the financial and nonfinancial per-
formance of a company (β = 0.140, p < 0.1;β = 0.227, p < 0.001), and Hypotheses 5a
and 5b were supported. Partnership was also found to have a positive effect on both finan-
cial and nonfinancial performance of a company (β = 0.336, p < 0.001;β = 0.156, p <
0.1), and Hypotheses 6a and 6b were supported. Finally, nonfinancial performance was
found to have a positive effect on financial performance (β = 0.276, p < 0.001), and
Hypothesis 7 was supported. The results for each hypothesis are summarized in Table 5.
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Table 5. Summary of results

Hypothesis Relationship Beta Std. Error T Statistics Support

1a InfoSys� ProcessInnov 0.198 0.030 6.514 O

1b InfoSys� Partner 0.114 0.037 3.034 x

2a TmtSupport� ProcessInnov 0.154 0.033 4.699 O

2b TmtSupport� Partner 0.184 0.031 5.983 O

3a Plan� ProcessInnov 0.090 0.033 2.737 x

3b Plan� Partner 0.102 0.036 2.862 x

4a PerfMgt� ProcessInnov 0.178 0.029 6.110 O

4b PerfMgt� Partner 0.227 0.036 6.243 O

5a ProcessInnov� Financial 0.140 0.034 4.097 O

5b ProcessInnov� Nonfinancial 0.227 0.032 7.205 O

6a Partner� Financial 0.336 0.028 12.193 O

6b Partner� Nonfinancial 0.156 0.036 4.357 O

7 Nonfinancial� Financial 0.276 0.028 9.777 O

5. Conclusions

To improve corporate performance, we examined how SCM factors affect corporate per-
formance using two intermediates: process innovation and partnership. The results are as
follows. First, top management support and performance management have positive sig-
nificant effects on both process innovation and partnership. Second, an information sys-
tem has a positive significant effect on process innovation. Third, both process innovation
and partnership have a positively significant effect on financial and nonfinancial perfor-
mance. Forth, nonfinancial performance has a positive effect on financial performance.
Fifth, information systems have an insignificant effect on partnerships. Information shar-
ing can have a positive effect on partnerships; however, if general staff answered the
survey, it may be difficult to gain a detailed understanding of whether information sharing
has a positive effect on the partnership. Lastly, planning has an insignificant effect on both
process innovation and partnership. First, we conjecture that planning is related to main-
tenance and may not have much to do with process innovation and partnership. Second, if
general staff answered the survey, the results would be insignificant because general staff
members do not have much knowledge about the planning process.

Companies that produce fast-changing high-end products or components have differ-
ent characteristics than those in other industries. In particular, high-tech goods companies
change their cycles quickly because of the short life of the products they produce. As new
technology development speeds up throughout the industry, these companies will likely
survive if they can follow the faster cycle through internal process innovation. In addition,
parts companies take raw materials, make intermediate parts, and deliver them to finished
product companies. If there is a problem with the company supplying the raw material or
if there is a problem with the company that produces the finished product, the company
will interfere with the production schedule. Therefore, partnership with other companies
is also crucial for companies producing intermediate goods.
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From the result of this study, we provided important implications for managers. To
have a good performance through SCM, companies need to focus more on the support
of top management and performance management. Also, process innovation and part-
nership are critical factors that affect firms’ performances. Although prior research does
not equally weigh the importance of internal and external factors, there are of the same
importance. Therefore, firms need to invest in process innovation and make appropriate
relationships with their partners.

In process innovation, it is necessary to consider the following points. Depending
on the degree of establishment and development of a company’s production process, the
extent to which process innovation is affected by SCM factors will be different. Also,
different level of company’s production process development may have different effects
on the company’s business performance. In this study, we verified the effect of process
innovation on business performance, but we did not make a detailed classification of pro-
cess innovation itself, which is a limitation. Therefore, future research is needed to sys-
tematically classify differences in the process establishment and development level of
smartphone parts manufacturing companies and to investigate their performance.

Many fields of industry are facing changes due to the fourth industrial revolution—in
particular, the advanced technologies of the 4th Industrial Revolution. Robotics, the IoT,
big data, and unmanned transportation are expected to have a major impact on the overall
SCM. For a company to achieve sustainable growth with a competitive advantage by
utilizing this phenomenon, it is necessary to understand the existing SCM’s characteristics
and performance and to use that data to implement a new strategy.

In this study, we examined the performance of SCM for companies that currently
produce high-tech products. Findings from this research can further serve as an important
foundation for future research that measures the performance of other high-tech products
or processes applied by Industry 4.0, such as artificial intelligence, the IoT, robotics, and
big data within the SCM model.
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Abstract. In this paper, a real-time navigation control system based on lidar sens-
ing is proposed for use in unknown environments. The proposed system comprises
a behavioral controller for controlling an autonomous Ackerman robot for obstacle
avoidance in the absence of global map information when moving toward a goal.
The adopted obstacle avoidance method is selected by a wall-following fuzzy con-
troller. The input parameter of this controller is the distance between the robot and
the wall, which is determined by the lidar sensor, and the output parameter of the
controller is the steering angle of the robot for it to reach the destination without
collision. To prevent the robot from entering an endless loop, an endless loop es-
cape mechanism is added to the proposed system. The simulation and experimental
results of this study indicate that the proposed navigation control system can ef-
fectively assist an Ackerman robot to complete the navigation task successfully in
unknown environments.

Keywords: Ackerman robot, fuzzy logic controller, lidar, navigation system, un-
known environment.

1. Introduction

Autonomous mobile robots is key in the trend toward automation, due to labor shortages,
in factories. However, autonomy is difficult to achieve in these robots because of un-
known environments and uncertain dynamic obstacles[12], as evident in applications such
as self-driving cars [25] and large object manipulation [28],[17]. The navigation control
of autonomous mobile robots involves the two steps of goal finding and obstacle avoid-
ance, where are performed using a robust controller [26]. For unknown environments,
autonomous robots must perceive environmental information and control the angle and
speed of robot movement to reach the destination and automatically avoid obstacles [2].

Many methods have been proposed to solve problems related to robot navigation
control; these methods include artificial potential field [11], vector field histogram [5],
behavior-based [21], and fuzzy logic [7] methods. Behavior-based methods are widely

⋆ Corresponding author



474 Cheng-Jian Lin et al.

used in the navigation of autonomous mobile robots [10], and these methods can handle
various situations without a global map. In behavior-based methods, autonomous mo-
bile robots engage in wall-following behavior to explore an unknown environment. These
robots can move by following the contour and distance information of an object to avoid
obstacles and move toward the destination [24],[15]. To control a robot efficiently and
stably, fuzzy logic control (FLC) has been incorporated into robot navigation controllers.

Fuzzy theory is used to express the knowledge and experience of experts in the form
of language rules to construct a knowledge base and handle uncertain situations [1]. Fuzzy
control systems have been used in many domains, including control engineering, signal
processing, information processing, and machine intelligence technology [13],[14],[3],
[22],[27]. In addition, FLC has proven to be a successful control method for many com-
plex nonlinear systems and has replaced traditional control methods [9]. Mamdani and
Assilian [18],[19] designed a fuzzy controller system for controlling a small steam en-
gine. Their experimental results indicate that a fuzzy controller system can achieve better
control performance than can a classical controller.

Autonomous mobile robots mostly rely on sensors to measure their relative distance
from objects in the environment [6] for perceiving an unknown environment, analyzing
and processing environmental information, and making relevant movement decisions. The
sensors commonly used in autonomous mobile robots include infrared cameras, sonar,
radar, and ultrasonic sensors. However, in a real environment, noise affects the signal
captured by a sensor and might lead to wrong decisions. In contrast to the aforemen-
tioned sensors, lidar sensors can measure the distance between objects with high pre-
cision, identify the shapes of objects, and construct a three-dimensional geographic in-
formation model of the surrounding area without being affected by the weather. In the
present study, a lidar sensor was adopted to obtain accurate environmental information.

The mobile chassis of autonomous mobile robots are mostly designed with a two-
wheel differential structure or omnidirectional wheel structure. The radius and speed of a
two-wheel differential structure during steering are determined by the speeds of the two
wheels, which can enable circular objects, such as wheels, to be turned on the spot. This
structure has relatively strong flexibility but low control precision. The omnidirectional
wheel structure can realize omnidirectional walking without changing the body posture
[20]. This structure results in very smooth movement but cannot be used in uneven en-
vironments. Compared with the aforementioned structures, the Ackerman chassis archi-
tecture has higher control precision and smoother movement. Moreover, this architecture
allows the robot to move freely in different types of terrain. When the Ackerman archi-
tecture is turning, each wheel rotates around the same center; thus, this architecture is not
prone to slippage and tire position misalignment [4].

In this paper, a navigation control method is proposed for an autonomous Ackerman
robots in unknown environments. The proposed system comprises a behavior controller
for controlling an Ackerman robot to achieve obstacle avoidance when heading toward
the destination in the absence of global map information. To achieve obstacle avoidance,
a wall-following fuzzy controller (WFFC) is used. Furthermore, an escape mechanism is
used to prevent the robot from entering an endless loop. Experimental results indicate that
the proposed navigation method can complete the navigation task in simulated and real
environments. The remainder of this paper is structured as follows. Section 2 illustrates
related work. Section 3 introduces the proposed navigation method. Section 4 presents the
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experimental results obtained in a simulated environment and real environment. Finally,
section 5 concludes this study.

2. Related Work

In recent years, the development of autonomous Ackermann robot controller has gained
significant attention. This section provides an overview of the related work and advance-
ments in this field.

• Lidar-based Perception and Mapping: Lidar sensors are widely used in autonomous
robotics for environment perception and mapping. Researchers have explored the integra-
tion of Lidar sensors with Ackermann steering robots to enable accurate and real-time
perception of the surroundings. Through Lidar data, the generated 3D environment map
was then used for localization and obstacle detection, facilitating autonomous navigation
of the Ackermann robot [23].

• Fuzzy Logic Control for Autonomous Navigation: Fuzzy logic controllers have been
applied to achieve autonomous navigation in various robotic systems. When combined
with Lidar sensing, these controllers can effectively handle uncertainties and variations
in the environment. The controller utilized fuzzy rules to interpret Lidar data and gen-
erate steering and speed commands, enabling safe and efficient navigation in dynamic
environments [16].

• Obstacle Avoidance and Collision Detection: Autonomous Ackermann robots re-
quire practical obstacle avoidance and collision detection capabilities to ensure safe nav-
igation. Researchers have developed a fuzzy logic-based collision avoidance system for
Ackermann steering robots. By analyzing Lidar data, their system made real-time deci-
sions to avoid obstacles and maintain a safe distance during navigation [8].

In summary, the development of autonomous Ackermann robot controller has seen
significant progress. Researchers have focused on perception, control, obstacle avoidance,
path planning, and real-world applications. The integration of Lidar sensors with fuzzy
control systems provides a powerful approach to achieving autonomous navigation in
diverse environments.

3. Navigation Control System for the Autonomous Ackerman Robot

This section introduces the proposed navigation control system for an autonomous Ack-
erman robot. The proposed navigation system includes a behavior controller that makes
an Ackerman robot move toward the destination while avoiding obstacles. The flowchart
of this navigation system is shown in Fig. 1. When the behavior controller does not detect
any obstacle, it instructs the robot to move toward the destination. By contrast, if this con-
troller detects an obstacle, it switches to the wall-following mode for the robot to avoid
the obstacle. However, in the wall-following mode, the robot might encounter an endless
terrain loop, which makes the robot unable to successfully complete the navigation task.
Therefore, an endless loop escape mechanism is designed to assist the robot to escape an
endless loop terrain. Navigation control is completed when the autonomous Ackerman
robot reaches its destination.
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Navigation starts
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Obtain LiDAR sensor
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Fig. 1. Flowchart of the proposed navigation system
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3.1. Autonomous Ackerman Robot

We independently developed the autonomous Ackerman robot used in this study. The
adopted robot uses a Velodyne Puck (VLP-16) lidar sensor to scan for surrounding ob-
stacles and an edge-embedded device [NVIDIA Jetson AGX Xavier (AGX)] to conduct
real-time data processing. The sensing range of VLP-16 is 0.5 to 5 m, and its horizontal
angular measurement range is 360◦. AGX uses Ubuntu 16.04 and the Robot Operating
System (ROS) to drive the robot’s motor system. Through control commands, the move-
ment speed and turning angle of the robot are controlled. In addition, the robot chassis
has the Ackerman architecture for it to move smoothly when handling heavy objects and
uneven terrain. The designed autonomous Ackerman robot is shown in Fig. 2.

Fig. 2. Designed autonomous Ackerman robot

3.2. Behavior Controller

The behavioral controller plays a decision-making role in the proposed navigation sys-
tem. This controller switches between the toward-goal mode and wall-following mode
depending on the robot position and environment. To detect the position of an obstacle,
the sensing area of the lidar sensor is divided into three areas, denoted A1, A2 and A3
(Fig. 3). A1 is the front-right area of the robot, A2 is the front-left area of the robot,
and A3 is the rear of the robot. When an obstacle is detected in A1 or A2, the behavior
controller switches from the toward-goal mode to the wall-following mode. The behavior
controller remains in the toward-goal mode as long as the lidar sensor does not detect any
obstacles in A1 and A2.

A. Toward-Goal Mode
When no obstacle is detected in front of the autonomous Ackerman robot, the robot

moves toward the goal. As displayed in Fig. 4., the autonomous Ackerman robot calcu-
lates the steering angle according to its current position and the goal position, then turns
toward the goal position, and then moves straight toward the goal. The designed Acker-
man architecture has a turning angle between 45◦ and −45◦; thus, the maximum angle of
left and right turns is 45◦.
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Fig. 3. Three obstacle detection areas for the autonomous Ackerman robot

Fig. 4. Angle between the autonomous Ackerman robot and the goal

B. Wall-Following Mode
If an obstacle is detected in front of the autonomous Ackerman robot, the behavior

controller switches to the wall-following mode to instruct the robot to move along the
object until the object has been passed. To achieve this behavior, a fuzzy controller with
a wall-following function, namely a WFFC, is designed. Fig. 5 displays the system flow
of the wall-following mode. First, the lidar sensor detects the distance to obstacles around
the robot. Subsequently, the distance information is used as the input of the controller
to obtain the steering angle of the robot as the output. The proposed WFFC contains
four parts: a fuzzifier, fuzzy rule base, fuzzy inference engine, and defuzzifer. The basic
structure of the proposed WFFC is displayed in Fig. 6.

The various parts of the WFFC are detailed in the following text.

• Fuzzifier
A fuzzifier maps a crisp value to a fuzzy number (i.e., a real number between 0 and 1).

This process is called fuzzification, and fuzzy logic better accords with human cognition
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Fig. 5. System flow of the wall-following mode

Fig. 6. Architecture of the proposed WFFC

relative to classical (bivalent) logic. Membership functions are used to evaluate the de-
gree of each input of a system. Triangular or trapezoidal membership functions are most
commonly used membership functions in fuzzy systems (Figs. 7 and 8). These member-
ship functions are constructed using straight lines. Please review whether the edits convey
your intended meaning accurately.Compared with Gaussian membership functions, linear
membership functions are simpler and thus enable the design of simpler and more compu-
tationally lightweight robot controllers. Therefore, triangular and trapezoidal membership
functions were used to design the robot controller in this study. The membership function
of fuzzy set A can be defined as µA(x), where µA(x) denotes the degree of input x from
fuzzy set A. A triangular membership function contains three parameters, namely a1,
a2, and b1, which denote the positions of the left boundary, Please specify which ver-
tex of the triangle is being referred to here.triangle vertex, right boundary, respectively.
The definition of a triangular membership function is provided in Equation 1. Trapezoidal
membership functions contain four parameters, namely a1, a2, b1, and b2, which represent
the positions of the left boundary, right boundary, left triangle vertex, and right triangle
vertex, respectively. The definition of trapezoidal membership is provided in Equation 2.

µA(x) =


0 x ≤ a1
x−a1

a2−a1
a1 < x < a2

b1−x
b1−a2

a2 < x < b1

0 b1 ≤ x

(1)
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µA(x) =



0 x ≤ a1
x−a1

a2−a1
a1 < x < a2

1 a2 < x < b1
b1−x
b1−a2

b1 < x < b2

0 b2 ≤ x

(2)

Fig. 7. Triangular membership function

Fig. 8. Trapezoidal membership function

The scanning angle range of a lidar sensor is 360◦, and A1 covers an angular range of
90◦. Therefore, if lidar information is acquired for each degree in A1, 90 input data are
obtained. To reduce the quantity of input data, only the lidar sensing data at 0◦, 30◦, 75◦,
and 90◦ are used as input (denoted as L1, L2, L3, and L4, respectively). Fig. 9 shows the
four directions sensed by the lidar in A1.

Three membership functions can be used to define the distance of objects sensed by
the lidar sensor as near, normal, or far. The detection angle of L1 is close to that of L2,
and the detection angle of L3 is close to that of L4. Therefore, the same membership
function is used for the forward (L1) and obliquely forward (L2) directions, and the same
membership function is used for the forward-right (L3) and right (L4) directions. The
membership functions of lidar for forward and rightward sensing are displayed in Figs. 10
and 11, respectively. The Ackerman architecture requires a large radius of gyration when
turning. Therefore, in the membership function for forward sensing (Fig. 10), a sensing
distance of greater than 4.25 m indicates that the obstacle is located far away from the
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Fig. 9. Four directions sensed by the lidar sensor

robot. By contrast, a sensing distance of less than 3 m indicates that the object is close to
the robot. In the membership function for rightward sensing (Fig. 11), a sensing distance
of less than 2 m indicates that the robot is close to the obstacle. Moreover, a sensing
distance of greater than 2 m indicates that the robot is located far from the obstacle.

Fig. 10. Membership functions for forward sensing by the lidar sensor (L1 and L2)

• Fuzzy Rule Base and Fuzzy Inference Engine
If–then rule statements are adopted to construct a fuzzy rule base. A fuzzy rule can be

defined as follows:
Ri: If x1 is A1 and x2 is A2 . . . and xn is An, then y is bi,

where x and y are linguistic variables. Because the robot might encounter different ter-
rains during its movement, appropriate fuzzy rules must be designed for different condi-
tions. Fig. 12 illustrates the obstacles located ahead of the robot at an acute angle, a right



482 Cheng-Jian Lin et al.

Fig. 11. Membership functions for rightward sensing by the lidar sensor (L3 and L4)

angle, and an obtuse angle. According to the distances sensed by L1 and L2, the state of
the obstacle can be obtained to determine the turning range. Fig. 13 depicts the state of
the robot and obstacles. In Fig. 13, three robot–obstacle conditions are observed: robot is
parallel to the obstacle, robot is located close to the obstacle, and robot is located far away
from the obstacle. On the basis of the values sensed by L3 and L4, the angle of the robot
body can be adjusted.

Fig. 12. Obstacles located ahead of the robot at three angles

On the basis of the aforementioned conditions, 21 fuzzy rules were designed ( Ta-
ble 1). The inputs of the proposed wall-following controller are four distance variables,
namely those sensed by L1–L4, and the output is the Ackerman turning angle (θ), which
is between 45◦ and −45◦. This angle is mapped to a value between 1 and −1 (ω) by using
Equation 3. In this study, the AND operation is used for fuzzy rule computation.

ω =
θ

45◦
(3)
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Fig. 13. State of the robot and obstacles

Table 1. Twenty-one fuzzy rules of the proposed wall-following controller
Intput Output

L1 L2 L3 L4 ω

ANY ANY ANY NEAR 0.7
ANY ANY ANY NORMAL 0
ANY ANY ANY FAR -0.7
NEAR NEAR ANY ANY 0.7
NEAR NORMAL ANY ANY 0.7
NEAR FAR ANY ANY 0.7
NORMAL NEAR ANY ANY 0.7
NORMAL NORMAL ANY ANY 0.6
NORMAL FAR ANY ANY 0.6
FAR NEAR ANY ANY 0.5
FAR NEAR ANY ANY 0
FAR FAR ANY ANY -0.3
ANY ANY NEAR NEAR 0.5
ANY ANY NEAR NORMAL 0.3
ANY ANY NEAR FAR 0.3
ANY ANY NORMAL NEAR 0.1
ANY ANY NORMAL NORMAL 0
ANY ANY NORMAL FAR -0.1
ANY ANY FAR NEAR 0.1
ANY ANY FAR NORMAL -0.2
ANY ANY FAR FAR -0.6
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• Defuzzifier
The output of a defuzzifier is a crisp value. The centroid defuzzification process can be

expressed as follows:

y =

21∑
i=1

µA(xi)ωi

21∑
i=1

µA(xi)

(4)

where y represents the output of the wall-following controller, µA(xi) is the firing strength
of the ith rule, and ω is the fuzzy value of the robot turning angle (between −1 and 1).

3.3. Endless Loop Escape Mechanism

To prevent the autonomous Ackerman robot from falling into an endless loop, an endless
loop escape mechanism is proposed (Fig. 14). In Fig. 14(a), the robot faces no obstacle
when it moves toward the star point along the wall. At this time, the behavior controller
switches to the toward-goal mode and cause the robot to fall into an endless loop. In the
proposed endless loop escape mechanism, the shortest distance (δ) between the robot and
the goal is recorded to determine which behavioral mode should be employed. When the
robot moves to the star point, the current distance from the robot to the goal (γ) is greater
than δ, and the behavior controller executes the wall-following mode. Until δ is greater
than γ, the behavior controller functions in the toward-goal mode to escape the endless
loop, as displayed in Fig 14(c).

(a) Trapped in an endless
loop (b) Escape mechanism (c) Escaping the endless loop

Fig. 14. Proposed endless loop escape mechanism

4. Simulation and Experimental Results

To verify the performance of the proposed navigation method, an open-source robot sim-
ulator (Webots) was used to construct a testing environment. Webots is a development
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environment software for the modeling, programming, and simulation of mobile robots,
and this software program can run on Linux, Windows, and macOS. The proposed robot
controller can be programmed in C, C++, Python, Java, MATLAB, or the ROS by using a
simple application programming interface that covers all basic robot control techniques.
Simulation experiments were conducted in six environments to test the effectiveness of
the proposed method, and the size of each simulated environment was 40 m 40 m. Fi-
nally, the proposed method was used to complete a navigation task with an autonomous
Ackerman robot in a real environment.

4.1. Simulation Results Obtained for the WFFC

We designed three environments with small numbers of square and circular obstacles to
test the performance of the proposed WFFC (Fig. 15). The first environment consisted of
simple circular objects, hypotenuses, and square obstacles. The second environment was
mainly composed of square obstacles to test the robot’s obstacle avoidance performance
at right angles. Finally, the third environment was composed of circular obstacles and
special concave corners to test whether the robot could effectively avoid concave corners.

(a) Few obstacles (b) Square obstacles (c) Circular obstacles

Fig. 15. Three testing environments for the proposed WFFC

Fig. 16 illustrates the paths of the autonomous Ackerman robot in the aforementioned
three testing environments when using the proposed WFFC. The robot successfully cir-
cumnavigated the three environments without collision.

4.2. Simulation Results for Navigation Control

Three testing environments, namely a concave environment, convex environment, and
mixed concave–convex environment, were designed to evaluate the navigation control
performance achieved with the proposed method. These environments are displayed in
Fig. 17. The red movement path in Fig. 17 represents the behavior controller executing
the wall-following mode, whereas the blue movement path denotes this controller execut-
ing the toward-goal mode. As displayed in Fig. 17(b), when the navigation started, the
behavior controller executed the toward-goal mode because no obstacles were detected
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(a) Environment 1 (b) Environment 2 (c) Environment 3

Fig. 16. Movement paths of the autonomous Ackerman robot in the three testing
environments designed for the proposed WFFC

ahead of the robot (blue path). When an obstacle was detected, the controller switched to
the wall-following mode and moved the robot along the red path. Fig. 17(c) indicates that
the proposed endless loop escape mechanism effectively assisted the robot to escape an
endless loop terrain and complete the navigation task in an unknown environment.

(a) Concave environment (b) Convex environment
(c) Mixed concave–convex
environment

Fig. 17. Navigation paths of the autonomous Ackerman robot in three testing
environments

4.3. Experimental Results in a Real Environment

The proposed navigation control method was implemented for an autonomous Ackerman
robot in a real environment. Fig. 18 shows the floor plan of the real testing environment.
Several square and circular obstacles were included in the real environment to verify the
effectiveness of the proposed navigation control method. As displayed in Fig 19, the au-
tonomous Ackerman robot sensed obstacles in detection area A1. Therefore, the behavior
controller executed the wall-following mode. Fig. 20 displays the computation time for
each time step. As displayed in Fig. 20, the computation time for each step was between
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0.275 and 0.295 s. Thus, the proposed navigation control method can realize real-time
computation. The results also indicate that the proposed method can be effectively ap-
plied in unknown environments without the need for complex global map construction
and model training.

Fig. 18. Floor plan of the real testing environment

Fig. 19. Navigation control in the real environment

5. Conclusion

In this paper, an effective navigation control method is proposed for autonomous Ack-
erman robots moving in unknown environments. The proposed method can accomplish
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Fig. 20. Computation time for each time step

the navigation task without the construction of a global map or the training of a com-
plex model. The designed behavior controller enables an autonomous Ackerman robot
to undertake obstacle avoidance and complete the navigation task automatically accord-
ing to the current environment state. Furthermore, the computation time per time step of
the proposed method is less than 0.3 s, which indicates that the proposed method has
real-time computation capability. Simulation and experimental results indicated that the
proposed navigation control method can enable an autonomous Ackerman robot to com-
plete the navigation task effectively without collision in an unknown environment. In a
future study, we will consider applying the developed autonomous Ackerman robot to
practical applications.
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Abstract. Learning to program is a challenging task for novices. Students vary 

substantially in their ability to understand complex and abstract topics in 

computer programming logic, such as loop logic, function recursion, arrays, 

passing parameters, and program structure design. Cooperative learning is an 

effective method of learning and teaching programming. In traditional cooperative 

learning, students group themselves, or teachers group students intuitively. This 

paper proposes a clustering method based on item response theory (IRT) and the 

revised Girvan–Newman clustering for clustering students by learning ability. 

Item response theory calculated the learner’s ability and interpersonal relationship 

questionnaire generated by the social network analysis. The proposed method was 

validated by conducting a quasi-experimental test in a freshmen programming 

course, and the method significantly improved learning outcomes in this course. 

Keywords: Learner ability, Girvan–Newman clustering, Social Network 

Analysis, Programming. 

1. Introduction 

Cooperative learning is a form of learning in which students learn and work together to 

accomplish shared goals. It has been applied in numerous fields. In most cases, 

cooperative learning is performed in small groups. Students in these groups discuss 

topics; through these discussions, all students learn and achieve beneficial outcomes. 

Cooperative learning can also be competitive; for example, groups might compete to see 

which group can answer the most questions in a limited time. Competitive group goals 

require all group members to work together to improve their learning. If the conditions 

in which competitive and purely cooperative learning should be applied are determined, 

a cooperative learning course can be designed for any subject. 

Cooperative base groups are long-term, heterogeneous cooperative learning groups 

with stable membership [1]. Heterogeneous cooperative learning groups include 

students with different learning abilities. The term “stable membership” indicates that 

group members can work together over a long time or have good relationships. 

However, selecting people with good relationships in a class is challenging. 

Girvan and Newman (2002) [2] proposed the Girvan–Newman clustering method for 

investigating communities. The authors test the method with computer-generated 
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communities and real-world community structures. The result showed high sensitivity 

and reliability. 

There are some studies, which applied AI and metaverse methods to support 

education. Omonayajo, Fadi, and Nadire (2022) [3] examined the smart technologies 

that have assisted smart education in achieving educational goals. These smart 

technologies enhanced the teaching and learning process in today’s education. Yu and 

Lin (2022) [4] explained the data mining status and the college students’ psychological 

health problems. This research used the decision tree to analyze the psychological health 

problem data.  

Innovation thinking and computational thinking affect students' learning, which 

promotes students learning performance. Dagienė, Jevsikova, Stupurienė, and 

Juškevičienė (2022) [5] surveyed 52 countries with a qualitative study of 15 countries, 

which helped them to identify teachers’ understanding level of computational thinking 

and its integration approach in the class activities. It is useful for e-learning systems and 

content developers to improve teachers’ computational thinking. In the other research 

Zheng et al. (2022) [6] made a training system, that made the major in computer science 

students have better academic performance and significantly improved compared with 

the performance before the innovative thinking. 

Dale’s Cone of Learning [7] model states that activities in which students experience, 

discuss, do, and participate cause greater retention than simply reading, watching, or 

hearing. In cooperative learning, students must be active participants in discussions and 

must support their team members. Thus, cooperative learning activities improve student 

learning, understanding, and retention. 

A teacher can flexibly modify their lecturing style or learning material to maximize 

teaching quality based on student feedback. However, teachers typically prepare their 

teaching materials before classes begin. Thus, predicting student learning ability is key 

for preparing appropriate class activities. However, measuring learner ability is 

challenging for teachers. Therefore, a method that can be used to estimate learner ability 

and cluster students appropriately to obtain learning groups comprising heterogeneous 

members would be of considerable benefit to teachers and student outcomes. 

Assessments are typically used to measure and analyze student performance and 

learning skills. These assessments also can be used as feedback for teachers and 

students, which is crucial in learning and development.  

The remainder of this paper is organized as follows. Section 2 describes item 

response theory (IRT) and the adopted clustering method. Section 3 presents details 

regarding how IRT and clustering are used to estimate student learning ability and 

identify cluster learners. The experimental results are presented in section 4, and section 

5 provides the conclusions of this study and suggestions for future research. 

2. Related Studies 

With the increased acceptance of e-learning, numerous researchers have proposed 

various student assessment methods. For example, the researchers [8] designed a 

teaching for students to assess the smartphone to study Geography. With simple test 

items, the proposed system provides individual learning profile and test analysis report 
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for each student. The result shows an interesting approach and reveals the learning 

profile and test analysis for students is a good reply and suggestion for students. Some 

teachers applied the social network analysis clustering method [9] for cooperative 

learning in programming courses at the university. The relationship among all the 

classes is considered the connection between students. It shows significant differences in 

students’ performance and scores. Some teachers used the combining flipped learning 

and online formative assessment platforms to enhance students’ learning performance 

[10]. Research has increasingly focused on assessments to assist learning and teaching. 

IRT is often used to estimate learner ability. In IRT, the probability that a student 

answers a particular question (item) correctly is expressed using a continuously 

increasing graph called the item characteristic curve. The item characteristic curve is 

defined in terms of one, two, or three of the following parameters: item discrimination, 

item difficulty, and student guessing. Item discrimination refers to the extent to which an 

item discriminates between high- and low-ability students. Item difficulty indicates 

whether an item is easy or difficult, and student guessing can be included as a corrective 

factor if students are likely to guess the correct answer. Figure 1 presents the three-item 

characteristic curves of three items with the same discrimination of 1 and distinct 

difficulties of 1, 3, and 5.  

The characteristic curve of each item in IRT is a logistic function that is expressed as 

follows. 

    In this function, e is Euler’s number, b is the difficulty parameter (typically −3 ≤ b ≤ 

3), a is the discrimination parameter (typically −2.8 ≤ a ≤ 2.8), L = a(Ɵ − b) is the 

logistic deviate (logic), and Ɵ indicates student ability level. A one-parameter item 

characteristic curve presents only the difficulty of the problem; the discrimination and 

guessing are ignored (set to 1). A one-parameter model (Equation 1) is expressed as 

follows: 

 …............................Equation 1 

The two-parameter logistic model considers the discrimination and item difficulty 

(Equation 2), and the three-parameter logistic model (Equation 3) considers the 

discrimination, item difficulty, and the probability that a guess is correct c. A three-

parameter model is expressed as follows: 

 ………..Equation 2 

 

 ………..Equation 3 

The parameter c can theoretically range between 0 and 1; in practice, values greater 

than 0.35 are rarely used. 
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Fig. 1. Same discrimination of 1 with distinct difficulties in one-parameter models 

Clustering is a method of organizing a collection of unlabeled data by grouping 

similar items. Clustering algorithms have been applied in biology, marketing, earthquake 

studies, and city planning. The K-means method is one of the most commonly used 

clustering techniques. This method is used to group a collection of data samples into k 

clusters based on a distance measurement. Distance is usually determined according to a 

data attribute, such as the price of a product, the score of a student, or the time and 

location of an earthquake. In this study, we clustered students in a learning community 

by using the Girvan–Newman (GN) community clustering algorithm. In social network 

analysis (SNA), social relationships between members of a social structure of any scale 

are considered to define nodes, ties, groups, and betweenness centrality [15]. In simple 

terms, SNA is a method of surveying all relationships among actors in a community 

[16]. Betweenness centrality indicates the extent to which a vertex or edge lies on a path 

between vertices. Nodes or vertices with high betweenness might have considerable 

influence on a network. Because of their presence on numerous paths, nodes or vertices 

can control considerable information flowing through a network. 

3. Research Method 

This paper proposes a methodology that combines K-means clustering with the GN 

community clustering algorithm, and the proposed methodology involves considering 

the distance (the betweenness value) between communities. Moreover, we propose a 

grouping algorithm combined with IRT for estimating learner ability to achieve 

heterogeneous groupings for cooperative learning. 
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3.1. Pretest 

A learner’s ability can be approximated by their test scores. However, the difficulty and 

discrimination of items differ; thus, students with the same score might still have 

different abilities. We applied the two-parameter logistic model based on IRT. As we 

mentioned in Section 2, the Two-parameter logistic model considers the discrimination 

and item difficulty (Equation 2). Using the discrimination and difficulty, we can get Ɵ 

which indicates the student's ability level. 

We adopted Kelly’s method to determine the item difficulty and discrimination 

indices. The best percentage for subsequent calculations was 27%, and acceptable 

percentages were 25%–33% [17]. We selected a percentage of 25% for these 

calculations. We then sorted students by their exam scores and defined the top and 

bottom 25% of students by test score. The total number of correct answers in the higher 

and lower groups for each question are denoted as PH and PL, respectively. The item 

difficulty index for each problem was calculated using the equation b = (PH + PL)/2, 

and the item discrimination index for each problem was calculated using the equation  

a = PH − PL. The default learner ability θ was set as 1. The parameters were input into 

the item characteristic equation to obtain P for item 1. For any student, P was calculated 

for the 20 items to calculate the student’s learning ability. 

3.2. Learner Clustering in Cooperative Programming Learning 

Learner clustering is critical for cooperative programming learning. We revised a social 

network clustering method (GN iteration) (Figure 2), a heterogeneous function, and 

then used a grouping algorithm for clustering.  

3.3. GN iteration [14]: 

(1) Compute the betweenness of every edge in the graph. For node X, perform a 

breadth-first search to determine the number of shortest paths from node X to each node, 

and assign these numbers as scores to each node. 

(2) Beginning at the leaf nodes, calculate the credit of an edge as [1 + (sum of the edge 

credits)] × (score of the destination node/score of the starting node). 

(3) Compute the credits of all edges in the graph G and repeat from step 1 until all nodes 

have been selected. 

(4) Sum all the credits computed in step 2 and divide by 2. The result is the betweenness 

of each edge. 

(5) Remove the edges with the highest betweenness. 

(6) Compute the modularity Q of the communities split. 

(7) If Q > 0.3–0.7, repeat from step 1. (0.3-0.7 is the experimental result for better 

performance) 

Heterogeneous function is used to make sure learner ability is distributed in different 

levels. We applied Equation 2, P(θ ) is the learner ability. With the discrimination index 
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and difficulty index, the learner ability P(θ ) can be calculated. Learner ability was 

classified as high, middle, and low. The most appropriate candidates were selected 

into teams according to the betweenness centrality and learner ability. Learner 

ability is calculated by item response theory.  
 

IF(N >5)  

           REPEAT 

FOR i=0 to n-1 

LET B[i] BE betweenness centrality of edge i 

IF B[i] > max_B 

THEN max_B = B[i] 

max_B_edge = i 

ENDIF 

ENDFOR 

             remove edge i from graph 

UNTIL number of edges in graph is 0 

           //Divided into 2 groups 

Heterogeneous( );  

ELSE IF ( 0< N && N<=5) 

Heterogeneous( ); 

 
*N is the number of nodes in the group graph, n is the number of edges in the group graph 

Fig. 2. A revised GN algorithm 

3.4. Quasi-Experimental Method and Posttest 

This study referenced the research [9], which is designed based on a mixed approach. 

The difference part between the research [9] is the algorithm design and algorithm 

complexity comparison. This study also optimizes the Grouping algorithm. The study 

includes experimental and control groups. The experimental group has 34 male students 

and 10 female students. The control group has 38 male students and 6 female students. 

Two groups received the same teaching material and teaching progress in the semester. 

However, the clustering method in cooperative learning is different. The experimental 

group was clustered by social network analysis results, and the control group was 

clustered by the students they chose by themselves.  

The experimental group of students was designed to answer two questions. The first 

question is “Who you will choose to be the team members?”. The second question is 

“Who is the person you will ask or discuss when you encounter some problems in 

learning programming course?”. Students can write 1~3 students’ names. The study 

applied 1
st
 question SNA clustering result and a little modified based on 2

nd
 question 

answer to generate the cooperative learning team members. 

The course taught variables, control commands, loop, pointer, array, function, 

recursion, and project. It took 18 weeks, including preparation, pretest (week 1~week 2), 

clustering of team members, posttest (week 18), answer questionnaire, and interview 
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procedures. The pretest is composed of five programming questions (such as int, double, 

calculate BMI, string decomposition, and if command operation). 

T-test measures the difference between two means, which may or may not be related 

to each other. It also indicates the probability of the differences to have happened by 

chance. A T-test is usually a test for two experimental numbers, which has a difference 

between them. For example, the experimental result is better than the control result. 

Paired Sample is the hypothesis testing conducted when two groups belong to the 

same group or population. In this experiment, P is a statistical measure that helps to 

determine whether the hypothesis is correct or not. Furthermore, it assists in 

demonstrating the significance of the results. In the experimental design, the null 

hypothesis is a default situation that which there is no relationship between two 

measured phenomena. H0 denotes the null hypothesis. The other hypothesis H1, is the 

researcher's belief that the null hypothesis is false. P-value is a number between 0 and 1. 

The significance level is a predefined threshold, which is set at 0.05 generally.  

The assumption of statistics test is performed below:  

Null Hypothesis:  : There is no significance between our revised GN 

clustering algorithm and the students’ willingness group. 

Alternative Hypothesis:  : There is significance between our revised 

GN clustering algorithm and the students’ willingness group. 

The pretest scores of the experimental and control groups were not significantly 

different (p = 0.804, Table 1). However, the posttest scores of the experimental group 

were significantly higher than their pretest scores (p = 0.0001, Table 2) and the posttest 

scores of the control group (p = 0.024, Table 3). 

Table 1. Pretest scores [9] 

Group Average Score Standard Deviation t p Significance 

Experimental 

Group 

52.93 11.38 -0.248 0.80

4 

No significance 

Control Group 53.45 7.86    

Table 2. Pretest and post-test scores of the experimental and control groups [9] 

Group Test Average 

Score 

Standard Deviation t p Significance 

Experimental 

Group 

Pretest 52.93 11.38 -3.796 0.0001 

*** 

No 

significance Posttest 63.72 16.94 

Control Group Pretest 53.45 7.86 -0.737 0.465  

Posttest 55.43 16.89 

*: p ≤ 0.05, **: p ≤ 0.01, ***: p ≤ 0.001 

Table 3. Posttest scores of the experimental and control groups [9] 

Group Average Score Standard Deviation t p Significanc

e 

Experimental Group 63.72 16.94 2.298 0.024* Significanc

e 

Control Group 53.43 16.89    

*: p ≤ 0.05, **: p ≤ 0.01, ***: p ≤ 0.001 
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The statistic test shows that there is significance. We reject the null hypothesis, or it 

means that the alternative hypothesis is accepted. The average mean between using our 

revised GN clustering algorithm and the students’ willingness group is a significant 

difference of 0.52. Moreover, the standard deviation between the two groups is similar 

at 11.38 and 7.86. This implies that the learning performance in the pretest is quite the 

same, however, some students in our revised GN clustering algorithm can improve the 

average mean from 52.93 to 63.72. This concludes that using our revised GN clustering 

algorithm has an efficiency to apply in programming learning. 

The final T-test interpretation could be obtained in either of the two ways: 

A null hypothesis signifies that the difference between the means is zero and where 

both the means are shown as equal. 

An alternate hypothesis implies the difference between the means is different from 

zero. This hypothesis rejects the null hypothesis, indicating that the data set is quite 

accurate and not by chance. 

3.5. Comparison of Clustering Method 

Our proposed revised GN clustering algorithm has better clustering result for teaching 

and learning, cost less time than K-means clustering, and is significant in the quasi-

experimental method described in section 3.4. The following introduces the compared 

clustering results for teaching need, time complexity comparison, pretest, and posttest 

learning effectiveness comparison. 

There are three clustering algorithms, such as k-means clustering, our revised GN 

clustering, and students’ willingness clustering. Figure 3 shows the solid line in the k-

means clustering algorithm, which shows the result in 6 groups. Each group with large, 

varied student number (1,3,2,3,15,20). K-means results are not appropriate for real 

classroom teaching. The second method is our revised GN clustering, shown in the 

dashed line in Figure 3, which generated 9 groups with close numbers 

(4,5,5,5,5,5,5,5,5). Our revised GN clustering result is the best case for cooperative 

learning. The third is traditional teaching, which is grouped by students’ willingness to 

cooperate in learning with a dotted line in Figure 3 with large, varied numbers 

(3,4,5,5,6,10,11). Most teachers need to negotiate with students in groups again. 
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Fig. 3. The cluster difference among Weka K-means clustering [18], students’ willingness 

clustering, and our revised GN clustering 

Time complexity 

The K-Means algorithm is a good example, which is one of the most widely used in 

literature. K-Means algorithm time complexity is O(N) [19]. The Girvan-Newman 

algorithm time complexity is O(N
3
) and O(m²n) [19], which we adapted in our research. 

In this experiment and most teaching experience, the number of the class will not be 

bigger than 100 students. Therefore, the cost time will not have a large influence. 

Pretest and posttest learning effectiveness comparison 

Figure 4 shows the mean score in our revised GN algorithm makes students' scores 

improve from pretest 53.45 to posttest 63.72 (Figure 4, dashed line). The student’s 

willingness mean score improved from the pretest 52.93 to the posttest 55.43 (Figure 4, 

dotted line). Section 3.4 concludes that using our revised GN clustering algorithm is 

more efficient than the other method in programming learning. 
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Fig. 4. The comparison between students’ willingness clustering and our clustering 

Social Network Analysis & Interpersonal Relationship 

Social network analysis applied the student’s interpersonal relationship questionnaire to 

generate the SNA (social network analysis) graph. The first step in our algorithm is 

using the student’s interpersonal relationship to produce the SNA graph.  

In Figure 5(a), the number of each group is too different. In a cooperative learning 

environment, it is not easy to arrange more than 5 students in a group. The more students 

in a group, the learning efficiency becomes lower. The cooperating learning suggested 

number is four to five. All the teams are arranged with high, middle, and low-score 

group students. Figure 5(b) shows the final clustering result. 

    

Fig. 5. (a) Original experimental group clustering graph (b) The experimental group clustering 

graph after our revised GN clustering 
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4. Lag Sequential Analysis of Programming Exam Videos 

Content analysis involves the study of documents and communication methods, 

including text, images, audio, or video. Scientists have applied content analysis to 

investigate communication patterns in a replicable and systematic manner. The 

noninvasive nature of content analysis is a crucial advantage when using it for 

examining social phenomena. Researchers can simulate social situations, collect survey 

questionnaires, or record videos to reveal patterns. Computer-based content analysis 

methods are being increasingly used [20-23]. Video, answers to open-ended questions, 

newspaper articles, online discussions, medical records, or experimental observations 

can be systematically analyzed after conversion to a machine-readable format. The input 

is analyzed and coded into categories to reveal patterns. Some computer-assisted 

methods can reduce the time required to analyze large digital data sets. Certain studies 

have eliminated the need to establish intercoder reliability for multiple human coders. 

However, human coders are still critical in content analysis because they are superior to 

computers for recognizing nuance and latent meanings in text. 

Table 4. Coding scheme 

Code Phase / Description 
C1 Coding/Debug: The process of students writing programs or debugging, and it also 

includes debugging, copying and pasting code, and compilation and testing. 

C2 Search for information: Search for information on the internet, watch programming 

videos, or read other programs. It involves Internet references, assignments 

previously uploaded to the platform, reference materials, files on the platform, or 

recorded teaching videos. 

C3 Review questions/code/Debug information: Viewing or reading the exam 

questions, the student’s program, the debug information, or program execution 

results. 

C4 Thinking: Think about how to code or what to do next. 

C5 Others: Other than the above four codes. For example, asking a teacher a question 

on the platform, opening a folder or file, saving a file, saving as a new file, 

switching windows quickly with no obvious action, and other miscellaneous 

actions not covered by the other four categories. 

Our coding schema is introduced in Table 4. The problem-solving behaviors 

displayed by students in our recorded videos were analyzed and labeled using five 

codes. The recorded videos are recorded on students’ computer screens, which is 

automatic recording. We can record students’ movements when they are solving 

problems and writing programs. 

Lag sequential analysis [24,25] has become an important tool for researchers of 

interpersonal interaction. This method [26] enables one to explore and summarize cross-

dependencies occurring in complex interactive sequences of behavior. 

Lag sequential analysis of individual interactions was explored as a tool to generate 

hypotheses regarding the social control of inappropriate classroom behavior of students 

with severe behavior disorders. Gunter et al. [27] proposed three coded events (student 

hand raise, teacher attention, and the “stop code”) that were identified as highly related 

to the student's disruptive behavior. The results are discussed in terms of the usefulness 
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of the analysis procedures in contributing to the functional analysis of students' 

classroom behavior. 

This study [28] then discusses the different learning behavior patterns based on the 

theoretical framework of Hofstede’s National Cultural Dimensions (NCD). The obtained 

results highlighted that students from each culture behave differently due to several 

interconnecting factors, such as educational traditions. 

This study [29] examines it in the context of 83 elementary schoolers’ mobile serious 

game-playing behaviors. Lag-sequential analysis of the participants’ observed 

behavioral patterns, and of differences in such patterns between two performance 

subgroups (i.e., students with high vs. low academic performance), yielded two main 

findings. First, all these young learners exhibited knowledge construction, and moved 

smoothly from lower to higher phases of it in the mobile environment; and second, the 

high-performing group attained a deeper level of knowledge construction through the 

negotiation of meaning than the low-performing group did. Some theoretical and 

practical implications of these results are also discussed. 

This study applied lag sequential analysis to find out the obvious transition of the 

programming actions. The five codes are discussed and referenced [30] the problem-

solving code. The coding scheme definition is listed in the following. 

 

Fig. 6. The experimental group’s sequential analysis 

This section describes the sequential analysis of the experimental group and 

compares the group to check if there is obvious movement from one state to the other 

state. The distribution of the experimental group content analysis is as follows: C1 1223 

times, 51.3%; C2 325 times, 13.6%; C3 862 times 36.2%; C4 525 times, 22%; C5 130 

times, 5.5%. The distribution of the experimental group sequential analysis is as follows: 

C1 to C3 4603 times; C2 to C1 5786 times; C3 to C1 3274 times; C4 to C3 3139 times; 

C5 to C3 2336 times. According to the [31] Allison and Liker (1982) used the z score to 

calculate. We obtain the following obvious transition in Figure 6. 

 



 A revised Girvan–Newman Clustering Algorithm...           503 

 

Fig. 7. The compared group’s sequential analysis 

The distribution of the experimental group content analysis is as follows: C1 968 

times, 45.8%; C2 386 times, 18.3%; C3 996 times 47.1%; C4 315 times, 14.9%; C5 128 

times, 6.1%. The distribution of the experimental group sequential analysis is as follows: 

C1 to C3 7477 times; C2 to C1 4051 times; C3 to C1 2982 times; C4 to C3 3289 times; 

C5 to C3 5956 times. According to [31] Allison and Liker (1982) used the z score to 

calculate. We obtain the following obvious transition in Figure 7. 

The Experimental group has two obvious loops, C1C3, C3C4 and C1C2, even C1 to 

C2 and C3 toC4 are not so obvious. However, it shows the experimental group with our 

revised GN clustering makes more learning efficiency in programming. 

5. Conclusion 

In this study, GN clustering based on the betweenness value between students was 

combined with a grouping algorithm based on IRT to develop a combined methodology 

for estimating learner ability to achieve heterogeneous student grouping for cooperative 

learning. An experimental group of students clustered using our proposed SNA 

approach had significantly higher post-test scores than did a control group of students 

who grouped themselves. 
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Abstract. The 5G technology, known for its large bandwidth, high speed, low 

latency, and multi-connection capabilities, significantly accelerates digital 

transformation in enterprises, especially in addressing factory automation 

challenges. It facilitates efficient machine-to-machine (M2M) and device-to-

device (D2D) connectivity, ensuring rapid data transfer and seamless process 

convergence under 5G standards. Although 5G offers substantial communication 

and low latency benefits, its limited indoor coverage requires the deployment of 

decentralized antennas or small base stations. In contrast, Wi-Fi 6 seamlessly 

complements 5G, providing superior indoor mobile connectivity. This integration 

is crucial for businesses looking to accelerate digital transformation. To optimize 

5G, the deployment of devices such as bypass switches, SDN switches, and MEC 

in the 5G Local Breakout network enables user access control and fast 

authentication. Real-world validation confirms the effectiveness of these 

measures, which are expected to lead to the future of 5G mobile networks. 

Keywords: Fifth-Generation Mobile Communication, Blockchain, Identity 

Authentication. 
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1. Introduction 

Literat In recent years, the era of fifth generation mobile networks (5G) has arrived, and 

countries around the world are competing to invest in 5G development resources. The 

International Telecommunication Union (ITU) has compiled trends released by a variety 

of organizations and proposed the 5G system specification (International Mobile 

Telecommunications 2020, IMT 2020), which emphasizes that future communications 

must meet eight indicators of technical requirements (8KPIs) and three application 

requirements. The overall system capacity of Extreme Mobile Broadband (eMBB), 

Massive Machine Type Communication (mMTC), and Ultra Reliable Low Latency 

Communication (uRLLC) is 1000 times that of 4G (4th Generation Mobile Networks) to 

meet the bandwidth requirements of 5G communication [1]. 

As a new technology, 5G has some limitations in terms of physical constraints. 

Wireless 5G signals will be transmitted at a significantly smaller distance than 4G; that 

is, to serve devices within the same range, 5G will require more base stations than 4G, 

which is undoubtedly a barrier to 5G adoption, whether due to the impact of deployment 

time or increased cost. To overcome these limitations, a possible solution is to use the 

free unlicensed spectrum available in Wi-Fi (Wireless Fidelity) technology. As such, a 

complementary solution is proposed to have 5G and Wi-Fi 6 coexist, so that the two 

technologies can complement each other to provide better service quality and higher 

speed, lower latency, and higher capacity for end users. However, in this multi-type 5G 

network environment, how to enable IoT devices to have a unique and identifiable 

identity, with undeniability and privacy, and the ability to authenticate each other and 

switch connections in different network environments without interruption has become 

an important issue [2, 3]. 

The core of the 5G system is secure identity management, where only users who have 

passed identification and authentication can access network services. 5G inherits the 

powerful cryptographic components (e.g., key generation functions and interdevice and 

internetwork authentication) and security features of the original 4G system. It should be 

mentioned that a new security function in the 5G system is the identity authentication 

framework, which provides mobile service operators with the flexibility to choose the 

identity authentication credentials, logo format and authentication method for users and 

IoT devices, unlike previous mobile networks that required a physical SIM (Subscriber 

Identity Module) card as the credential. The different authentication methods available 

are called the 5G Authentication and Key Agreement (5G-AKA) and the Extensible 

Authentication Protocol (EAP) [4, 5]. 

The purpose of this study is to investigate the interoperability between the fifth-

generation mobile communication network and the new wireless LAN technology of 

Wi-Fi 6. Both Wi-Fi 6 and 5G have improved transmission efficiency, bandwidth, and 

quality, which is of great help for manufacturing automation, telemedicine, and other 

critical IoT devices in many industries. Regarding the issues of how to retain original 

characteristics and also care for information security in these fields, this study focuses 

on how to use blockchain technology to identify IoT devices when switching between 

Wi-Fi 6 and 5G signals for research and discussion. 
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2. Materials and Methods 

2.1. Introduction to the 5G network environment 

There are two environmental modes of 5G network architectures [6]: NSA and SA. The 

first is the NSA architecture, which is the 5G network formed by LTE (long-term 

evolution) 4G technology and the 5G radio access architecture; the second is the SA 

architecture. Before discussing the SA architecture, we should first introduce 5G NR. 

NR is the name of 5G New Radio, which is a global standard for 5G with OFDM 

(Orthogonal Frequency Division Multiplexing) and this standard was approved as a 5G 

connectivity standard by the international standards organization 3GPP (The Third 

Generation Partnership Project), which is composed of enterprises such as Huawei and 

Samsung, etc. Therefore, the 5G SA is composed of new radio access technology 

(RAT), which is different from the 5G process made up of the NSA. 

The difference between 5G and 4G technologies (as shown in Fig. 1.) is that 5G NR 

uses a large number of Parallel Narrowband Subcarriers instead of Single Broadband 

Carriers to transmit data, so NR can cover low frequencies (450 MHz to 6000 MHz), 

lower frequencies than 6 GHz and higher frequencies (24250 MHz to 52600 MHz), 

higher frequencies than 24 GHz and millimeter wave range; that is, it can fully cover the 

spectrum from 6 GHz to 100 GHz in the millimeter wave (mmWave) band to meet the 

standard required for 5G. The emergence of NR technology is very helpful for the three 

main characteristics of 5G, eMBB, mMTC and URLLC, allowing for a new 

specification and standard for 5G [7]. 

 

Fig. 1. NSA and SA Environments  

2.2. Introduction to the 5G authentication mechanism 

The 5G authentication mechanism is a continuation of the 4G authentication mechanism 

with improvements including the 3 identity authentication mechanisms of EAP-AKA 
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(Extensible Authentication Protocol-Authentication and Key Agreement), 5G-AKA and 

EAP-TLS (Extensible Authentication Protocol-Transport Layer Security), of which 

EAP-TLS [8] is defined in 5G for limited use conditions (e.g., IOT environments). 

The Service Based Architecture (SBA) is proposed for 5G in the definition of the 

core network (as shown in Fig. 2.) [9]. The physical architecture and service request 

definition are very different from those of the 4G core network, so we will not discuss 

the 4G architecture here but focus on the 5G architecture, which has the following five 

major parts: 

 

Fig. 2. SBA Services for the 5G Core Network Architecture  

(1) Security Anchor Function (SEAF) 

UE and its local network need to communicate through it during the identity 

authentication process. It can reject UE identity authentication, but relies on the local 

network of UE to accept identity authentication. 

(2) Authentication server function (AUSF) 

It has the function to decide whether or not to allow the connection for UE 

authentication, and it relies on the back-end service to calculate authentication data and 

keys if 5G-AKA or EAP-AKA is used. 

(3) Unified Data Management (UDM) 

It is an entity that carries functions related to data management, such as the 

Authentication Credential Repository and Processing Function (ARPF), which selects 

identity authentication methods based on subscriber identity and configured policies and 

calculates identity authentication data and keys as needed. 

(4) Subscription Identifier Deconcealing Function (SIDF) 

The subscription concealed identifier (SUCI) is decrypted to obtain its long-term 

identity; that is, the subscription permanent identifier (SUPI), such as the International 

Mobile Subscriber Identity (IMSI). In 5G, transmission is always done encrypted over 

the wireless port. More specifically, public-key-based encryption is used to protect the 

SUPI (Subscription Permanent Identifier). Therefore, only SIDF (Subscriber Identity 

Deconcealing Function, SIDF) has access to the private key associated with the public 

key assigned to UE (User Equipment) to encrypt its SUPI. 
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2.3. 5G-AKA 

AUSF (Authentication Server Function) provides the identity authentication service via 

Nausf_UE authentication, while UDM provides the identity authentication service via 

Nudm_UE authentication [10]. A brief description of the 5G authentication procedure is 

shown in Fig. 3. [11]:  

 

Fig. 3. 5G authentication procedure  

2.4. Wi-Fi 6 identity authentication 

Wireless security is an important issue for WLAN systems. Since wireless networks use 

the so-called open medium, which uses public electromagnetic waves as carriers for 

transmitting data signals, and there is no physical line connecting the two 

communicating parties, the risk of data theft is very high if proper encryption or other 

protection measures are not taken during the transmission process. Therefore, it is 

particularly important to ensure data security in the wireless network environment of 

WLAN [12, 13]. 

(1) Basic Concepts 

802.11i is the latest wireless network security standard. IEEE has proposed additional 

amendments to compensate for the insecure encryption functions of 802.11 with the 

concept of RSN (Robust Security Network) added to the 802.11i standard to enhance 

the encryption and authentication functions of wireless network data transmission, and to 

address the shortcomings of WEP (Wired Equivalent Privacy) encryption mechanism 

with many corrections [14]. The proposed solution for identity authentication in the 
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802.11i standard is based primarily on the 802.1X framework and the extensible 

authentication protocol (EAP), while the encryption algorithm is based on the 

encryption algorithm of the Advanced Encryption Standard (AES) [15, 13]. 

(2) Introduction to the Link Authentication Method 

The so-called link authentication refers to the 802.11 identity authentication, which is 

a low-level authentication method. It occurs when an STA is associated with an AP over 

802.11, which precedes access authentication. Any STA must be authenticated using the 

802.11 identity authentication method before trying to connect to the network, and 

802.11 identity authentication can be thought of as the starting point of the handshake 

process when an STA (station) connects to the network, which is the first step in the so-

called network connection process [16]. The IEEE 802.11 standard defines two types of 

link layer authentication: Open System Authentication and Shared Key Authentication, 

which are briefly described below: 

1) Open System Authentication 

This means that any user is allowed to access the wireless network in the sense that 

no data protection is actually provided, that is, no authentication. In other words, if the 

authentication type is set to open-system authentication, all STA requests for 

authentication will pass 802.11 authentication. The open-system authentication consists 

of two steps: The first step is to request authentication from the STA, and its data 

contain the STA's ID (Identity) (Media Access Control Address) after the STA sends the 

authentication request. The second step is for the AP (Access Point) to send back the 

authentication results, and the content of the authentication reply issued by the AP 

contains whether or not the authentication result is a success or failure. If the 

authentication result is "success", then STA and AP have passed the two-way 

authentication. 

2) Shared Key Identity Authentication 

The so-called shared key authentication refers to another authentication mechanism in 

addition to the open system authentication mentioned above. Shared-key authentication 

requires both STA and AP to be configured with the same key, and the authentication 

process is as follows. Step 1, STA first sends an authentication request to AP; Step 2, 

after receiving the authentication request, AP randomly generates a Challenge packet 

(i.e., a string) and then transmits the string to STA; Step 3, STA copies the string 

received from AP into a new message and then encrypts it with the key and sends it back 

to AP; Step 4, after receiving the message from STA, AP will decrypt the message with 

the key and then compare the decrypted string with the one given to STA at the 

beginning; if they are the same in accordance with the comparison, it means STA has the 

same shared key at the wireless device, that is, it has passed the shared key 

authentication requirement; otherwise, the shared key authentication result is "failure." 

2.5. Integration of Two Access Technologies 

IOTA (Integration of Two Access Technologies) was founded in 2015 by David 

Sønstebø and others with the goal of enabling the communication of various devices on 

the IoT, which is faster, used by more people, and can withstand a larger number of 

transactions than traditional blockchain, and is currently the most popular decentralized 

ledger technology in Europe. In recent years, more and more cities are moving smart and 
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providing many citizen-friendly smart city services, among which the number of services 

that users have to pay for is increasing. IOTA proposes a block-chain technology 

solution for Internet of Things (IoT) systems that aims to over-come the limitations or 

problems of existing IoT systems mentioned above. As de-scribed above, the rarely 

mentioned characteristics of blockchain technology, such as decentralization, invariance, 

availability, tracking and tracing, and integrity, smart contracts make it a disruptive 

technology for IoT applications [17, 18]. 

IOTA is a kind of revolutionary public distributed ledger of the new generation with a 

new invention called "Tangle" at its core. Tangle is a new data architecture based on the 

Directed Acyclic Graph (DAG) [19]. Therefore, it has no blocks, no chains, and no 

miners. Due to this radical new architecture, IOTA works completely differently from 

other blockchains [20]. 

The main difference worth mentioning (other than DAG versus blockchain) is how 

IOTA reaches consensus and how it conducts transactions. As mentioned earlier, there is 

no miner role exists. This means that every participant in the network who wants to 

conduct transactions must actively participate in the network consensus by approving 2 

past transactions. This proof of the validity of two previous transactions ensures that the 

entire network reaches consensus on the current status of approved transactions and 

enables a variety of unique functions that can only be seen in IOTA [21]. 

IOTA is the missing puzzle for the machine economy to fully emerge and play out its 

intended potential. We envision IOTA as the public, permission-exempt backbone of 

IoT, enabling true interoperability between all devices. 

Due to its architecture, IOTA has a unique series of functions [22]: 

Scalability 

IOTA can achieve high transaction throughput thanks to parallel validation of 

transactions, with no limit to the number of transactions that can be validated at a given 

interval. 

No transaction fees 

With the launch of smart contracts in November 2021, IOTA does not charge 

transaction fees, which is a great advantage and is a good choice for data transaction 

validation. 

Decentralization 

IOTA has no miner role, and every participant who performs transactions on the 

network is actively involved in the consensus. Therefore, IOTA is more decentralized 

than any blockchain. 

Quantum Immunity 

IOTA uses a new technique, called Curl's ternary hash function, which can resist 

quantum attacks and avoid brute-force cracking attacks. 

3. Results 

The number of 5G users is growing and the trend is to have multiple heterogeneous 

wireless network interfaces on mobile devices. Many smart mobile phones are al-ready 

equipped with wireless LAN interfaces. However, these mobile devices often lack an 

effective mobility management mechanism to take full advantage of these heterogeneous 
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network interfaces at the same time. To solve this problem, we use blockchain 

technology to design a set of intermediary mechanisms that can integrate and roam 

efficiently among heterogeneous networks, making the identity authentication of end 

devices more convenient and secure. 

3.1. IOTA decentralized ledger technology 

IOTA's underlying ledger architecture, Tangle, is not designed in terms of blocks and 

chains, but rather in terms of a decentralized architecture. When the data are placed on 

the IOTA's decentralized ledger [23], they are copied and distributed to numerous 

network nodes to achieve the characteristic that the data cannot be tampered with. In 

addition, Tangle does not have a mining mechanism [24], but rather validates 

transactions through IOTA users and, therefore, does not require transaction fees. The 

nature of Tangle architecture is that the larger the transaction size, the higher the 

availability, so it is more suitable for the quantitatively large IoT industry than 

traditional blockchain technology [25]. 

Tangle 

Tangle, as mentioned by IOTA, has a data structure of a directed acyclic graph 

(DAG) where each message is attached to 2 to 8 previous messages, and anyone can 

attach messages at different locations in front of Tangle, and the protocol can process 

these different messages in parallel. There is no cost to send a message on Tangle, 

because the network has no miners or pledgers. In Tangle, PoW (Proof-of-Work) is not 

used to protect the network; instead, PoW is only used to block spam, and all IOTA 

nodes validate messages and use different functions to reach consensus when confirming 

messages [26]. 

Directed Acyclic Graph 

In general, IOTA operates in such a way that there is no domain-wide blockchain, but 

a directed acyclic graph (DAG), which is the Tangle described in the previous section. 

All transactions issued through the nodes constitute the Tangle, the set of ledgers in 

which all transactions are stored. When a new transaction is created, it must validate two 

previously completed transactions, and these validation relationships are represented by 

the directed nodes. If there is no direct-connected directed node from transaction A to 

transaction H, but there is a directed node path of length at least greater than two, we say 

that transaction A indirectly validates transactions B and D. Furthermore, there is a 

Genesis transaction that is validated directly or indirectly by all transactions (as shown 

in Fig. 4.). Assuming that H is the Genesis Transaction, the following description is 

given in the IOTA technology: At the beginning there is an address that has all the 

tokens. Then, through the behavior, the Genesis Transaction will transfer the IOTA 

coins to other founder’s addresses, stating that all tokens are generated by the Genesis 

Transaction, which means that no new token will be generated, and this is also the 

reason why the DAG will not loop. In fact, simply put, it is the concept of receiving 

IOTA coins without the need for mining behavior [27]. 
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Fig. 4. 5G authentication procedure  

3.2. The Cross-network Authentication Information Security Framework for 

5G and Wi-Fi 6 

With the proliferation of fifth-generation mobile communication technology (5G) and 

Wi-Fi 6, there has been an increasing demand for faster communication speeds, greater 

capacity, and enhanced data security. Against this backdrop, ensuring efficient and 

secure data exchange between these two major communication technologies has become 

a paramount concern. This article elucidates how IOTA's Keccak-384 and the sponge 

function facilitate secure data exchanges in cross-network authentication communication 

between 5G and Wi-Fi 6. 

First, let us explore the background of IOTA and the rationale behind its adoption of 

Keccak-384 [28]. As mentioned previously, IOTA initially employed the SHA-3-384 

algorithm, but due to potential security vulnerabilities, shifted its preference to Keccak-

384[1]. The foundation of this algorithm is the sponge function. Thus, by using the 

Keccak-384 sponge function, IOTA ensures the security of its blockchain transactions, 

making it resistant to various collision attacks [29]. 

Introduced by Guido Bertoni's team in 2007, the sponge function is based on the 

properties of sponges, with the ability to absorb and squeeze out large amounts of data. 

This trait allows the sponge function to accept input of any length, undergo specific 

algorithmic processing, and produce output of the desired length [30]. 
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Fig. 5. Schematic diagram of the operation of the sponge function  

As described by the IOTA Foundation, this function is made up of three main 

components: 

Memory State (S): This particular state encompasses 'b' bits and is segmented into 

two sections: R (comprising 'r' bits) and C (amounting to b-r bits or 'c' bits). Here, 'r' 

denotes the Bitrate, while 'c' signifies the Capacity. 

Transformation function (f): This function transforms S to a fixed size. IOTA has 

chosen Keccak-384 as its transformation function, which is a variant of the sponge 

function from the Keccak family. 

Padding function (P): This function ensures that the input M is a multiple of the 

bitrate 'r'. It continually adds data until this condition is met, after which the padded data 

are segmented into multiple chunks of size 'r'. 

In the high-speed communication environment of 5G and Wi-Fi 6, ensuring data 

integrity and security becomes paramount. Utilizing the sponge function allows efficient 

encryption of communication data. During the absorption phase, the original data are 

XORed with data that is a multiple of the bitrate 'r', and through the function 'f', are 

transformed multiple times, resulting in a complex data set. In the squeezing phase, the 

desired length data is extracted from the transformed data. 

However, depending solely on the sponge function fails to meet all the security 

requirements of cross-network authentication communication between 5G and Wi-Fi 6. 

An effective mechanism to ensure the authenticity and integrity of communication 

between the two parties is essential. This is where IOTA's Keccak-384 comes into play. 

Through Keccak-384, IOTA can generate a unique address and signature, ensuring the 

authenticity and integrity of the data during transmission. 
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5G local breakout private network 

Local breakout private networks focus on data offload processing and are typically 

deployed between the base station and the core network. Mobile communication 

operators can choose to deploy MECs at the appropriate location based on requirements 

such as business type, processing capacity, network planning, etc. to achieve transparent 

deployment of terminals and networks. According to ETSI White Paper No. 28 [10], if 

an MEC server is deployed in the core network, MEC can be integrated with S/P-GW, 

and when MEC is deployed near the RAN side of the wireless network, the MEC server 

can be a standalone network element, or MEC functions can be integrated into the hub 

node or eNodeB. If the MEC server is a standalone element, it can be a device of a 

different vendor from that of HubNode and eNodeB. 

The MEC mobile edge computing network provides application developers and 

content service providers with cloud computing capabilities and the IT service 

environment for the mobile edge network to achieve ultralow latency, large bandwidth, 

and real-time access to network information with the following key technologies [11]: 

(1) Temporary storage of content on the wireless side: the MEC server can obtain 

the hotspot content in the service, including video, pictures, documents, etc., 

through interconnection with the service system and carry out local temporary 

storage. During the service process, the MEC server performs real-time deep 

packet parsing of the data on the base station and can directly push the content in 

the temporary storage to the terminal if the service content applied by the 

terminal is already in the local temporary storage. 

(2) Local diversion: users can access the local network directly through the MEC 

platform, and the local service data stream does not need to go through the core 

network, but is directly diverted to the local network by the MEC platform, 

which can reduce the return bandwidth attrition and service latency and improve 

the user service experience. 

(3) Business optimization: through the MEC server near the wireless side, 

information from the wireless network can be collected and analyzed in real time, 

and the network conditions can be obtained to perform dynamic and quick 

optimization of services, select the appropriate service rate, content diversion 

mechanism, congestion control strategy, etc. 

(4) Through the MEC platform, mobile networks can provide network resources and 

capabilities to third parties (MVNOs), open up capabilities such as network 

monitoring, network infrastructure services, QoS control, positioning, big data 

analysis, and others to the outside world, identify the development potential of 

network services, and achieve a win-win situation with partners. 

4. Discussion 

This study builds a 5G Local Breakout Private Network System environment and 

combines with Wi-Fi 6 to extract the MAC of the terminal carrier to build a security 

validation loop to validate that the IOTA transaction achieves a fast identity 

authentication mechanism to provide high-speed computing and reduce the transmission 
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latency, focusing on the local offload of information services to reach the near-side 

service access, and how to manage specific users accessing the field and provide a 

flexible and customized field management mechanism since the provision of application 

services in the field and the management of users accessing the field have high 

information security requirements. 

4.1. 5G local breakout standalone private network 

If an enterprise requires high network autonomy and privacy, it is provided with a 

standalone private network, from the base station, the MEC to the core network, with a 

complete set of mobile network deployment placed on the enterprise client side, and a 

standalone private network is set up to provide the dedicated base station for the 

enterprise, and the signal coverage is based on the area of the private network of the 

enterprise (as shown in Fig. 6.). 

 

Fig. 6. MEC Standalone Private Network Architecture   

In order to provide high-speed computing and reduce transmission latency, MEC 

mobile edge computing focuses on the local offload of information services to reach the 

near-side service access, and enterprises often deploy MEC directly in the fields of the 

enterprises. Since enterprise customers have high information security requirements for 

the provision of application services in the field and the management of users accessing 

the field, how to manage specific users accessing the field and provide a flexible and 

customized field management mechanism is the core of the problem to be discussed in 

this paper. 

Through the implementation of MEC type private access, this architecture can access 

the signals and services flowing through the network by connecting in series base 

stations and core networks in series in a transparent and pass-through manner, and it can 

conduct in-depth tests of the MEC mobile edge computing network, develop dynamic 

service content, application host management, and content diversion mechanism, 

provide control of the users accessing the fields, and site equipment network 

management such as real-time alarm notification, remote monitoring, etc. It is the most 

flexible MEC mobile edge computing architecture. 
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4.2. Process Design for Identity Authentication of 5G and Wi-Fi Combined 

with IOTA  

In this study, we simulate how to authenticate the terminal identity through the 

integration of two access technologies in a hybrid multi-type network environment of a 

standalone 5G Local Breakout private network combined with Wi-Fi 6. The architecture 

and flow of the system are shown in the system authentication flow chart. The main 

authentication mechanism is divided into three parts. The first part is the terminal 

device, the second part is the identity authentication web page, and the third part is the 

IOTA node (as shown in Fig. 7.). 

 

Fig. 7. System Authentication Flow Chart   

4.3. IOTA node transaction validation 

The 5G and Wi-Fi identity authentication process combined with IOTA includes a Hash 

that is obtained after the transaction is completed. To validate whether or not the data in 

this hash is the data of the original network card, this hash can be entered into the IOTA 

node website to query it (as shown in Fig. 8.). 
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Fig. 8. IOTA Foundation Validation Screen   

The data validation screen clearly shows that the Hash of this transaction can be used 

to find the data of the original transaction on the network card, which confirms that the 

result of this study is correct (as shown in Fig. 9.). 

 

Fig. 9. Data Query Screen of the Node Transaction   

From this validation website, we can see the transaction validation record screen (as 

shown in Fig. 10.). Before completing the validation of this transaction, we have 

validated the two-transaction data on the right side and know the transaction data we 

have completed and the transactions that are provided for validation. 
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Fig. 10. Validation record screen of the node transaction   

5. Conclusions 

The lack of penetration of 5G signals requires the use of free unlicensed spectrum 

available in Wi-Fi technology to compensate for this problem. Therefore, the 

coexistence of 5G and Wi-Fi 6 in the future environment makes the two technologies 

complement each other, which has become the new trend in wireless communication in 

the future. The development of blockchain technology is no longer based primarily on 

mining; instead, it is replaced by the application of IoT and the validation through smart 

contracts. After blockchain 3.0 technology has overcome the problem that the more 

people use the blockchain, the slower it becomes and no longer has the role of miners. 

The IOTA Foundation created a new decentralized ledger technology called Tangle, 

which solves the current problem of blockchains 1.0 and 2.0 that the more people use it, 

the less efficient it is, and creates a new consensus method in a decentralized peer-to-

peer solution. In other words, as long as two transactions are validated, it is no longer 

the mining ability that determines the trading partner. 

The IOTA technology uses bundles to organize several transactions, including the 

output to the receiving address and the input from the sending address; in the IOTA 

technology transaction validation behavior, the transaction signature can be simply 

converted to the terminal MAC, so that the IOTA transaction mode is used for vali-

dation, and private nodes are set up in the 5G multi-type network. Then the relevant 

functions provided by IOTA are used to solve the identity authentication (network card) 

problem of IoT devices in WI-Fi -6 and 5G network environment through IO-TA 

technology. 

Simply put, the characteristic that the IOTA signature can be converted to the 

terminal MAC is used to package the IOT network cards into a transaction using the 

Python function developed by IOTA, and the transaction is sent to the IOTA node for 

validation using the IOTA validation function. After validation, the HASH value of a 

transaction is sent back, completing a transaction. The next step is to prove the validity 
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of the obtained HASH value. In the IOTA node validation function, the above HASH 

value can be entered to decode the network data from the initial validation to achieve 

fast identity authentication. 

This study enables the establishment of terminal devices that can allow WI-Fi-6 and 

5G network environments to have unique and identifiable identities, with non-

repudiation and privacy, and with the function of mutual authentication, for 

authentication in heterogeneous network environments. This study has already addressed 

this problem using IOTA technology, which can also be combined with blockchain 

technology in the new heterogeneous wireless network environment and is very 

convenient. Their applications can be very diversified, and we believe that more and 

more studies related to blockchain and 5G environment will be conducted to maximize 

the potentials of relevant technologies. 

References 

1. S. Henry, A. Alsohaily and E. S. Sousa.: 5g is real: Evaluating the compliance of the 3gpp 

5g new radio system with the itu imt-2020 requirements, IEEE Access, 8, 42828-42840. 

(2020) 

2. C.-C. LIU.: A lightweight security scheme with mutual authentication in mobile edge 

computing. Master's Thesis, Department of Information and Communication 

Engineering,Chaoyang University of Technology. (2020) 

3. W. Serrano, The blockchain random neural network for cybersecure iot and 5g infrastructure 

in smart cities, Journal of Network and Computer Applications, 175, 102909. (2021) 

4. K.-H. LIN.: An efficient group-based service authentication and session key negotiation 

scheme for mmtc devices in 5g. Master's Thesis, Computer Science and Information 

Engineering,National Chung Cheng University. (2019) 

5. K. Yue, Y. Zhang, Y. Chen, Y. Li, L. Zhao, C. Rong and L. Chen.: A survey of 

decentralizing applications via blockchain: The 5g and beyond perspective, IEEE 

Communications Surveys & Tutorials , 23 , no. 4, 2191-2217. (2021) 

6. M. Hirzallah, M. Krunz, B. Kecicioglu and B. Hamzeh.: 5g new radio unlicensed: 

Challenges and evaluation, IEEE Transactions on Cognitive Communications and 

Networking ,7, no. 3, 689-701. (2020) 

7. E. Al Abbas, M. Ikram, A. T. Mobashsher and A. Abbosh.: Mimo antenna system for multi-

band millimeter-wave 5g and wideband 4g mobile communications, IEEE Access ,7, 

181916-181923. (2019) 

8. Q. Hao, L. Sun, S. Guo, H. Liu, D. Qian and X. Zhu.: Improvement of eap-tls protocol based 

on pseudonym mechanism, 2021 International Conference on Wireless Communications and 

Smart Grid (ICWCSG), IEEE,  23-28. (2021) 

9. Y. Siriwardhana, P. Porambage, M. Liyanage and M. Ylianttila.: A survey on mobile 

augmented reality with 5g mobile edge computing: Architectures, applications, and technical 

aspects, IEEE Communications Surveys & Tutorials ,23, no. 2, 1160-1192. (2021) 

10. A. Ghosh, A. Maeder, M. Baker and D. Chandramouli.: 5g evolution: A view on 5g cellular 

technology beyond 3gpp release 15, IEEE access ,7, 127639-127651. (2019) 

11. A. Yazdinejad, R. M. Parizi, A. Dehghantanha and K.-K. R. Choo.: Blockchain-enabled 

authentication handover with efficient privacy protection in sdn-based 5g networks, IEEE 

Transactions on Network Science and Engineering ,8 ,2019, no. 2, 1120-1132. 

12. E. Mozaffariahrar, F. Theoleyre and M. Menth.: A survey of wi-fi 6: Technologies, 

advances, and challenges, Future Internet ,14, no. 10, 293. (2022) 



 A Study of Identity Authentication Using Blockchain...           523 

13. K. Ramezanpour, J. Jagannath and A. Jagannath.: Security and privacy vulnerabilities of 

5g/6g and wifi 6: Survey and research directions from a coexistence perspective, arXiv 

preprint arXiv:2206.14997. (2022) 

14. J.-D. Li and C.-P. Fan.: Design and vlsi implementation of low latency ieee 802.11 i 

cryptography processing unit, Journal of Advances in Computer Networks ,8, no. 1. (2020) 

15. B. Dey, S. Vishnu and O. S. Swarnkar.: An efficient dynamic key based eap authentication 

framework for future ieee 802.1 x wireless lans, Proceedings of the 2nd International 

Conference on Digital Signal Processing,125-131. (2018) 

16. M. Rudenkova.: A methodology of modeling the ieee 802.11 wireless lan using ns-3, 2020 V 

International Conference on Information Technologies in Engineering Education (Inforino), 

IEEE, 1-4. (2020) 

17. L. Tennant.: Improving the anonymity of the iota cryptocurrency, Univ. Cambridge, 

Cambridge, UK, Tech, 1-20. (2017) 

18. B. Goswami and H. Choudhury.: A blockchain-based authentication scheme for 5g-enabled 

iot, Journal of Network and Systems Management ,30, no. 4, 1-33. (2022) 

19. S. Popov.: The tangle, White paper ,1, no. 3. (2018) 

20. M. Bhandary, M. Parmar and D. Ambawade.: A blockchain solution based on directed 

acyclic graph for iot data security using iota tangle, 2020 5th International Conference on 

Communication and Electronics Systems (ICCES), IEEE, 827-832. (2020) 

21. S. Sicari, A. Rizzardi and A. Coen-Porisini.: 5g in the internet of things era: An overview on 

security and privacy challenges, Computer Networks,179, 107345. (2020) 

22. I. Guidebook.: What is iota? (2022) 

23. X. Xiao, F. Guo and A. Hecker.: A lightweight cross-domain proximity-based authentication 

method for iot based on iota, 2020 IEEE Globecom Workshops GC Wkshps, IEEE, 1-6. 

(2020) 

24. C. Igiri, D. Bhargava, C. Udanor and A. Sowah.: Blockchain versus iota tangle for internet 

of things: The best architecture, Blockchain Technology, 259-278. ,(2022) 

25. Y.-C. Wang.: Implementation of iot service management by applying blockchain and the 

study of peering management scheme in the chain. Master's Thesis, Department  

Communication Engineering,National Central University. (2019) 

26. W. F. Silvano and R. Marcelino.: Iota tangle: A cryptocurrency to communicate internet-of-

things data, Future Generation Computer Systems ,112, 307-319. (2020) 

27. P. Gangwani, A. Perez-Pons, T. Bhardwaj, H. Upadhyay, S. Joshi and L. Lagos.: Securing 

environmental iot data using masked authentication messaging protocol in a dag-based 

blockchain: Iota tangle, Future Internet ,13, no. 12, 312. (2021) 

28. I. Dinur, O. Dunkelman and A. Shamir.: Collision attacks on up to 5 rounds of sha-3 using 

generalized internal differentials, International Workshop on Fast Software Encryption, 

Springer, 219-240. (2013) 

29. F. Liu, T. Isobe, W. Meier and Z. Yang.: Algebraic attacks on round-reduced keccak, 

Information Security and Privacy: 26th Australasian Conference, ACISP 2021, Virtual 

Event, December 1–3, 2021, Proceedings 26, Springer, 91-110. (2021) 

30. M. Colavita and G. Tanzer.: A cryptanalysis of iota’s curl hash function, White paper, 1-13. 

(2018) 

 

 

Jui-Hung Kao is an assistant professor at Shih Hsin University since 2020. During his 

tenure as project manager at the Research Center for Humanities and Social Sciences in 

2014, he was responsible for the administrative business of research and program 

execution, which combined statistical methods with spatial information visualization, 

and is good at writing programs and data analysis. The topics of empirical research 

focus on three parts: spatial data analysis, medical management research, and long-term 

medical policy. 



524           Jui-Hung Kao et al. 

Yu-Yu Yen has been working as adjunct assistant professor in the Center for General 

Education at Shih Hsin University since 2022, and has also been assisting in the 5G 

Education Network Industry-Academia Collaboration Project at the Center for Cloud & 

IOT research in the College of Management, Shih Hsin University. She also currently 

enrolled in a PhD program in the Department of Biomedical Engineering, National Yang 

Ming Chiao Tung University. 

 

Wei-Chen Wu was born in Taipei, Taiwan R.O.C. He is Assistant Professor in the 

Department of Finance at the National Taipei University of Business. He received his 

Ph.D. degree in Information Management from National Central University in 2016. 

From 2020-2021, He was Assistant Professor in the Department of Finance at the Feng 

Chia University. From 2008-2016, he was also an Assistant Professor and Director of 

the Computer Center at the Hsin Sheng College of Medical Care and Management. His 

teaching interests lie in the area of programming languages, ranging from theory to 

design to implementation, and his current research interests include blockchain 

technology, fintech cybersecurity, network security, and deep learning. Wei-Chen Wu 

has collaborated actively with researchers in several other disciplines of computer 

science. He has served on many conference and workshop program committees and 

served as the workshop chair for Frontier Computing Conference (FC2017~FC2021) 

and Machine Learning on FinTech, Security and Privacy Conference 

(MLFSP2019~MLFSP2022). 

 

Horng-Twu Liaw is a professor of Information Management at Shih Hsin University 

since 2004, and he is the Vice President of Shih Hsin University since 2018. He has 

studied e-Commerce and networking communities, service-oriented information 

technology and management, information system development and project management, 

network management and information security, and information security management. 

The focus of empirical research in recent years has focused on spatial data analytics, 

information security, big data analytics, and artificial intelligence. 

 

Shiou-Wei Fan is a full-time lecturer at Shih Hsin University, has served as the Chief of 

network management division in the Office of Library and Information Services for 27 

years. His main expertise is network management, network security, and cloud services. 

 

Received: November 15, 2022; Accepted: September 19, 2023. 

 



Computer Science and Information Systems 21(2):525–545 https://doi.org/10.2298/CSIS221117009L 

 

 

An Empirical Study of Success Factors in  

Korea’s Game Industry 

Jun-Ho Lee
1
, Jae-Kyu Lee

2
, and Seung-Gyun Yoo3,* 

1 Division of Public Affairs and Police Administration, Dongguk University-WISE, 123, 

Dongdae-ro, Gyeongju-si, Gyeongsangbuk-do, 38066, Republic of Korea 

juno@dongguk.ac.kr  
2 Department of Information Management, Dongguk University-WISE, 123, Dongdae-ro, 

Gyeongju-si, Gyeongsangbuk-do, 38066, Republic of Korea 

duckjk89@dongguk.ac.kr  
3 Department of International Trade and Airline Service, Dongguk University-WISE, 123, 

Dongdae-ro, Gyeongju-si, Gyeongsangbuk-do, 38066, Republic of Korea 

bluetrade@dongguk.ac.kr 

Abstract. Korea's game industry is enjoying remarkable growth along with China 

and Southeast Asia. This study proposes and analyzes the relationships among 

characteristics of the basic environment, such as management, technology, 

marketing, and industry trends, among Korea’s game companies. Through this 

analysis, game companies can attempt to achieve growth and expansion into 

global markets. From this study, these achievements can be made through 

leadership in technological development, by identifying competence in managers, 

and from awareness of the trends in markets and the game industry. Securing 

intellectual property rights to sustain performance and market expansion is one of 

the most important strategies in the game industry. In other words, the 

performance of a game company depends on the ability of managers to provide 

the newest story and user services, and to apply research and development in 

technology, marketing, and related industries. Because previous research has 

focused on the external aspects of games, including their effectiveness and 

impacts, this study differs in that it comprehensively considers internal aspects of 

the game company, the market, and the industry. This study explores the key 

success factors for improving corporate performance in Korea’s game industry by 

setting up environmental, strategic, and performance models to investigate 

relevant factors. We also parameterize the market adaptation and R&D functions 

of companies. Through this research, we expect to support strategic decision-

making in the game industry and contribute to enhancing the performance of 

game companies. 

Keywords: Game Industry, R&D, Intellectual Property, Performance, Adaptation. 

                                                           

 

 
* Corresponding Author 



526           Jun-Ho Lee et al. 

 

 

1. Introduction 

The game industry has expanded with the development of computers. Due to the 

influence of the Internet, which has increased since the 1990s, the game industry has 

moved away from time and space constraints and has become a global industry. Through 

its recent combination with virtual reality, the game industry is perceived as a business 

with a low risk of failure, unlike other cultural industries. In particular, it has become a 

culture beyond simple leisure activities through a combination of knowledge and 

technology. 

Gaming is a comprehensive industry that encompasses various fields. This makes it a 

high value-added knowledge industry that has both cultural and industrial characteristics 

in movies, broadcasting, characters, and advertising. Just like other industries, it is 

important for the gaming industry to gain market leadership to improve performance. 

These initiatives stem from a variety of strategies that apply and extend the enterprise's 

internal and external capabilities.  

The nature of knowledge-based industries recognizes the rights that can be obtained 

with new technologies and knowledge, because property rights are recognized as 

management resources of an entity through legal rights and protection schemes. In other 

words, companies are expanding their intellectual property rights and enhancing their 

competitiveness through research and development. 

The fourth industrial revolution (Industry 4.0) strengthened the technical 

characteristics of the game industry through factors such as AI, deep learning, and big 

data. These environmental changes have led to the protection of intellectual property 

rights and patent rights. Industry 4.0 has also enhanced corporate performance by 

increasing profit through marketing activities.  

A company's marketing serves as a driving force to improve performance and expand 

markets. Achieving standardization through continuous technology development can 

reduce costs and expand user services. Moreover, various activities enhancing 

management performance, such as a differentiation strategy, improvement of the 

distribution structure, and establishment of service centers, have made the game industry 

independent. Even though COVID-19 is causing a slowdown in the global economy, 

gaming remains a growing sector. The game industry is creating a virtual world that is 

interconnected through online access. Growing enterprises have significant success 

factors. By analyzing these success factors, we can identify factors that drive corporate 

growth. However, few studies have explored success factors in the game industry.  

The purpose of this study is to explore the success factors for improving corporate 

management performance in Korea’s game industry. Through this, differentiated 

strategies and growth plans are identified that could help companies in the game industry 

looking for new growth engines. It is also meaningful from the fact that this research has 

been conducted in terms of management and strategy. 

To this end, this study explores relevant factors by setting up environment, strategy, 

and performance models. The performance of enterprises was analyzed by setting 

management, technology, market, and industrial factors as environmental variables. A 

company's market adaptation and R&D capabilities have been parameterized. 

In Chapter 1, the significance and expansion of the gaming industry are elucidated. 

Additionally, the criticality of innovations and market adaptability within the gaming 

industry is discussed, with the research objectives being delineated. Chapter 2 delves 
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into extant literature concerning the trends and determinants of success in the gaming 

industry, elucidating its linkage and differentiation from prior studies. Chapter 3 

delineates the research objectives, posits hypotheses, and introduces the research 

framework. The methodology, encompassing data collection and analytical techniques 

congruent with the research aims, is also expounded. In Chapter 4, the amassed data is 

systematically analyzed, and the research outcomes are presented. Chapter 5 discerns the 

factors of success based on the analytical findings and proffers insights pertinent to 

innovation and market adaptability in the gaming sector. Lastly, Chapter 6 encapsulates 

the research's conclusions, highlighting its limitations and suggesting avenues for future 

inquiry. 

2. Trends and Prior Studies in the Game Industry 

2.1. Trends in Korea’s Game Industry 

Games create value in terms of economics, merchantability, and diligence through the 

combination of software and hardware. Gaming is a knowledge-based industry in which 

high value can be achieved even from a small amount of capital investment, and it is an 

industry that can create synergy by merging with other industries. In addition, gaming is 

largely divided into hardware-oriented markets (e.g., PC games, mobile games, console 

games, and arcade games), commodity production (e.g., software, characters, and 

peripherals), and service providers such as PC rooms and complex game venues. 

Table 1. The Size and Prospects of Korea’s Game Market (2017-2021)  

(Units: 100 million won) 

Division 2017 2018 2019 (E) 2020 (E) 2021 (E) 

Sales Growth 

(%) 

Sales Growth 

(%) 

Sales Growth 

(%) 

Sale

s 

Growth 

(%) 

Sales Growth 

(%) 

PC Games 45,409 -2.9 50,236 10.

6 

51,929 3.4 53,210 2.5 52,399 -1.5 

Mobile 

Games 

62,102 43.4 66,588 7.2 70,824 6.4 72,579 2.5 76,757 5.8 

Console 

Games 

3,734 42.4 5,285 41.

5 

5,467 3.4 5,334 -2.4 7,042 32.0 

Arcade 

Games  

1,798 121.0 1,854 3.1 1,908 2.9 1,881 -1.4 1,992 5.9 

PC Rooms 17,600 20.0 18,283 3.9 19,879 5.6 19,879 2.9 19,527 -1.8 

Arcades  780 4.0 686 -12.0 691 6.5 691 -5.5 703 1.7 

Total 131,42

3 

20.6 142,902 8.7 153,575 5.1 153,575 2.3 158,421 3.2 

Source: Korea Creative content Agency, WHITE PAPER ON KOREAN GAMES 2019, p.5. 

Korea’s game market continues to grow in console games and mobile games. In 

particular, most game segments showed marked growth in 2017. This indicates that the 



528           Jun-Ho Lee et al. 

 

 

combination of game-related hardware and content has resulted in completion of the 

growth engine (Table 1). 

Considering the trend in international trade for Korea’s game industry, the export 

sector continued to grow from US$2.6 billion to US$6.4 billion, but imports increased 

by between US$180 million and US$300 million.  

China had the largest share of all trading partners for Bishop Games Studio, inc., 

followed by North America and Japan. What is noteworthy is that the proportion of 

imports and exports for the Chinese region and other regions are in contrast to each 

other, which is believed to be due to the different characteristics of game stories and the 

local game infrastructure. It also shows that game companies need to identify these 

market characteristics and local technical and potential needs (Table 2). 

Korea’s game industry has a global market share of about 30%. Among them, PC 

games and mobile games have a high proportion due to the development of domestic IT 

technology, consumer marketing, and gaming market managers' capabilities (Table 3). 

Table 2. Import and Export Status of Korea’s Game Industry 

(Units: US$1,000) 

Division 2012 2013 2014 2015 2016 2017 2018 

Export Export 

Amount 
2,638,916 2,715,400 2,973,834 3,214,627 3,277,346 5,922,998 6,411,491 

Increase/ 

Decrease 

(%) 

11.0 2.9 9.5 8.1 2.0 80.7 8.2 

Import Import 

Amount 
179,135 172,229 165,558 177,492 147,362 262,911 305,781 

Increase/ 

Decrease 

(%) 

-12.6 -3.9 -3.9 7.2 -17.0 78.4 16.3 

Source: http://www.kocca.kr/cop/bbs/view/B0000146/1841389.do?menuNo=201826&delCode=0&pageIndex=1, Search 

May 27, 2020. 

Table 3 Global Market Share for 2019 

(Units: US$1 million) 

Division PC Game Mobile Game Console Game Arcade Game Total 

World Game 

Market 

32,807 63,884 48,968 32,709 178,368 

Korea Game 

Market 

4,566 6,049 480 231 11,326 

Share (%) 13.9 9.5 1.0 0.7 6.3 

Source: Korea Creative content Agency, WHITE PAPER ON KOREAN GAMES 2019, 2019, p.26. 

2.2. Prior Studies 

Game-related research has been conducted from technical aspects (e.g., IT and 

programs), but research into the game industry in terms of corporate performance is rare. 

http://www.kocca.kr/cop/bbs/view/B0000146/1841389.do?menuNo=201826&delCode=0&pageIndex=1
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Park understood the game industry by linking it to content, arguing that to enhance 

corporate performance, it is necessary to converge family-oriented content strategically 

with content syndication, IT and story combination, and consumer-led content 

development. That study also stressed the need for market-adaptable corporate 

management to spread game platforms [55]. Kim predicted that the future of the game 

industry would emerge from genre specialization, technology monopolization, and the 

expansion of online games, noting that collaboration between companies, securing 

professional technical personnel, and marketing can determine performance in the game 

industry [28]. 

Choi et al. argued that the game industry should be fostered through value chain 

models. They stressed the importance of distribution through the global value chain, 

suggesting that growth of the game industry has increased significantly in the 

entertainment sector. They emphasized the need for development tailored to cultural 

background and market consumer characteristics in order for Korea’s game companies 

to enter global markets. The marketing and management aspects of companies, such as 

Chinese consumers' preferences, distribution networks, market customs, and service 

management, are important if Korean companies try to enter the Chinese market [68]. 

Oh and Kim suggested measures to enhance corporate performance through 

environmental and industrial factors. They found that environmental factors such as 

consumer sentiment and related laws on games, market distribution structures, and 

industrial factors such as R&D, facilities, and marketing should be overcome. To this 

end, the Commission requested cooperation among businesses, the sharing of 

distribution networks, and government support to establish infrastructure for the game 

industry [54].  

Factors such as corporate research and development investment and corporate 

performance have a causal relationship with patented technology[29, 38, 42, 56], and 

patent information well represents the technical ability to link corporate research and 

development investment, innovation activities, and corporate performance[16, 40, 49, 

71]. Additionally, the realization of reality by computer technology has begun to provide 

a degree of reality to things like traditional card games, Go, and chess, and to activities 

like flying a fighter jet, firing missiles, and exploring space[22, 35, 60, 73]. 

Lee and Huh pointed to a need to foster the game industry through the introduction of 

industrial technology, and through management and administrative perspectives from an 

interdisciplinary point of view. They showed that various institutions and government 

support are needed for the development of certain industries [39]. Jung et al. argued that 

government policy support is important to small game companies in order to address 

their lack of technology. They proposed a government funding and technology 

evaluation system as an improvement plan, and demanded government support for the 

game industry, which requires continuous R&D [24].  

The game industry requires not only continuous R&D investment but protection of 

intellectual property rights such as patents and copyright. In particular, Choi et al. 

showed that government support could raise R&D spending and patent registrations by 

firms [68].  

Ayaz and Li argued that consumer preferences and user demand are indicative of 

R&D, and taking them into account can lead to an increase in corporate performance. 

This shows that R&D is a major factor in gaining a competitive advantage, helping 

companies grow and expand their market share [4]. 
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Lee et al. looked at R&D activities based on the size of the enterprise. Their findings 

indicated that the larger the company and the higher the sales, the more likely they are to 

engage in R&D activities and secure property rights. This shows that expanding the size 

of game companies and/or collaboration among them is a way to secure competitiveness 

[40].  

Koo stated that when firms are willing to spend on R&D and when internal 

capabilities are well-equipped, if technology procurement is internationalized, then 

corporate performance is positive. In addition, the characteristics of corporate managers 

and overseas market activities have a positive impact on R&D performance, and 

overseas collaboration and marketing have a positive impact on corporate performance 

[37].  

Liu and Kwon explored the difference between the content business and the 

entertainment business in terms of corporate performance. Because the nature of 

knowledge is strong in the content business, the willingness and management strategies 

of corporate managers are important, and in the entertainment business, the 

improvement of R&D and market adaptation is more likely to enhance corporate 

performance [45]. This encourages relatively small businesses to expect aggregation 

through M&A for qualitative development. They also proposed multi-use management 

through the establishment of a consumer-oriented game network and distribution 

platform, rather than a supplier-oriented management method. 

The investigation into the proportion of patent value to a country's total research and 

development investment has verified that factors such as corporate research and 

development investment and corporate performance have a causal relationship with 

patented technology. Technological innovation often utilizes patent data to measure the 

direction of spillover effects, and the spillover effects of technological innovation 

include the social benefits from ideas or information resulted from research and 

development investment and the non-competitive goods affecting other research[2, 8, 

15, 29, 41, 45]. 

Choi et al. claimed that the establishment of a platform for item trading through an 

analysis of the game market affects the performance of game companies. They stressed 

the need to develop a transaction-based platform based on a Chinese market analysis, 

which should lead to market-oriented corporate management, including consumer-

oriented marketing strategies and market distribution [68].  

Goyal pointed out that the world's top companies have read the future of the game 

content industry and have invested in R&D. In addition, online payment can improve the 

game industry's performance, and online payment systems need to be overhauled 

through R&D [71]. Choi et al. called for technology development to improve 

performance, referring to managers' abilities to apply new technologies such as mobile 

payment platforms and to adapt to market trends in corporate competitiveness [68]. 
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3. Hypotheses  

3.1. Managers 

The internal environment of a company is a controllable area. In particular, various 

studies have identified the ability to enhance corporate competitiveness through human 

resource management [4, 18, 24, 36, 44, 49, 50]. In addition, corporate managers' global 

interests and capabilities lead to government support, and affect adaptations to local 

markets and R&D [40, 64].  

In terms of a strategy for enhancing a company's performance, manager-related 

characteristics have an impact [2, 6, 10, 11, 16], and empirical studies have shown that 

management's characteristics have a significant impact on innovation activities [32, 50, 

75]. 

Therefore, the experience, attitudes, and know-how of game company managers 

influence R&D activities when adapting to local markets using marketing to strengthen 

market share.  

H 1-1 Manager competence will have a positive effect on market adaptation. 

H 1-2 Manager competence will have a positive effect on R&D. 

3.2. Technology 

Technology in the game industry is a very important means of enhancing 

competitiveness. A corporate entity may have technical capabilities by developing 

technology on its own or by purchasing it. In particular, companies with professional 

resources have a high R&D ratio, and property rights are actively protected [14, 20, 21, 

42, 47, 67]. 

In particular, a company is able to drive changes in the market by advancing the 

industry with improved technology and by improving infrastructure, securing a 

competitive advantage through its value chain [37, 41, 70]. 

Therefore, the technology and the technical professionals of game companies can 

pursue market changes, strengthen market adaptation, and influence R&D activities to 

improve performance.  

H 2-1 Technology factors will have a positive effect on market adaptation. 

H 2-2 Technology factors will have a positive effect on R&D. 

3.3. Markets 

The game industry has different technology levels and growth rates depending on the 

size of the market. Domestic and overseas markets differ in size, sales, and consumer 

preferences [62, 74]. Markets with high-income consumers are well-equipped with laws 

and systems, and respond quickly to technical demand [3, 49, 60].  
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Additionally, consumer preferences increase the demand for items with a related 

technology [5, 11, 52, 72, 63]. 

Strategic choices and the necessary R&D activities will vary depending on market 

factors such as when products are released, product levels, and customer satisfaction. In 

other words, game companies should implement various forms of marketing according 

to consumer demand [15, 46, 51].  

Therefore, companies adapt to the market according to positive market conditions, 

such as game recognition, institutional devices, and the level of market competition, 

strengthening the R&D capabilities needed.  

H 3-1 Market factors will have a positive effect on market adaptation. 

H 3-2 Market factors will have a positive effect on R&D. 

3.4. The Industry 

The game industry consists of small and medium-sized enterprises engaged in various 

activities such as planning, development, storytelling, and distribution. This shows that 

industry growth can bring about corporate growth. Recognition from the industry is 

particularly important in the early stages of products offering new technologies to meet 

consumer demand [27, 29, 30, 44]. However, due to consumer loyalty and market 

infrastructure in the growth phase of a product, there is a strong tendency to make 

conservative choices rather than novel ones [9, 15, 73].  

Regulations and support for R&D and marketing activities vary depending on the 

industry [33, 36, 57]. In industries where management resources can easily be combined, 

the phenomenon of a shared economy through strategic networks and synergies through 

marketing and R&D activities can be expected [22, 48]. 

Increasing performance in the gaming industry requires a consumer technology and 

platform that integrates tightly with time of product release onto the market [12, 69]. 

Therefore, the industrial environment, such as distribution, government support, and 

market entry barriers, has a positive impact on a company's market adaptation and R&D.  

H 4-1 Industrial factors will have a positive effect on market adaptation. 

H 4-2 Industrial factors will have a positive effect on R&D. 

3.5. Adaptation and R&D 

The ability to execute marketing that is tailored to local consumers and intended to 

increase demand has a significant impact on corporate performance [41, 58, 56]. 

Performance improvement through government support and market systems [7, 8, 26, 

34, 35, 44, 49, 53, 58, 60, 61] along with active funding and technology evaluation 

systems in the market enable performance improvement beyond the company's scale 

constraints [27, 29]. 

Game companies can seek continued market competition and market leadership by 

investing in R&D, which has a positive impact on corporate performance by securing 

intellectual property such as technological innovations and patent rights [25, 33, 36, 57, 

59]. 
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Therefore, market adaptation and R&D, such as enterprise marketing activities and 

consumer preferences, have a positive impact on management performance.  

H 5-1 Market adaptation will have a positive effect on management performance. 

H 5-2 R&D will have a positive effect on management performance. 

 

Fig. 1. The research model 

3.6. Data Collection 

This study surveyed companies in Korea’s game industry. The method of selecting the 

companies to be surveyed utilized the list of companies registered in the Game 

Marketing Forum (an Internet gathering of the Korea Game Industry Promotion Agency, 

the Game Developers Council, game company marketing companies, and distributors).  

The data included interviews with the person in charge, plus e-mailed and direct 

surveys of game companies that joined the game association.  

From May 25 to August 25, 2019, 900 copies of a questionnaire were distributed via 

e-mail and given offline via interpersonal interviews and group interviews (Table 4). 

After 350 responses were collected (a response rate of 38.9%), 336 were used for the 

study, excluding 14 that were incomplete.  

Table 4. Sample Aggregation of the Questionnaire 

 

Division Online Offline Total 

Companies 
Targeted Answered Targeted Answered Targeted Answered Response Rate 

150 150 750 200 900 350 38.9% 

4. Research Results 

4.1. Characteristics of the Sample 

1) Major activities of game companies 



534           Jun-Ho Lee et al. 

 

 

The scope of the development, distribution and service offerings, and planning activities 

cited by game companies were 37.8%, 25.9%, and 26.8%, respectively (Table 5). These 

percentages can be attributed to the fact that the growth cycle of Korea's game industry 

spans the product development period to the maturity period, with major tasks 

performed in each cycle. 

Table 5. Major activities by game companies 

Activity Count Percentage 

Planning 90 26.8 

Development 127 37.8 

Distribution and Service Offerings 87 25.9 

Marketing 23 6.8 

Management 9 2.7 

Total 336 100.0 

2) Major platforms of game companies 

The main platform for Korea’s game companies is online, accounting for 128 out of 

336 companies (38.1%), followed by PC games (80 of 336, or 23.7%) (Table 6). Other 

respondents did not have one clear platform, but are engaged in the game industry for 

the dispatch of human resources, as development agencies, and as distribution 

companies. The recent growth of online and mobile games has led to an increase in 

R&D for many game companies. 

Table 6. Game Company Platforms 

Platform Count Percentage 

Arcades 24 7.2 

PCs  80 23.7 

Online  128 38.1 

Video  7 2.1 

Mobile Devices 66 19.6 

Other 31 9.3 

Total 336 100.0 

3) Number of employees 

Regarding the number of employees, 153 companies (45.6%) had between 11 and 50 

employees, followed by 93 (27.8%) with fewer than 10 (Table 7). Most of the game 

companies operate as small and medium-sized companies and venture companies, 

resulting in a shortage of professionals in areas such as R&D and marketing. These 

results indicate the need for government policies and for fostering professional workers 

who can work in the gaming industry. 

4) Import and export values over three years 

Looking at the average annual import and export values over the previous three years, 

234 companies (69.6%) earned under US$1 million, revealing the small scale of 

operations for many game companies (Table 8). However, in interviews with the people 

in charge, the reason given for trade volumes slowly increasing every year was that they 

are interested in overseas markets. Moreover, despite a lack of information on overseas 
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sites and poor marketing capabilities, competitiveness in IT-based technologies is 

potentially playing a role in enhancing the competitiveness of games by Korean 

companies in overseas markets. 

Table 7. Company Employees 

Range Number of Employees Percentage 

Under 10 93 27.8 

11 to 50 153 45.6 

51 to 100 38 11.4 

101 to 300 26 7.6 

More than 300 26 7.6 

Total 336 100.0 

Table 8. Average Annual Import and Export Values over Three Years 

Value (US$) Number of Companies Percentage 

Under 500,000 119 35.4 

510,000 to 1,010,000 115 34.2 

1,010,000 to 2,500,000 64 19 

2,510,000 to 5,000,000 8 2.5 

5,010,000 to 10,000,000 17 5.1 

More than 10,010,000 13 3.8 

Total 336 100.0 

5) Major export areas 

China and Southeast Asia were the major export destinations for 80 companies 

(23.7%) and 58 companies (17.3%), respectively. Other export markets include South 

America and Central Asia (Table 9). 

Table 9. Major Export Area 

Export Destination Count Percentage 

America 46 13.6 

EU 43 12.7 

Japan 49 14.5 

China 80 23.7 

Southeast Asia 58 17.3 

Middle East, Africa 15 4.6 

Other 46 13.6 

Total 336 100.0 

4.2. Validity and Reliability Analysis 

In this study, the reliability of variables constituting each factor was tested using 

Cronbach's alpha, the most common method for reliability analysis. Analysis results 
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exceeded the threshold of 0.7 or higher (Table 10). In general, questionnaire analysis 

acknowledges that a confidence coefficient of 0.70 or higher is relatively high. 

Table 10. Reliability Coefficients of Variables 

Variable Measurement Start Erase Use 
Cronbach’s 

Alpha 

Manager 
Executive experience and capability 

6 3 3 .773 
Management attitude 

Technology 

Innovation in technology 

6 3 3 .876 Technical mimicry potential 

R&D personnel 

Market 

Degree of market competition 

10 7 3 .708 Institutional protection 

Game recognition 

Industry 

Economic level 

10 7 3 .729 

GDP 

Game Industry Growth 

Product Life Cycle 

Network 

Adaptation 

Marketing 

6 3 3 .928 Service 

Platform 

R&D 
R&D 

5 3 2 .829 
Human Resources 

Performance 

Profit Amount 

3 0 3 .856 Sales Profit 

Export Profit  

Table 11. Factor Analysis 

Measured Items 
Components 

Manager Techno-logy Market Industry 

X1 Management's ability to develop products and services .817 
   

X2 Cognition of products and services by managers .814 
   

X3 Professional competence of a manager .758 
   

X7 High cooperation with relevant departments 
 

.785 
  

X8 Standardized products of technological superiority 
 

.774 
  

X9 Main axis of products with high differentiation 
 

.605 
  

X15 Overseas market larger than domestic market 
  

.761 
 

X18 Help from government-related research institutes 
  

.881 
 

X20 Timely product supply 
  

.729 
 

X25 Growth of the game industry 
   

.843 

X26 The higher the GDP, the higher the adaptation 
   

.799 

X27 The higher the GDP, the higher the R&D 
   

.706 

Characteristic 22.644 5.287 5.865 9.444 

Total sample dispersion ratio 9.921 7.104 7.609 9.618 

Cronbach's alpha .773 .876 .708 .729 

KMO .713 

Bartlett’s test  Chi-Square=1246.946, df=496 

Significance probability .000 

** Value of the variable with the largest amount of factor load, significance level =0.05 
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Table 12. Correlation by Factor 

Classify A B C D E F G 

Manager (A) 1       

Technology (B) .105(**) 1      

Market (C) .392 .006(*) 1     

Industry (D) .068(*) .541 .462 1    

Adaptation (E) .008(**) .006(**) .036(**) .545 1   

R&D (F) -0.732 .054(*) .598 .002(**) .635 1  

Performance (G) .196 .050(*) .004(**) .694 .013(**) .005(*) 1 

**(Significance at the 0.01 level), *(Significance at the 0.05 level) 

Unnecessary factors were eliminated, and factors were extracted through factor 

analysis. Eigenvalues of 1.000 or less were excluded. In exploratory factor analysis, the 

principal component method was used, and factor rotation ensured interdependence 

between the factors using the varimax orthogonal rotation method. The factor analysis 

results showed that the Kaiser-Mayer-Olkin (KMO) measure of sample adequacy 

(MSA) was 0.713 > α=0.5; chi-square in Bartlett’s test was 1246.946, and the 

significance probability was 0.000 < <=0.05. The cumulative distribution of the four 

factors accounted for 43.24% of the total data (Table 11). 

Correlation analysis between variables provides an overview of the relationships 

between variables introduced in the study, and predicts the results from verification of 

an established hypothesis. Correlation values are used to interpret the analysis, and it is 

common to assume the following: 1.0 to 0.7 (very relevant), 0.7 to 0.4 (significant), 0.4 

to 0.2 (slightly relevant), and 0.2 to 0.0 (irrelevant). Correlation analysis results are 

shown in Table 12. 

Conformity assessment of the study model is a procedure to examine how well the 

covariance structural model fits the hypotheses in the study (Table 13). 

Table 13. Conformity Assessment Index  

Classification Model Conformity Assessment Index Result 

Absolute 

Conformity Index 

 
Chi-square (degree of freedom) 44.462 (39df) 

p Significance probability .101 ≥ .05 

Q Chi-squared/degree-of-freedom ratio ≤ 3 1.01 3 

GFI Goodness of Fit Index ≥ 0.9 .942 ≥ .9 

AGFI Adjusted GFI ≥ 0.9 .793 ≤ .9 

RMR Root Mean Square Residual .029 ≤ .05 

RMSEA Root Mean Square Error of Approximation .04 ≤ .05 

Incremental 

Conformity Index 

NFI Normed Fit Index ≥ 0.9 .992 ≥ .9 

RFI Relative Fit Index ≥ 0.9 .805 ≤ .9 

CFI Comparative Fit Index ≥ 0.9 .952 ≥ .9 

Simplicity 

Conformity Index 
PNFI Parsimonious Normed-of-Fit Index .593 

4.3. Route Analysis Results 

In this study, the results of structural equation modeling used to test the hypotheses are 

shown in Table 14. 



538           Jun-Ho Lee et al. 

 

 

First, the hypothesis that manager factors have a positive effect on market adaptation 

was supported, but an effect on R&D was not. According to this study, manager 

confidence in the company is a significant factor in both information technology and 

relationships [1, 52, 53]. However, this study found that market adaptation linked to 

relationships was supported, but manager factors did not show any effect on R&D 

[63,72].  

Second, the hypotheses that technology factors have a positive effect on market 

adaptation and R&D were supported. This is consistent with prior studies [21, 37, 41]. 

In other words, a well-equipped entity achieves effective performance, and enhances 

performance through market adaptation and R&D. Therefore, in the game industry, it is 

very important to enhance the technical competence of the enterprises.  

Third, the hypothesis that market factors have a positive effect on market adaptation 

was supported. This is consistent with a study that showed changes in market demand 

require rapid responses [63, 12, 72]. However, the hypothesis that market factors have a 

positive effect on R&D was not supported. This hypothesis did not match prior studies, 

which is believed to be due to negative factors such as technology imitation in the game 

industry, or unauthorized use of patents [49, 60]. 

Fourth, the hypothesis that industrial factors have a positive effect on market 

adaptation was not supported. This hypothesis is not consistent with prior studies [9, 28, 

73] and perhaps it is because it is difficult to drive the flow of the market for 

companies that have items that are pioneering new markets. However, the 

hypothesis about them having a positive effect on R&D was supported [12, 64, 69]. 

Fifth, the hypothesis that market adaptation factors have a positive effect on corporate 

performance was established as consistent with prior studies [5, 26, 27, 29]. Also, the 

hypothesis that R&D factors have a positive impact on corporate performance was 

supported [33, 36]. Therefore, to enhance corporate performance, it is necessary to 

continuously strengthen R&D and adapt to markets. The route analysis results are as 

shown in Table 14. 

Table 14. Route Analysis Results 

Hypothesis Path 
Path 

 coefficient 

Standard  

error 
t p Result 

H 1-1 Manager→Adaptation .231 .238 1.942 .001** Accepted 

H 1-2 Manager→R&D -.257 .241 -2.008 .118 Rejected 

H 2-1 Technology→Adaptation .289 .148 .902 .009* Accepted 

H 2-2 Technology→R&D .651 .232 2.721 .007* Accepted 

H 3-1 Market→Adaptation .245 .431 2.541 .002 Accepted 

H 3-2 Market→R&D -.191 .435 -.491 .515 Rejected 

H 4-1 Industry→Adaptation .101 .145 .254 .581 Rejected 

H 4-2 Industry→R&D .513 .269 3.375 .003* Accepted 

H 5-1 Adaptation→Performance .393 .171 2.571 .001** Accepted 

H 5-2 R&D→Performance .338 .145 2.581 .001** Accepted 

**Significance at the 0.01 level, *Significance at the 0.05 level 
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5. Implications 

This study looked at Korea’s game companies to determine factors that affect a firm’s 

performance in the game industry. To that end, internal and external factors of the 

enterprises were identified, and empirical analysis was performed using market 

adaptation and R&D capabilities as parameters. The analysis results are as follows.  

First, the experience of corporate managers, their management know-how, and 

attitudes toward the introduction of external technologies showed significant impacts on 

R&D. In addition, in the game industry, where creative perspectives and timing are 

important, the subjective will of managers is an obstacle to R&D and market adaptation.  

Second, a company's discriminatory technology capabilities showed significant 

effects on sustained R&D and market adaptation. However, imitation by latecomers and 

the lack of corporate size and technical expertise were shown to be obstacles to R&D 

and market adaptation.  

Third, product awareness and time of release onto the market have a significant 

impact on market adaptation, but were shown to be a barrier to R&D. This is because 

the game market attracts consumer choices through marketing, rather than technology 

and creative approaches.  

Fourth, the nature of the game industry has a significant impact on R&D, but not on 

market adaptation. This means that technology changes are required to meet 

environmental characteristics such as consumer demand and game environment 

infrastructure, but such characteristics are somewhat too much to lead market changes.  

Fifth, R&D and market adaptation by enterprises have a significant impact on 

performance. This shows that companies improve corporate profits and secure market 

stability by strengthening product competitiveness through R&D and from consumer 

marketing through market adaptation. 

At the same time, a negative perception about copying technology has emerged in the 

game industry. To solve this problem, strengthening intellectual property rights to 

prevent the theft or copying of creative ideas, plus indirect support through 

intergovernmental negotiations, is required when exporting to underdeveloped countries.  

R&D and property rights management vary depending on the size of the enterprise. 

Based on the results of this research, the following measures are proposed to maintain 

the competitiveness of game companies.  

First, steady support for R&D is needed to enhance corporate performance. R&D 

should be handled as a corporate policy, not as changes in R&D budgets and support 

only at the discretion of managers. In other words, securing R&D competitiveness 

should be prioritized in budgeting and policy decisions. 

Second, in order to maintain and develop technology, qualitative management 

through the recruitment of professionals and performance-linked incentives are required. 

If the company is large, it is necessary to set up and operate a dedicated department. 

However, if an entity is small, it is necessary to establish inter-enterprise cooperation or 

clusters.  

Third, developmental imitation, not simple imitation, can reduce R&D costs. It is 

necessary to identify ongoing technology and market trends, and to strengthen mutual 

cooperation through cross-licensing if necessary.  

Fourth, it is necessary to utilize R&D capabilities in companies as a key strategic 

objective. Marketing should be carried out in a technology-driven market, and policies 
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should be formulated to protect property rights in cooperation with government. If 

necessary, market dominance should be secured through M&A and clusters.  

Finally, it is necessary to seek market access and expansion to meet the life cycle of 

the game industry. Each country has a different game environment and infrastructure, so 

there is no need to pursue fast R&D. Stable management performance and enhancement 

of enterprises can be secured in various markets.  

With online growth and technological advances, the game industry is globalizing. 

Games are no longer a mere tool of amusement but a tool of learning. For development 

in the game industry, it is necessary to consider transformation of developer awareness, 

standardization of technology, and development of links with other industries. The game 

industry can be a new growth engine driving a country’s economic growth. 

6. Conclusion 

The game industry is becoming a new growth engine in the Industry 4.0 paradigm. In 

other words, the game industry requires continuous management and investment, 

including identifying market trends, R&D, and monitoring of foreign technologies. This 

study explored success factors that can enhance market performance among Korea’s 

game companies. The implications of the empirical analysis are as follows.  

First, managers should strengthen their capabilities and pursue cooperation with other 

companies. The game industry requires collaboration to enhance performance in 

technology development, marketing, and services. Administrators need to invest more in 

ongoing collaborative networks to reflect the nature of the enterprise and achieve its 

goals.  

Second, R&D sharing through clustering is required because it differentiates 

technology according to the size of the game company. It is necessary to build a cluster 

that can have a significant impact on market performance, such as the retention of 

professionals and capital liquidity.  

Third, since marketing is deeply related to customer service, it needs to be sensitive 

to changes in the game market environment. In addition, adequate market adaptation is 

necessary for new game environments such as video, arcades, PCs, and mobile devices. 

Consequently, it can lead to the release and distribution of games and to the expansion 

of game-related items, thereby enhancing corporate performance. 

Fourth, it is necessary to grow gaming into a strategic industry through government 

support and policy development. The game industry can be fostered through policies 

such as R&D support, funding for the distribution of games, and by protecting property 

and patent rights. 

Consequently, the gaming industry is emerging as a central sector in the Industry 4.0 

paradigm, necessitating sustained management, investment, and vigilance towards global 

technological trends. This research delineated pivotal success factors for enhancing 

market performance among Korean gaming corporations. Noteworthy findings advocate 

for managers to augment their competencies and seek collaboration with external 

entities, underscoring the significance of R&D sharing and clustering contingent upon 

the firm's size. Additionally, adaptability to market shifts across diverse gaming 
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platforms is imperative. Ultimately, governmental support and policy initiatives are 

crucial for the strategic advancement of the industry. 

However, this study did not deal with administrative procedures such as obtaining 

intellectual property rights or protecting patent rights. Also, analysis of individual items 

in terms of the effects of R&D investment and consumer awareness was insufficient. 

Besides, the number of game companies in the sample is relatively small, making it less 

valid to generalize these research findings. Therefore, in follow-up studies, we want to 

supplement the humanities approach that companies and consumers create together, 

rather taking than a technical approach, and intend to increase the number of sample 

companies to conduct in-depth industry-specific research on game companies and 

games. In addition, a comparative study of R&D and intellectual property management 

strategies in the game industry is necessary. 
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Abstract. Sharing economy redefines the meaning of share. Thanks to it, products 

provided by suppliers may have rather different standards due to their subjective 

consciousness. This situation brings high pre-purchase uncertainties to 

consumers, therefore, trust between suppliers and consumers then becomes a key 

to succeed in the era of sharing economy.  Airbnb, one of the platforms that best 

describes the concept of sharing economy, is taken as an example in this study. 

Our team designs a series of scenarios and assumptions that follow the criteria of 

the Technology Acceptance Model (TAM) to find out various factors that affect 

customer behavioral intentions and prove that trust is the most important factor in 

the Sharing economy. Both parties, including host and user on the platform, are 

considered as subjects, and a three-year-long questionnaire test is implemented to 

collect data from end-users in order to reach an objective conclusion. Partial Least 

Squares-Structural Equation Modeling is then applied to verify the hypothesis. In 

addition, consumption is a continuous action, personal experience may also affect 

trust in the Airbnb and even consumption propensity. Therefore, Multi-Group 

Analysis (MGA) is used to explore the impact of consumer experience differences 

on trust and purchase intention. Finally, the results show that the ease of use of 

the Airbnb Platform has a greater impact on consumer attitude than all of the 

information on Airbnb, and then have a positive impact on overall behavioral 

intentions. 

Keywords: sharing economy, behavior and trend analysis, TAM model, 

confirmatory factor analysis, multi-group analysis. 
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1. Introduction 

Rapid development of sharing economy model prompts the redefinition of ownership. 

This model relates to exploiting profits using the Internet to link between the idling 

resources and demands of individuals [1]. The ongoing development of web-based 

information technology has boosted the accessibility of individuals reaching out those 

who are seeking goods and services [2]. And such phenomenon not only prompts 

economy development but also changes consumption patterns. 

The sharing economy is an economic model in which individuals are able to borrow 

or rent assets owned by someone else. In other words, the sharing economy has 

redistributed the resources and promotes its re-sharing and re-use to create new value. 

However, it is not a new idea, but the reassembly of existing concepts widely applied in 

many fields. Some of the sharing organizations appeared early before Capitalism, such 

as charities and religious organizations or in the form of flea markets, swap meets, and 

second-hand shops...etc. This kind of transaction method can promote the exchange of 

goods or services between people. However, hinder we didn’t have good communication 

channels and technology in the past, people just focus on face-to-face consumption and 

didn't pay attention to it. But it has regained a new impetus through information 

technology now, especially Web 2.0, mobile technology, and social media now. In 2000, 

Online peer-to-peer (P2P) marketplaces are growing at a rapid rate, people try to use the 

Internet to achieve the best use of things. These marketplaces comprise individuals 

(consumers) who transact directly with other individuals (sellers), while the marketplace 

platform itself is maintained by a third party [3]. In 2011, the TIME nominated what is 

now commonly understood as the Sharing Economy as one of “10 ideas that will change 

the world”. Sharing economy marketplaces have flourished because of network 

communication technology. And in Europe and the US, the “Sharing Economy”, the new 

concept of network service technology innovation model, is already flourishing spread 

globally. For example, Just Park shared the parking space in England, Ola rent 

transportation in India, Time Republic exchange extra time of labor, and Chegg not only 

rent textbooks but also help students to find tutors. And in recent years, the sharing 

economy concept also spread into Asia. Because of the high population and high 

consumption ability, the Asia market has become an important global economic leader. 

People also start to have many remaining resources. If these resources can be used well, 

they must bring Potential risks also are found due to the rapid growth of the sharing 

economy. Relative to the traditional business model, the warmth of people-to-people 

conversations cannot be felt. The more important is that the personal subjective 

cognition or information asymmetry between the seller and the buyer cannot be 

efficiently solved by actual touch with the product in sharing economy. Under these 

factors, it becomes more difficult to convince the buyer to trust that this is a good 

product and to purchase it. So, building trust a strategically important issue at the 

beginning of the B2C relationship [4]. Especially in the sharing economy, most suppliers 

mostly operated by individuals, they do not have a strong brand to support their 

reputation. Therefore, trust is particularly important in the sharing economy. In the era 

of sharing economy, ‘trust’ has become a kind of quasi-money. It would be difficult in 

sharing the economy without trust. When strangers shared with each other, greater 

information transparency let trust stronger. Therefore, the success of the sharing 

economy depends on establishing mutual trust. 
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Unlike the vendor-client relationship in the traditional business model, Information 

Technology (IT) becomes the intermediate, and the only one, that connects buyers and 

sellers. This intermediate is supposed to prompt interactions between buyers and sellers 

like a bridge. Therefore, whether this platform is accepted by customers becomes an 

important key to the success of a transaction. The Technology Acceptance Model 

(TAM) is a model of user acceptance of information systems technology based on the 

theory of reasoned action. The first school of thought considers a Web site to be 

information technology, and as such argues that the same use-antecedents that apply 

across IT, namely Perceived Usefulness and Perceived Ease of Use as identified by 

TAM [5-6]. TAM has been used in a variety of studies to explore the factors affecting 

an individual’s use of new technology. Casalo’ et al. (2010) also pointed out that 

consumer participation in online travel communities is affected by Perceived Ease of 

Use and Perceived Usefulness. Although there are many studies on Airbnb, an explicit 

and comprehensive understanding of the sharing economy, some literature focus on 

reputational feedback mechanism or topics related to the nature of peer-to-peer markets. 

[7-8]. Others focus on the exploratory study in sharing economy or the topic of legal [9-

10], but the role of effect on trust to user’s Behavioral Intention, is limited [11-12]. C 

Consequently, the TAM is used to explain whether a trust has an impact on the 

consumption intentions of Airbnb users in this study. In addition, we believe that 

consumption is a repetitive behavior, the consumer's attitude and consumption behavior 

are also indirectly affected by personal experience. E.g., if a customer is cheated in the 

previous transaction, it may cause customers to avoid using the same platform to 

consume. Therefore, personal experience will be additionally added to the TAM model 

to explore whether the difference in experience indirectly affects trust and consumption 

intentions. Three purposes are pursued as follows. 

 To design a theoretical model that explores the effect of the perceived belief for 

antecedents (i.e., Perceived Usefulness and Perceived Ease of Use) and 

consequences (i.e., trust and Behavioral Intention)  

 To identify the correlations among contexts, provided by/via sharing economy 

platform (i.e., Airbnb), trustworthiness, and users’ experience, and their implicit 

impacts on user behavior and future purchase intention 

The rest of this article is arranged as follows. An overview of the related work is 

described in Section II. Section III details the proposed model of the research. From the 

beginning, The TAM model was established according to the research objectives, and 

hypotheses were established based on this model. Partial Least Squares-Structural 

Equation Modeling (PLS-SEM) is used to analyze the relationship between hypotheses. 

Finally, Multi-Group Analysis (MGA) is used to analyze the trust degree and difference 

according to different user experiences. Section IV goes ahead to discuss the results, and 

Section V then concentrates on the findings from hypotheses and experiment results. 

Finally, Section VI then concludes the work and points out potential directions. 
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2. Related Work 

2.1. The importance of trust in Sharing Economy 

Sharing economy has become an emerging platform and its growth in various sectors 

especially in the tourism sector is phenomenal [13-15]. As people ’s attention rises, 

Various surveys and models had been deployed in this area [13-27]. M. Abdar et al. 

proposed a universal user model to reflect differentially of internal (gender, age, 

nationality etc.) and external (social media, time, device etc.) factors on crowd’s 

behavior and preference [14]. The statistical and machine learning approach divulged 

that the users’ internal and external factors shared similarity with their behavior pattern. 

They found that Airbnb users are interested in interactions with host, local culture and 

unique accommodations of atmosphere and interiors. These three aspects have 

significance impact on the Airbnb users.  Wu et al. [16] explored the purchases made on 

one of the top short-term rental sites in China called Xiaozhu.com to find the effects of 

host attributes on such purchases. The data was collected from 935 hosts from Beijing 

during the period 18th November 2015 to 14th February 2016. The host attributes and 

their rental characteristics were collected through python powered crawler program. The 

effects of the attributes were estimated by using Poisson regression model. They found 

that the key host attributes were gender of the host, personal profile, the number of 

owned listings, time of reservation confirmation and the acceptance rate.  From the sheer 

volume of reviews about a product on the web, it is difficult to find the true quality of it 

[17]. 

Through the above research, Host has a certain influence rate on customer behavior 

in sharing economy, but as a consumer, it is not easy to perceive real evaluation. Under 

highly uncertain factors, trust plays a crucial role in developing relationships with 

customers on this platform [18]. The study by [18] suggested that experience in using 

the web and a higher degree of trust in e-commerce were the influencing factors of 

customer’s trust. The key factors in this area are user’s web experience, technical 

trustworthiness, site quality and perceived market orientation. Higher level trust in e-

commerce makes the people participate in e-commerce. According to their study, the top 

three risk reduction strategies were partnerships with well-known business partners, 

money back warranty and positive ‘word of mouth’.  

The authors in [19] integrated the economic and sociological theories about 

institution-based trust to recommend that three IT-enabled institutional tactics - credit 

card guarantees, third-party escrow services and feedback mechanisms – created buyer 

trust in the group of online auction sellers. Their structural model was supported by the 

data collected from Amazon’s online auction marketplace comprising of 274 buyers.  

Their study showed that self-reported and actual buyer behaviors were correlated with 

transaction intentions.  Their findings also encompassed that both “strong” (legally 

binding) and “weak” (market-driven) mechanisms derived from perceived effectiveness 

of institutional mechanisms. Yang et al. [20] devised a research model to understand the 

continuance use intention in trust in sharing economy. They integrated Trust Building 

Model (TBM) with attachment theory and identified trust initiators- affect and cognitive 
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based trust. Their work demonstrated the mediating role of attachment in the 

relationship between behavioral outcome and trust. 

The researchers in [21] revealed that review scores were impossible to differentiate in 

Airbnb as all hosts obtained maximum values. They investigated the Airbnb databases 

and found that the guests relied on host’s photo as communicating trustworthiness. The 

hosts who had personal photos were perceived as more trustworthy and had more likely 

to be booked. In sharing economy transactions, members of both sides must trust one 

another to perform in good faith. Cheng et al. [22] empirically explored potential guests` 

trust perceptions in Airbnb via online review contents. They discovered six thematic 

characteristics of accommodation experiences from the review contents. They found that 

prominent cognitive themes were repurchase intention, location, host attributes, room 

description, overall evaluation and room aesthetics. They predicted the trust perceptions 

by utilizing Convolutional neural network. Zloteanu et al. [23] engendered an artificial 

sharing economy accommodation platform to study how reputation information and 

community-generated trust impacted user judgment. They varied the elements concerned 

to hosts’ digital identity, exploiting users’ decisions to interact and their perceptions. 

They came to a conclusion that reputation and trust not only enhanced users` credibility, 

perceived trustworthiness of hosts but also proclivity to rent a room in their home. 

Complete profiles or profiles with user selected information had done that effect.  

The authors in [24] investigated the trust concept and its temporal C2C relationships 

with users of Airbnb from the viewpoint of an accommodation provider.  They exploited 

the formation of trust by integrating two antecedents- ‘Familiarity with Airbnb.com’ and 

‘Disposition to trust’. Further, they discriminated between ‘Trust in renters’ and ‘Trust 

in Airbnb.com’ and scrutinized their inference on two provider intentions. Their results 

exhibited that both trust constructs were critical to instigate a sharing deal successfully 

between two parties. Tussyadiah et al. [25] conducted a multi-stage study to examine 

how Airbnb hosts eloquent themselves online and how consumer retort to varied host 

self-presentation blueprint. They found that hosts in Airbnb presented themselves as (1) 

an individual of a certain profession or (2) a well-traveled individual, enthusiastic to 

meet new guest. They utilized text mining methods comprising of Airbnb hosts’ 

descriptions from 14 major cities. Consumers responded to the two host self-

presentation techniques in a different way and well-traveled hosts demonstrated elevated 

levels of perceived trustworthiness. The study in [26] investigated sources of distrust in 

the context of Airbnb. They reviewed the negative comments posted by Airbnb 

customers on Trustpilot's website. They searched for the keyword ‘trust’ to mine the 

negative impact of trust with Airbnb. They extracted 216 negative reviews from the 

2733 online reviews. They employed the grounded theory approach which derived two 

themes that presented the source of distrust: the hosts' unpleasant behavior and Airbnb's 

poor customer service. The managerial implications were that the customers’ concerns 

should be addressed with positive actions, with prompt apologies and to compensate 

these customers to negate their distrust.  Penz et al. [27] recognized vital aspects of the 

sharing economy to illustrate its potential in fostering sustainability. It was disparity to 

applications and definitions of sharing economy models which did not focus on 

sustainability. Their qualitative and quantitative research examined edifice of 

communities on consumer side as well as accomplishment of regulations and trust-

building in the interaction between consumers and providers in Europe and Asia. 
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2.2. Trust Analysis Model based on TAM for Sharing Economy 

TAM is one of the most commonly-applied theories in the field of information system 

(IS)/information technology (IT) to examine issues related to usability [28]. Major 

concepts include: 1) Perceived Ease of Use (PEOU) that presents the extents of user’s 

believe in a system free of effort to use; 2) Perceived Usefulness (PU) that presents the 

extents of user’s believe in a particular system that improves the performance at job; and 

3) dependent variable behavioral intention (BI) that presents the extents to which one 

has devised conscious plans to execute or not in some future behavior. 

TAM can be served as a starting point for scrutinizing the effect of external variables 

that can demonstrate on behavioral intentions [29]. TAM has progressed because of its 

flexibility via a meticulous development process. The simplicity and the 

understandability have made TAM one of the extensively used models in the IT 

research. It can be used to explore user requirement and key features vital for e-services 

because of its adaptability. Bielefeldt et al. [30] investigated the barriers to participation 

in the sharing economy. They accomplished a survey in Germany on car sharing. They 

found that society, personality and firm-related barriers had noteworthy effects on 

behavioral intention and Attitude that determined participation by employing PLS with 

structural equation modeling. The authors in [31] devised an empirical analysis model 

by taking into account the features of sharing economy services. They extended TAM by 

incorporating perceived enjoyment, reliability and price sensitivity to TAM to derive the 

key factors that had an effect on the use intention and distinctiveness of services on 

sharing economy. Their results asserted that use intention, perceived enjoyment, 

Perceived Ease of Use, Perceived Usefulness, reliability, technology innovation, self-

efficacy and price sensitivity exhibited and affected in different ways. The researchers in 

[32] interviewed 50 drivers who provided service and cars in a digital car-sharing 

platform. They integrated TAM and Social Exchange Theory (SET) to examine salient 

motivators in this regard. They presented a motivation model of users’ sharing opinion 

based on Self-determination Theory (SDT) in digital platform besides it.  Sun et al. [33] 

examined the critical factors for lack of adoption in peer-to-peer indirect exchange 

services. They investigated the usage and attitudes towards peer-to-peer resource sharing 

sites among 37 New York City residents. Furthermore, they conducted a survey 

consisting of 195 respondents to determine the function of trust on willingness to lend. 

They also discussed the non-monetary and monetary structure issues related to adoption. 

They employed prior research on peer economies and critical mass theory to devise a 

TAM for indirect exchange systems that incorporated ease of coordination and 

generalized trust.  

Two theoretical models [34] were employed TAM and Diffusion of Innovation 

Theory to examine consumer adoption of the Uber mobile application. Their results 

illustrated that social influence, observability, complexity, compatibility and relative 

advantage had crucial influence on both Perceived Ease of Use and Perceived 

Usefulness that led to consumer adoption intentions and Attitudes. They combined the 

two ad-hoc adoption theories. Wang et al. [35] investigated the key factors of the 

consumers’ intention to use ride-sharing services and to promote such services. They 

extended TAM by utilizing three novel constructs: perceived risk, environmental 

awareness and personal innovativeness. They surveyed 426 participants with 

questionnaire and their model based on it was empirically tested. The experimental 
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results showed that Perceived Usefulness, environmental awareness and personal 

innovativeness had positive association with consumers’ intention to hire ride-sharing 

services while there was negative association between perceived risk and Perceived 

Usefulness and the intention. Furthermore, personal innovativeness is negatively related 

to perceived risk, but positively related to Perceived Usefulness. 

The current research, including it, has been introduced in the introduction. In addition 

to the basic discussion of ease of use and usefulness in the application of TAM in 

Sharing Economics, most of the research focuses on discoursing the impact of the social 

environment on consumer behavior and recognizing the changes in the overall 

environment on consumer behavior Most of them show a positive correlation. However, 

the very important "trust" in e-commerce is rarely discussed. Therefore, this study 

focuses on whether consumer behavior is affected by trust. 

3. Related Method 

This section discusses the method applied to examine the effect of the antecedents of the 

TAM. In addition, discussions on the research model and hypotheses development, data 

collection, sampling, and questionnaire design, and analytical methods are presented. 

3.1. Research Model and Hypotheses 

This study proposes a research model and hypotheses development to verify the 

importance of trust in consumers. To make the research results close to actual consumer 

behavior, personal experiences are also considered an important factor while discussing. 

E.g., the satisfaction of previous use, whether the previous transaction encountered a 

situation, etc. To verify these hypotheses, some constructs are proposed to establish 

TAM. Fig. 1 shows the research framework based on TAM. Under each of these 

constructs, there are several indicators with similar properties, which are used to analyze 

the values of the construct. Table 1 explains the term definition for the pre-defined 

constructs. Since the purpose of this study is to explore the impact of trust on consumer 

behavior. This study mainly discusses trust-related issues and understands their 

relationship with other corresponding constructs. We assume that the results can verify 

that trust is one of the most important factors affecting consumer behavior in sharing 

economy. 

H1: Airbnb context has a significant positive effect on Perceived Usefulness. 

H2: Airbnb context has a significant positive effect on Perceived Ease of Use. 

H3: Personal Experience has a significant positive effect on Perceived Usefulness. 

H4: Personal Experience has a significant positive effect on Perceived Ease of Use. 

H5: Perceived Ease of Use has a significant positive effect on Perceived Usefulness. 

H6: Perceived Ease of Use has a significant positive effect on Attitude. 

H7: Perceived Usefulness has a significant positive effect on Attitude. 

H8: Perceived Usefulness has a significant positive effect on Behavioral Intention. 

H9: Attitude has a significant positive effect on Trust on Airbnb and Trust on Host. 

H10: Perceived Usefulness has a significant positive effect on Behavioral Intention. 
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Fig. 1. Research Framework 

Table 1. Term Definition of Constructs 

3.2. Data Collection and Questionnaire Design 

Data Collection. In this study, users who had experience in using Airbnb are selected as 

subjects to conduct the questionnaires. Airbnb is a well-known platform, however, it has 

been used by fewer people than we expected, so finding people who have used it and are 

willing to do a questionnaire is also less than we expected. A survey period, in general, 

is set to three months, but however, the survey period of this study extends to a total 

period of 21 months (July 2018 to March 2020) by reviewing the collected data every 

three months, to obtain complete and objective data. Since such data is strongly required 

because of frequent releases and updates on user interface and service provisions by 

Airbnb during the above period. The updates may cause especially changes in users’ 

experience and their subjective thoughts on the platform, and wills to continuously stay 

with the same platform or move to other platforms. The situation in that Airbnb does the 

updates based on its users’ feedback is also taken into consideration. This means that 

requirements and user experience for the platform have constantly been changing by 

users. With data collection after a longer period and doing trend analysis, analysis 

results are more discriminative than the one with data collected within a short period.  

The questionnaires were mainly distributed via online survey services (i.e., 

Construct Definition 

Airbnb Context All of the hostel Information on the Airbnb platform, including 

room description, pictures and etc. 

Personal Experience The experience of previous use and motivation of use. 

Perceived Ease of Use Convenience and operation feelings of using the Airbnb 

interface 

Perceived Usefulness Recognition of using Airbnb to book a room 

Attitude Satisfaction with the Airbnb 

Trust Trust in Airbnb platform and Airbnb Host 

Behavioral Intention Willingness level to use Airbnb again in the future 
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SurveyMonkey, Google Form), but considering recent changes in human behavior that is 

daily time spent on SNS (Social Network Service) has a sharp growth, reaching more 

than 2 hours/day [36]. SNS, like Line, Facebook, and WeChat, was also applied to reach 

as many as possible potential subjects. The questionnaire was distributed to 16 SNS 

groups. There are about 50-100 members in a group, therefore a total of about 1,200 

questionnaires are sent. Among them, about one-fourth of the questionnaires in each 

group will be completed. Fortunately, a total number of 268 questionnaires were 

collected and about half of them were confirmed valid to conduct further analysis after 

excluding those samples with extreme statistical significance.  

Questionnaire and Constructs. The research model is based on the extended version 

of Davis’ TAM and is developed to derive the Exogenous variables that affect user 

Behavioral intention. The TAM model will be used to explain how external variables 

affect the user acceptance process. In addition, path analysis is applied to explore the 

empirical strength of the relationship in the proposed model. 

Questionnaire Design. Based on the hypothesized model developed, and a detailed 

review of the related literature on user acceptance of technology, information content, a 

37-item questionnaire was devised as a measurement scale for the research. This study 

uses the Likert seven-point scale, with one - seven points where lower point stands for 

negative feedback and higher point stands for the positive ones showing as "Strongly 

Disagree", "Disagree", "Somewhat Disagree", "Neutral", "Somewhat Agree", "Agree", 

"Strongly Agree". 

3.3. Analytical Methods 

To assess the overall model of the study, Hair et al. (2017) [37] stages in structural 

equation modeling (SEM), were adapted. From the result of that literature review, the 

study incorporated those stages, and the following steps were adopted and implemented 

in this study. Statistical analysis for the study included descriptive statistics, 

Confirmatory Factor Analysis (CFA), SEM, and Multi-Group Analysis (MGA). Detailed 

information for each analysis method is as follows. 

Descriptive Statistics. First, this study starts with descriptive statistical analysis that 

includes gender, age, education, occupation, and annual income. Besides, the study 

focuses on Asians, therefore questionnaire respondents need to respond to their 

National. Descriptive analyses are used to determine items of measurement. The mean 

and standard deviation of variables are used to identify measurement items that are 

tested on the survey questionnaire in the next stage for overall model testing. 

Confirmatory Factor Analysis. CFA is one of the most applied methods which 

implement by a process to identify the consistency, and relationship as well, between 

scientific hypotheses and obtained results through the research. CFA is usually 

implemented by several sequential stages. Different discriminant indicators are usually 

adopted due to different research purposes and statistical software. This method is 
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applied to models that already have preliminary settings to confirm the fitness between 

the hypothetical model and the data [38]. Factor loading, convergent validity, and 

discriminant validity are used to gradually analyze and study the model. In addition, 

some models, such as Path Analysis/SEM, PLS-SEM etc., are often paired to conduct in 

the analysis. With the main targets on measurement and structural data model, PLS-

SEM is then adopted to conduct the analysis in this research by statistical software, 

SmartPLS [39].  

As above, evaluating the hypothetical model usually begins with factor loading which 

is the process for observation of correlation(s) between constructs and indicators [40]. 

Factors that are less relevant to this study have been eliminated. Secondly, the average 

variance extracted (AVE) is used to identify the convergent validity of the model [41], 

which is checking the attribute of indicators in each construct is consistent or not. 

According to the definition, the value of factor loading shall be higher than 0.60, and the 

value of AVE shall be 0.50 or higher to reach a valid analysis. To show how much 

variation per node, the square of the indicator's outer loadings which can also show the 

reliability of indicator is calculated. For exploratory research, we expect the value 

should close to 0.70, and the higher the better [42-43]. The final step of the CFA process 

is discriminant validity. The AVE value is checked again. All outer loading must be 

higher than cross-loadings in models with discriminant validity. This implies that the 

direct correlation between constructs must be higher than the indirect correlation. 

Partial Leased Squares-Structural Equation Modeling. PLS-SEM is a widely 

applied multivariate analysis method to estimate variance-based structural equation 

models and become a popular data analysis technique in success factor studies, 

especially in the application of information system is the most widely used [44]. It also 

has been used in areas of marketing, enterprise resource planning systems, and 

knowledge management systems.  

PLS-SEM fits especially to those cases with small size of samples, and it meets the 

requirement of reflective and formative models that contain multiple or single item 

construct indicators. This method is allowed to model complex relationships among 

multiple variables. Researchers often use this approach to identify relationships among 

variables. In short, PLS-SEM is a variance-based method that estimates composites 

representing latent variables in path models. Based on the information provided in the 

literature and the intent of the research study, PLS-SEM was used to analyze the data. 

The significance of the path coefficients was determined by comparing these to the 

critical t values for significance levels of 0.05 and 0.10. And then the assessment of the 

structural model, started from obtaining the coefficient of determination (R
2
) achieved in 

the relationship between the independent variables and the dependent variable ranges 

from 0 to 1 and the closer to 1, the greater the proportion explained. Before testing the 

model, the data was checked for common method bias. Then, measurement model was 

examined, followed by structural model. 

Multi-Group Analysis. MGA is used to determine whether there are obvious 

differences in different parameters in the data set (e.g., outer weights, outer loadings, 

and path coefficients). SmartPLS used in this research provides many MGA methods, 

e.g., Confidence Intervals (Bias Corrected), Partial Least Squares Multi-Group Analysis 

(PLS-MGA), etc.  Among them, PLS-MGA is often used to determine the difference in 
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path coefficients between different data groups [45]. Therefore, in this study, the PLS-

MGA is used to divide the data into two groups (accidents / no accidents when using 

Airbnb) and investigate whether trust and attitude are significantly affected by different 

personal experiences. 

4. Research Result  

4.1. Confirmatory Factor Analysis Results 

CFA, as discussed earlier, is to verify the consistency of the hypothetical model and the 

experimental results. Therefore, we must confirm that each indicator and construct meet 

the validity standard before verification. The first stage is factor loading that must be 

measured and used to delete the indicator associated with the lower relationship in 

construct. Every indicator is analyzed by CFA and must meet the preferred threshold at 

0.60. We observed that all indicators reached the boundary threshold except two 

indicators, PER4 and PER5 with obtained scores at 0.440 and -0.275 respectively. An 

outer loading relevance test is conducted to determine whether the indicator should be 

excluded by evaluating each indicator’s contribution to the effectiveness of the content 

[46]. Table 2 presents the results after factor loadings. 

Testing internal consistency reliability is the next step. The double verification 

method [47] is applied to ensure consistency reliability through the values of Cronbach 

’s Alpha and AVE. Cronbach’s Alpha has a required threshold value of 0.70 and higher 

to show reliability, while the threshold value of AVE should be above 0.50. In terms of 

consistency reliability, the composite reliability (CR) threshold value, say 0.70 or 

higher, is used for discrimination.  

To ensure the convergent validity is one of the bases of the evaluation model, 

therefore it should take place in the beginning. Table 3 presents the results of each 

construct at the convergent validity evaluation. The results indicate that all the 

constructs fulfill the minimum requirement. The value of Cronbach’s Alpha of all 

constructs are greater than the basic value of 0.70, while the value of AVE reaches 0.80 

in average.  Although AVE value for construct the personal experience touches 0.582, 

which is considered lower than others, its value still passes the standard value at 0.50. In 

addition, it is found that all values reach 0.90, the baseline for CR, and all of them are 

higher than corresponding Cronbach’s Alpha value. This proofs that the model has 

internal consistency reliability, indicators’ properties for all constructs have no direct 

conflicts in between and demonstrate that our model has discriminant validity. 

4.2. Path Analysis 

Examining the proposed hypotheses is then conducted after the results of CFA were 

obtained. Before examining the proposed hypotheses, all constructs that accurately 

interpret given indicators must be ensured to confirm the predictive capability of our 
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model. Therefore, the value of R2 is used in this step to check the interpretation 

capability of each construct of our model. As shown in Fig. 2, the R2 value of all 

structures reaches the given threshold at 0.26 [48]. Next, the PLS-SEM was used to do 

Path Analysis. To ensure the accuracy of the results, subsamples are used to estimate the 

PLS path model.  

Table 2. Factor Loading for Model 

Construct Indicators Factor Loading 

Airbnb Context 
AC1 0.843 

AC2 0.820 

AC3 0.908 

AC4 0.882 

AC5 0.804 

Personal Experience 
PER1 0.847 

PER2 0.889 

PER3 0.795 

Perceived Ease of Use 
EOU1 0.941 

EOU2 0.946 

EOU3 0.918 

Perceived Usefulness 
PU1 0.957 

PU2 0.962 

Attitude 
ATT1 0.949 

ATT2 0.933 

Trust 
TA1 0.891 

TA2 0.892 

TA3 0.909 

TA4 0.826 

TA5 0.862 

TH1 0.890 

TH2 0.912 

TH3 0.827 

Behavior Intention 
BI1 0.942 

BI2 0.953 

BI3 0.900 
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Table 3. Measure that Discriminant Validity for Model 

Fig. 2. Result of Path Analysis (*p < 0.05, **p < 0.01, ***p < 0.001) 

Table 4. The Result of Path Analysis 

Construct Cronbach's Alpha AVE CR 

Behavioral Intention 0.924 0.802 0.952 

Perceived Ease of Use 0.928 0.811 0.954 

Perceived Usefulness 0.914 0.843 0.959 

Personal Experience 0.801 0.582 0.882 

Airbnb Context 0.906 0.651 0.930 

Attitude 0.871 0.778 0.939 

Trust 0.962 0.759 0.968 

 
 

Path 

Coefficient 
t-value p-value 

Hypothesis 

Testing Result  

H1 AC → PU 0.144 1.995 0.046 Accept 

H2 AC → EOU 0.424 4.979 0.000 Accept 

H3 PER → PU 0.032 0.605 0.545 Reject 

H4 PER → EOU 0.266 3.796 0.000 Accept 

H5 EOU → PU 0.800 13.313 0.000 Accept 

H6 EOU → ATT 0.553 3.350 0.001 Accept 

H7 PU → ATT 0.206 1.252 0.211 Reject 

H8 PU →  BI 0.014 0.134 0.893 Reject 

H9 ATT →  Trust 0.880 30.889 0.000 Accept 

H10 Trust →  BI 0.839 9.343 0.000 Accept 
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Table 5. Constructs and Measurement Items 

Indicators Measure 

Airbnb 

Context 

AC1 Host provides the number of room’s photos and the resolution 

of those photos which are important information. 

AC2 The brief overviews of the room are important information such 

as the type of rooms, available number of people, the number of 

bathrooms/bedrooms, time of check in/out. 

AC3 The amenities of the room that host will provide or not, ex: 

WIFI, toiletry, breakfast are also an appropriate information. 

AC4 Host set the pricing of room including discounts, extra people, 

cleaning fee, cancellations fee are important information. 

AC5 The rules of house are important reference. 

Personal 

Experience 

PER1 Interface of Airbnb is similar to the website I used before. 

PER2 I use it before and I am satisfied . 

PER3 I use Airbnb because my friend are also using it. 

PER4 Have you ever met the situation below? Advertisement does not 

match corresponding product 

PER5 Have you ever met any accident during your stays? 

Perceived 

Ease of Use 

EOU1 Airbnb is easy to use even for the first time. 

EOU2 Booking rooms on Airbnb is easy. 

EOU3 Information provided by Airbnb makes booking rooms easier. 

Perceived 

Usefulness 

PU1 Information provided by Airbnb is useful for users to search and 

book rooms. 

PU2 Information provided by Airbnb allows me to know that how to 

search and book rooms more efficiently. 

Attitude 
ATT1 I think Airbnb is worthy to use for booking rooms. 

ATT2 Using Airbnb for booking hotel is a good idea. 

Trust on 

Airbnb 

TA1 Booking on Airbnb is reliable. 

TA2 Accommodation options of Airbnb is trustworthy. 

TA3 Room information is consistent with the facts which is provided 

by Airbnb. 

TA4 If I required help, Airbnb would do its best to help me. 

TA5 I believe Airbnb would do its best to support me Immediately. 

Trust on 

Host 

TH1 The room information is trustworthy which provided by host in 

Airbnb. 

TH2 The room information with the facts provided by host in Airbnb 

is consistent. 

TH3 I believe that host in Airbnb can keep its promises and 

commitments. 

Behavior 

Intention 

BI1 I would like to choose Airbnb to collect information when I 

want to search rooms or make a reservation. 

BI2 I will still choose Airbnb for booking rooms in the future. 

BI3 In the future, I will intend to increase the use of sharing economy 

platforms. 
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Table 6. Comparison of MGA Result 

 

Path Coefficient 

in no Accident 

Path Coefficient 

in had Accident 

Impact 

percentage 

AC → PU 0.184 0.104 -0.04% 

AC → EOU 0.435 0.469 +1.07% 

PER → PU 0.049 0.014 -0.72% 

PER → EOU 0.292 0.123 -0.42% 

EOU → PU 0.791 0.812 +1.02% 

EOU → ATT 0.483 0.562 +1.16% 

PU → ATT 0.314 0.190 -0.41% 

PU → BI 0.111 0.048 -0.57% 

ATT → Turst 0.888 0.904 +1.02% 

Trust → BI 0.805 0.980 +1.22% 

In general, there are 5,000 subsamples randomly generated at this stage. According to 

the result of Path Analysis, the closer the obtained path coefficient score is to 1, the 

stronger the relationship will be. Based on the definition, we may find that the weakest 

relationship is H8 (Perceived Usefulness → Behavioral Intention) with a path coefficient 

of 0.014 and the strongest relationship is H9 (Attitude → Trust) with a path coefficient 

of 0.880. This means that in our model, Perceived Usefulness has the least influence on 

Behavioral Intention, while Attitude has the most influence on Trust. 

This concludes that the analysis of the structural model and the hypothesis findings is 

discussed. According to the definition of SEM analysis, the t-value is required to be 

greater than the significance level of 1.96 and the p-value shall be less than 0.05 if a 

hypothesis can be considered valid. This study has a total number of 10 hypotheses. All 

hypotheses are accepted except H3 (t = 0.605, p = 0.545), H7 (t = 1.252, p = 0.211), and 

H8 (t = 0.134, p = 0.893). Table 4 provided the results of path analysis and the proposed 

hypotheses. All results were produced based on bootstrapping with 5000 subsamples. 

The full names of the abbreviations in the table are as follows: AC= Airbnb Context; 

PER= Personal Experience; PU= Perceived Usefulness; EOU = Perceived Ease of Use; 

ATT= Attitude; Trust= Trust on Airbnb and Trust on Host; BI= Behavior Intention. The 

result show that the most significant hypothesis is H9 (t = 30.889, p = 0.000), followed 

by H10 (t = 9.343, p = 0.000), there is a joint relationship between the two hypotheses, 

and both are main objective of this study. The detailed questionnaire content is 

presented on Table 5. 

4.3. Multi-Group Analysis 

In all consumption behaviors, the user's Attitude will be affected by Personal 

Experience, especially in the sharing economy that emphasizes trust. Any accident may 

affect the Trust and consumption tendency. Therefore, this study divides Airbnb 

consumer data into two categories: (1) Unexpected accidents have been encountered in 

the use of Airbnb, and (2) No accidents have occurred in the use of Airbnb. And the use 
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of MGA analysis to explore that the Path Coefficient will be affected whether under 

different personal. In the result of MGA as Table 6, except for the received usefulness in 

the aforementioned research results, the impact on the model is relatively lower. After 

consumers encounter unexpected situations in using Airbnb, the ratio of Personal 

Experience affecting various constructs is low, but the impact of Airbnb content and 

Ease of Use on construct has improved overall. And Trust has the most impact on 

Behavioral Intention, which has increased by 1.22%. After encountering an accident, 

users will rely more on the content and convenience of Airbnb to affect their perception 

of the Airbnb platform. Behavioral Intention will be affected more by Trust than before. 

5. Discussion  

The research model for this study was based on the TAM. Airbnb context, Perceived 

beliefs, Trust are the independent variables, and Behavioral Intention is an outcome 

variable. For all constructs, there was a combined total of 28 indicators that were 

analyzed through CFA and PLS-SEM with SmartPLS. Although some revealed issues 

with factor loading, after amended all the indicators that factor loading, composite 

reliability, convergent validity, and discriminant validity were in line with the minimum 

threshold requirements. The findings showed that the model's predictive accuracy and 

overall significance. 

5.1. Research Results and Hypothesis Discussion 

As a result, H1, H2, and H4 were accepted, but hypothesis H3 was rejected. The mining 

of result is that the context of the Airbnb context had a positive and direct effect on 

Perceived Usefulness and Perceived Ease of Use. Personal Experience has no positive 

effect on received usefulness. This means that whether before or after use, current users 

pay more attention to the convenience and ease of use of the platform. The easy-to-use 

platform makes it easy for users to produce satisfactory Attitude, and then promote the 

next consumption behavior. These results support previous studies that perceived beliefs 

are affected by external variables. 

Among H5 - H8, only H5 and H6 were accepted, while H7 and H8 were rejected. 

This shows that received ease of use and attitude and Perceived Usefulness a positive 

and direct effect. This result means that although received ease of use is helpful to 

improve the received usefulness, as mentioned earlier, the convenience is paid more 

attention by consumer now. We believe that such a result is produced because, in this 

generation of Sharing Economic, the usefulness of the platform has become a basic 

condition. To win in this fierce competition, the fluency of the platform must be 

strengthened and improved. Ease of use. E.g., it allows consumers to easily search for 

the target product during use, and easily go to the checkout page. 

H9 and H10 is the focus of this study, and it is also the two most significant 

assumptions. This shows that the user's Attitude plays a huge role in consumption. It will 

affect the Trust of the landlord and the platform, which in turn Behavioral Intention will 

be affected. This result also shows the importance of the platform. The mechanism 
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instant feedback and evaluation are provided in most of the sharing economy platforms. 

This is to enable the platform to improve according to feedback and reduce information 

asymmetry with consumers. In turn, Trust is increased. When the platform is Trusted by 

more and more consumers, the evaluation will be relatively improved, and the 

willingness to consume will also increase. This result is also consistent with the 

aforementioned theory, Trust is an important key to affect the sharing economy. 

5.2. Result Change Discussion 

This study has been updated from the beginning of 2018 to the present. Although the 

construct of the model has been revised in the course of two years, the basic construct 

remains unchanged. Therefore, trend analysis was used to analyze the research results of 

these years to understand the change in consumer behavior. As shown in Fig. 3 below, 

the main goal in this research, "Trust", has always played an important influencing 

factor in consumer behavior. And, as the platform grows. As mentioned in related work, 

a large number of evaluations make it more difficult for consumers to judge the true 

evaluations, and Trust is increasingly valued in the sharing economy. 

Fig. 3. Compare with Research Result of 2018 and 2020 

Interestingly, on the platform side, the impact of Perceived Usefulness in the overall 

model has declined, and even Airbnb Context has not to effect on the improvement of 

Perceived Usefulness. However, the impact of the Perceived Ease of Use on model has 

increased significantly. Except as mentioned earlier, the integrity of all platforms has 

been improving, Perceived Usefulness has become basic. It also shows changes in 

consumer behaviors. Accurate and convenient, the impact on consumer behavior is 

gradually increasing. 

This change is also consistent with Airbnb's platform changes in recent years. Airbnb 

has simplified search content in recent years, with a more intuitive user interface (UI) 

representation. After searching for listings, in addition to the display of basic listings, 

the evaluation of the landlord is also replaced with a star rating. If you want to view a 
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more recent review, you need to click on it again. This is to make the booking process 

faster, the quality of the listing can be understood by the user in a short time, reduce the 

consumer's consideration time, avoid being reviewed, and increase the chance of the 

booking being booked. 

6. Conclusion 

This research builds a theoretical model based on the TAM model. CFA and PLS-SEM 

statistical methods were used to explore whether several factors such as Trust affects 

consumer behavior in Airbnb. Factors such as contexts, user experience, perceived 

beliefs, attitude, trust, and behavioral intention that may cause the changes in usability 

were especially concentrated. Especially ‘Trust’ is considered the key that decides 

whether users accept to use sharing economy platforms according to past studies. 

To estimate how trust influences Airbnb users, a hybrid TAM model with personal 

experience as one of the external factors is applied in this study. What can be known is 

that we usually conducted statistical analysis for a short period of time to conclude their 

assumptions in the past. However, user behavior should be treated as continuously 

changing trends from a statistical point of view. The results will be limited if the short 

period of data collecting. To reach a more objective result close to the situation, this 

study conducted the trend analysis for a period of approximately 2 years from Summer 

2018 to Summer 2020. The issue of trust, according to the obtained results, is still the 

key factor that affects consumer behavior during the whole period. In addition, the 

impact of Perceived Ease of Use on consumer intention has significantly grown. While 

Perceived Usefulness is least impact of consumer intention. 

Although Airbnb cannot stand for all the platforms of sharing economy, it indeed 

shows that it can be one of the most significant platforms in the field. It is foreseen that 

more and more similar platforms will be developed to meet the various needs of users. 

Through the results of this study, we are firm that preferences of consumers continue to 

change, so every platform need to be constantly changed to increase consumer 

preferences. However, increasing consumer trust level is the best way to increase 

consumer loyalty to the platform in sharing economy. 
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Abstract. In this paper, a robust compensation scheme using adaptive fuzzy Her-
mite neural networks (RCAFHNN), for use in synchronous reluctance motors (SRMs),
is proposed. SRMs have a simple underlying mathematical model and mechanical
structure, but are affected by problems related to parameter variations, external in-
terference, and nonlinear dynamics. In many fields, precise control of motors is
required. Although the use of neural network and fuzzy are widespread, such con-
trollers are affected by unbound nonlinear system model. In this study, RCAFHNN,
based on an adaptive neural fuzzy interface system (ANFIS), was used to bound
motor system model controller algorithm. RCAFHNN can be characterized in three
parts. First, RCAFHNN offers fuzzy expert knowledge, a neural network for online
estimation, and recursive weight estimation. Second, the replacement of the Gaus-
sian function by the Hermite polynomial in RCAFHNN enables reduced member-
ship function training times. Third, the system convergence and robustness compen-
sation of RCAFHNN were confirmed using Lyapunov stability. RCAFHNN amelio-
rates the problems of external load and system lump uncertainty. The experimental
results, in which the output responses of RCAFHNN and ANFIS (adaptive neural
fuzzy interface systems) were compared, demonstrated that RCAFHNN exhibited
superior performance.

Keywords: Synchronous reluctance motors, Lyapunov stability, Robust, Adaptive
control, Neural network estimator, Adaptive laws.

1. Introduction

In recent years, motor control has gained significant popularity [6, 16, 19, 23]. A three-
phase motor is typically supplied by a three-phase AC power source. This means there
are three cables providing power, and each cable’s voltage has a phase difference of 120
degrees. These three phases are referred to as Phase A, Phase B, and Phase C. How-
ever, calculating the three-phase system involves complex mathematical equations and
issues related to mutual inductance coupling. Traditionally, we can employ coordinate
transformation to convert the system from three-phase to two-phase, simplifying the cal-
culations and also addressing the mutual inductance coupling issues associated with the

⋆ Corresponding author
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motor. It need to address various uncertainties generated during the actual operation of
the motor. Therefore, controlling alternating current in synchronous reluctance motors
(SRMs) [1, 2, 8] has become a central concern. SRMs have a simple underlying mathe-
matical model and mechanical structure but are affected by nonlinear problems such as
parameter variations, external loads, and nonlinear friction. Numerous studies have ex-
plored using the controller to mitigate these problems such as robust control [27]. More-
over, a instead controller is used for controlling a SRMs using Hermite neural networks.
Hermite polynomials replace traditional Gaussian functions, eliminating the need to se-
lect the vertices and widths of Gaussian functions, thereby simplifying the computational
complexity. Additionally, recursive weights are employed to increase the parameters of
the neural network. The Lyapunov method is used to prove that the system overcomes the
cumulative uncertainties, ensuring the stability of the motor system control.

Inspiring the success of deep learning on many fields, various neural network struc-
tures have been proposed [5, 7, 10, 13, 15, 18, 28]. These research utilize the non-linear
capabilities of neural network to learn and adapt to auto control. For example, an adap-
tive NN dynamic surface controller design for nonlinear pure-feedback switched systems
with time-delays and quantized input, showing that the system’s output response had sat-
isfactory performance. A wavelet neural network sliding-mode controller [7] was used
in a permanent magnet synchronous motor, where the width of the wavelet function im-
proved neural network function. In addition, fuzzy controllers and neural networks each
have distinctive advantages. Some studies have combined these two controllers to create
adaptive neural fuzzy interface systems (ANFISs) [14,25,26]. ANFIS combines fuzzy ex-
pert knowledge with online neural network learning, resulting in better performance than
using a simple fuzzy controller or neural network controller. In neural networks-based
control systems, Gaussian functions are commonly employed. However, Gaussian func-
tions have a limitation in that they rely on peak and width parameters, which necessitates
more intricate calculations to ascertain the most suitable values for these parameters.

In this work, an RCAFHNN is proposed for use in SRMs, exhibiting satisfactory out-
put responses in experimental results that include Laypunov functions to ensure system
stability. Control inputs do not require nonlinear system parameters, and Hermite poly-
nomials replace traditional Gaussian functions, eliminating the need to choose optimal
vertices and widths. From the experimental results, we can observe that RCAFHNN of-
fered satisfactory performance in handling lumped uncertainty and nonlinear dynamics.

The main contributions of this work are as follows.

– We propose a controller which utilizes Hermite neural networks to control synchronous
reluctance motors. Hermite polynomials replace traditional Gaussian functions to
simplify the computational complexity.

– A recursive weighting is used to increase neural network parameters in AFHNN,
and a Lyapunov-based approach is employed to demonstrate the system’s ability to
overcome total uncertainty, ensuring stable control of the motor system.

– Experimental tests are conducted under various challenging conditions, including un-
loaded, loaded, and rotational wave commands, to evaluate the performance of the
proposed controller.

The remainder of this paper is organized as follows. The mathematical model of the
SRM system is presented in Section 3. The RCAFHNN is described in Section 4. The
experimental results are shown in Section 5, and they demonstrate that the proposed
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RCAFHNN offers fast performance and satisfactory dynamic responses when handling
parameter variations and external loads. Finally, the conclusion is presented in Section 6.

2. Related Works

Studies have sought to improve the stability of nonlinear systems in robust control with
neural networks [9–12]. Hsiao et al. [10] employed a neural-network-based approach with
delay-dependent robust stability criteria, and they analyzed dithered chaotic systems with
multiple time-delays. Huang et al. [11] presented an evolutionary radial basis function
neural network combined with robust genetic-based immune computing, achieving pre-
cise command tracking in autonomous robots. In the field of motors, precise position
control of sensorless PMSM [12] servo drives is required. Adaptive robust speed con-
trol with a recurrent Elman neural network can offer more precise control of a system
and decrease system position errors. Gong et al. [9] also proposed robust state estimation
for delayed complex-valued neural networks to consider available output measurements
containing nonlinear Lipschitz-like terms.

Work environments demand precise control of drilling machines [4,29]. Self-optimizing
algorithms [4] and switched-control algorithms [29] have been employed in pressure
drilling and have demonstrated satisfactory performance results. Viola et al. [22] also
propose a parallel enabled and stability-aware self optimizing control for using numeri-
cal twin instances during the most computationally intensive steps. Several studies have
investigated fuzzy neural network sliding-mode controllers [3, 10, 30]. Fuzzy neural net-
works can reduce the system chattering phenomenon and can train parameters online to
increase the precision of the system. Castaneda et al. [3] and Song et al. [21] used neural
sliding-mode controllers in motors, and online neural network training enabled the system
to overcome lumped uncertainties.

Various neural network structures have been proposed [5, 7, 10, 13, 15, 18, 28]. Hsiao
et al. [10] proposed a neural-network-based approach for delay-dependent robust stability
criteria for dithered chaotic systems with multiple time-delays. Niu et al. [18] proposed
an adaptive NN dynamic surface controller design for nonlinear pure-feedback switched
systems with time-delays and quantized input, showing that the system’s output response
had satisfactory performance. Additionally, Chen et al. [5] researched a rotor fault diag-
nosis system based on sGA-based individual neural networks, utilizing GA algorithms to
search for optimal parameters to address nonlinear system issues.

A wavelet neural network sliding-mode controller [7] was used in a permanent mag-
net synchronous motor, where the width of the wavelet function improved neural network
function. Yin et al. [24] used a Hermite neural network as an activation function. Similarly
to the wavelet function, the width of the Hermite function enabled satisfactory system per-
formance. Studies have also utilized diagonal neural networks with second-order learning
algorithms [13] in system identification [20, 28] due to the faster convergence speed of
second-order algorithms compared to that of first-order algorithms.

Fuzzy controllers and neural networks each have distinctive advantages. Some studies
have combined these two controllers to create adaptive neural fuzzy interface systems
(ANFISs) [14, 25, 26]. Yun et al. used RBFNN and ANFIS to predict the market price
of electricity [25] and demonstrated that ANFIS offered accurate predictions. The power
amplifier modeling conducted in [26] incorporated ANFIS to identify various effects and
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different rules. Liu et al. proposed a new ANFIS structure [14] using numerical analysis
and classification.

3. SynRM mathematical model

The voltage equations of the d− q axis equivalent architecture in a SynRM are expressed
as

Vds = Rsids − ω
R
Lqsiqs + Lds

dids
dt

(1)

Vqs = Rsiqs − ω
R
Ldsids + Lqs

diqs
dt

(2)

where Vds and Vqs are the direct and quadrature axis voltages, respectively. ids and iqs
are the direct and quadrature axis currents, respectively. Lds and Lqs are the direct and
quadrature inductances, respectively. Rs is the copper loss resistor. ω

R
is the rotor velocity

in SynRM.

Fig. 1. Torque architecture of SRM

The torque architecture of SynRM in the mechanical equation that shows in Figure 1,
and the equation is expressed as

Te = Jm
dω

R

dt
+Bmω

R
+ TL (3)

where Te is the torque of SynRM, TL is the external load of torque, Jm is the moment of
inertia, Bm is the coefficient of friction. We can rewrite the dynamic equation 3 as

ω̇r = −Bm

Jm
ω

R
+

1

Jm
(Te − TL) (4)
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We have electromagnetic torque equation in the rotating d− q reference axis as

Te =
3

4
P (Lds − Lqs)idsiqs (5)

where P is the poles in the SynRM. Therefore, the system model of SynRM is showed in
Figure 2.

Fig. 2. Gaussian basis function neural network

4. Design of robust compensation with adaptive fuzzy Hermite
neural network

4.1. SynRM nonlinear system equation
Consider a nonlinear system equation as

ẋ = f(x) + b(x)u, (6)

y = x, (7)

where f(x) and b(x) are unknown real continuous nonlinear functions, u ∈ R is the
control input, y ∈ R is the system output, and x = ωd ∈ R is the state vector of the
system, which we assume to be available for measurement. In order to be controllable for
the dynamic system, function b(x) must be nonzero for vector x in certain controllability
regions. Without loss of generality, we assume that 0 < b(x) < ∞. We can rewrite the
dynamic equation 6 as

ẋ = f1(x) + b1(x)u+ E(x) (8)

where f(x) = f1(x) + f2(x), b(x) = b1(x) + b2(x), E(x) = f2(x) + f2(x), f1(x) and
b1(x) are the known real continuous parameters. f2(x) and b2(x) are the unknown real
continuous parameters.
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Fig. 3. The structure of ANFIS

4.2. Adaptive neural fuzzy inference system

ANFIS (Adaptive Neuro-Fuzzy Inference System) combines fuzzy expert knowledge with
online neural network learning, resulting in better performance than using a simple fuzzy
controller or neural network controller. The ANFIS structure is depicted in Figure 3, con-
sisting of six layers. The first layer serves as the input layer, receiving the error signal into
the network. This can be expressed by the equation:

y11 = e(t), y12 = ė(t) (9)

where e(t) = xd − x, xd is the command speed. Superscript is the n-th network, and
subscript is n-th input.

The second layer is membership function layer, which is used fuzzificationcan to first
layer, and the equation can be expressed as

y2j = exp
[−(e(t)− vj)

2

2d2j

]
(10)

y2j+max j = exp
[−(ė(t)− vj+max j)

2

2d2j+max j

]
(11)

where exp is the function of exponent, max j is the maxima of j, vj is the Gauss function
vertex, dj is the Gauss function width, j is the j-th node.

The third layer is the rule layer, which is used logical product operator to second layer,
so the output can be expressed as

y3i = wi = y2j y
2
j+max j , i = 1, 2, ..., Q (12)



Robust Compensation with AFHNN in Synchronous Reluctance Motors 575

where Q is the rule number.
The fourth layer is normalization layer which is normalize to weight, and we can be

expressed as
y4
R
= w

R
=

wi∑Q
i=1 wi

, R = 1, 2, ..., Q (13)

The fifth layer is the inference system, which is used Sugeno and average weighting
method to defuzzification. The output can be expressed as

y5
R
= w

R
f
ANFIS

(e(t), ė(t)) = w
R
(a

R
e(t) + b

R
ė(t) + c

R
) (14)

where a
R
, b

R
, c

R
> 0, R = 1, 2, ..., Q is the inference function.

The sixth layer is the output layer, which is used the linear combination of fifth layer,
and the output can be expressed as

u
ANFIS

= y6 =

Q∑
R=1

y5
R

(15)

This paper is used the Lyapunov stability and steepest gradient method to convergence
the network in ANFIS, in which we search optimal value of a

R
, b

R
, c

R
. First define the

Lyapunov function as

V1 =
1

2
S2 (16)

where S = h1ė+ e, h1 > 0.
Stability criteria by the Lyapunov function, we must be V < 0 , so that we has update

equation of weight as follows

∆a
R
= −η11

∂V̇1

∂a
R

= −η11
∂SṠ

∂a
R

= −η11
∂Ṡ

∂a
R

(17)

where η11 is the learning rate, η11 > 0 ,and we can rewrite equation 17 by calculus chain
law as

∂Ṡ

∂a
R

=
∂Ṡ

∂u
ANFIS

∂u
ANFIS

∂a
R

(18)

And equation 8 into equation 18, we obtain

∂Ṡ

∂u
ANFIS

=
∂h1ë+ ė

∂u
ANFIS

=
∂(ω̇d − f1(x)− b1(x)uANFIS

− E(x) + h0ë)

∂u
ANFIS

= −b1, (19)

where −b
R
u

ANFIS
= −b

R
u, and ∂u

ANFIS

∂a
R

= wie(t)∑R
i=1 wi

. Hence,

a
R
(t+ 1) = a

R
(t) +∆a

R
(t) = a

R
(t) + η11Sb1

wie(t)∑R
i=1 wi

, (20)

Therefore, we has update equation by b
R

and c
R

as

∆b
R
= −η12

∂V̇

∂b
R

= −η12
∂SṠ

∂b
R

= −η12S
∂Ṡ

∂b
R

, (21)
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b
R
(t+ 1) = b

R
(t) +∆b

R
(t) = b

R
(t) + η12Sb1

wiė(t)∑R
i=1 wi

, (22)

where η12 is the learning rate, η12 > 0.

∆c
R
= −η13

∂V̇

∂c
R

= −η13
∂SṠ

∂c
R

= −η13S
∂Ṡ

∂c
R

, (23)

c
R
(t+ 1) = c

R
(t) +∆c

R
(t) = c

R
(t) + η13Sb1

wi∑R
i=1 wi

, (24)

where η13 is the learning rate, η13 > 0.

Fig. 4. Orthogonal Hermite polynomials

4.3. Robust Compensation with Adaptive Fuzzy Hermite Neural Networks

In neural networks applied to control systems, Gaussian functions are commonly em-
ployed. However, Gaussian functions have a drawback as they require parameters for their
peak and width, necessitating more complex calculations to determine the optimal values
for these parameters. In contrast, Hermite Polynomials have the advantage of expanding
their input range with increasing order, eliminating the need for complex calculations to
determine the optimal width. This not only simplifies the computational burden during
system implementation but also reduces overall computational complexity.

Figure 4 displays the Orthogonal Hermite polynomials, with H1 through H4 repre-
senting polynomials of first to fourth order. Orthogonal Hermite polynomials exhibit a
broader range compared to Gaussian functions. The paper proposes the Adaptive Fuzzy
Hermite Neural Network (AFHNN), which incorporates Orthogonal Hermite polynomi-
als, dynamic weight feedback, and robustness compensation. Finally, we employ Lya-
punov stability to demonstrate system convergence. The AFHNN structure, depicted in
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Fig. 5. The structure of AFHNN

Figure 5, consists of six layers. The first layer serves as the input layer, receiving external
signals into the network. This can be expressed by the equation:

y11 = e(t), y12 = ė(t), (25)

where Superscript is the n-th network, and subscript is n-th input.
The second layer is membership function layer, in which is used fuzzification from

first layer. The equation we can be expressed as

y2j = σj,k(x) (26)

y2j+max j = σj+max j,k(x) (27)

σj,k(x) =
1√

2jj!
√
π
exp−ϑ2

j,k/2 Hj(ϑj,k) (28)

σj+max j,k(x) =
1√

2jj!
√
π
· exp−ϑ2

j+max j,k/2 ·Hj+max j(ϑj+max j,k) (29)

where j is the note. k is the simple time. ϑj,k = e(t) + r1jσj,k−1. exp is the expo-
nential function. ϑj+max j,k = ė(t) + r2jσj,k−1. Hj(ϑj,k) is the Orthogonal Hermite
polynomials. r1j and r2j is the recursive weight. H1(ϑj,k) = 1, H2(ϑj,k) = 2ϑj,k,
Hn(ϑj,k) = 2ϑj,kHn−1(ϑj,k)− 2(n− 1)Hn−1(ϑj,k) when n ≥ 3.

The third layer is the rule layer, which is used logical product operator to second layer,
so the output can be expressed as

y3i = wi = y2j y
2
j+max j , i = 1, 2, ..., Q (30)
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where Q is the rule number. The fourth layer is regularization layer, which is regulated to
weight, and we can be expressed as

y4
R
= w

R
= ζ

R,k
=

wi∑Q
i=1 wi

, R = 1, 2, ..., Q (31)

where k is the simple time of k-th. Fifth layer is the inference system, which is used
Sugeno and average weighting method to defuzzification. The output can be expressed as

y5
R
= w

R
f
AFHNN

(e(t), ė(t)) = ζ
R,k

(a
R
e(t) + b

R
ė(t) + c

R
) = ζ

R,k
ϖ

R
(32)

where a
R
, b

R
, c

R
> 0, R = 1, 2, ..., Q is the inference function. The sixth layer is the

output layer, which is used the linear combination of fifth layer, and the output can be
expressed as

u
AFHNN

=

n∑
R=1

y5
R
= WT(A,B,C) ·φ(R1,R2) (33)

where WT =
[
ϖ1, . . . , ϖQ

]
1×Q

, φT =
[
ζ1, . . . , ζQ

]
1×Q

, AT =
[
a1, . . . , aQ

]
1×Q

,

BT =
[
b1, . . . , bQ

]
1×Q

, CT =
[
c1, . . . , cQ

]
1×Q

. RT
1 =

[
r11, . . . , r1j

]
1×j

, RT
2 =[

r21, . . . , r2j

]
1×j

, a
Q
, b

Q
, c

Q
> 0.

RCAFHNN used the Lyapunov function and feedback learning algorithms [24] to
compensation output distribution. The control input define as

u =
−1

b1(x)

(
−ẋ1+f1(x)+E(x)−h1ë(t)+ė(t)+h2e(t)+h3

∫ t

0

e(t)dt
)
= û+ε1 (34)

where û is the output of RCAFHNN, ε1 is the error between u and û. In the formula of
equation 34, the SRM parameters and lumped uncertainty are unknown. Therefore, we
use AFHNN to track u. Substituting equation 34 to equation 8 can be obtained

ė(t) = −h1ë(t) + h2e(t) + h3

∫ t

0

e(t)dt+ (u− û− ε1) (35)

where u− û− ε1 = 0
Define the estimate error of AFHNN as

ũ = u− û = W∗T (A∗,B∗,C∗)ϕ∗ (R∗
1,R

∗
2)− ŴT(Â, B̂, Ĉ)φ̂

(
R̂1, R̂2

)
− uss

= W∗ Tφ̃+ W̃Tφ̂− uss

(36)
where û = uAFHNN + uss, uss is the control output of robustness compensation. W̃ =
W∗ − Ŵ, φ̃ = φ∗ − φ̂,A∗,B∗,C∗ are the approximation weight of default control
input. R∗

1,R
∗
2 are the approximation recursive weight of default control input. Â, B̂, Ĉ

are the weight of AFHNN. R̂1, R̂2 are the recursive weight of AFHNN.
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Define as

W̃ =

 ϖ̃1

...
ϖ̃Q

 =


∂ϖ1

∂AT

...
∂ϖ̄Q

∂AT


∣∣∣∣∣∣∣
A=Â

(
A∗ − Â

)
+


∂ϖ1

∂BT

...
∂ϖ̄Q

∂BT


∣∣∣∣∣∣∣
B=B̂

(
B∗ − B̂

)

+


∂ϖ1

∂CT

...
∂ϖ̄Q

∂CT


∣∣∣∣∣∣∣
C=Ĉ

(
C∗ − Ĉ

)
+φH2 = WT

AÃ+WT
BB̃+WT

CC̃+ φ
H2

(37)

φ̃ =

 ς̃1
...
ς̃Q

 =


1
2

(
∂ζ1
∂RT

1
+ ∂ζ1

∂ζj,k−1

∂ζj,k−1

∂RT
1

)
...

1
2

(
∂ζQ
∂RT

1
+

∂ζQ
∂ζQ,k−1

∂ζQ,k−1

∂RT
1

)

∣∣∣∣∣∣∣∣∣
R1−R̂1

(
R∗

1 − R̂1

)

+


1
2

(
∂ζ1
∂RT

2
+ ∂ζ1

∂ζj,k−1

∂ζj,k−1

∂RT
2

)
...

1
2

(
∂ζQ
∂RT

2
+

∂ζQ
∂ζQ,k−1

∂ζQ,k−1

∂RT
2

)
∣∣∣∣∣∣∣∣∣
R2−R̂2

(
R∗

2 − R̂2

)
+φH1

= φT
R1

R̃1 + φT
R2

R̃2 + φHl

(38)

where

WA =


∂ϖ1

∂a1

∂ϖ2

∂a1
· · · ∂ϖQ

∂a

∂ϖ1

∂a2

... · · ·
...

...
... · · ·

...
∂ϖ1

∂aQ

∂ϖ2

∂aQ
· · · ∂ϖQ

∂aQ


Q×Q

∣∣∣∣∣∣∣∣∣∣∣∣
A=Â

;

WB =
[

∂ϖ1

∂B
∂ϖ2

∂B · · · ∂ϖQ

∂B

]
Q×Q

∣∣∣∣
B=B̂

;

WC =
[

∂ϖ1

∂C
∂ϖ2

∂C · · · ∂ϖQ

∂C

]
Q×Q

∣∣∣∣
C=Ĉ

;
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φT
R1

=


1
2 (

∂ζ1
∂R1

+ ∂ζ1
∂ζ1,k−1

∂ζ1,k−1

∂R1
)

1
2 (

∂ζ2
∂R1

+ ∂ζ2
∂ζ2,k−1

∂ζ2,k−1

∂R1
)

...
1
2 (

∂ζ
Q

∂R1
+

∂ζ
Q

∂ζ
Q,k−1

∂ζ
Q,k−1

∂R1
)


Q×j

∣∣∣∣∣∣∣∣∣∣∣∣
R1=R̂1

;

φT
R2

=


1
2 (

∂ζ1
∂R2

+ ∂ζ1
∂ζ1,k−1

∂ζ1,k−1

∂R1
)

1
2 (

∂ζ2
∂R2

+ ∂ζ2
∂ζ2,k−1

∂ζ2,k−1

∂R1
)

...
1
2 (

∂ζ
Q

∂R2
+

∂ζ
Q

∂ζ
Q,k−1

∂ζ
Q,k−1

∂R1
)


Q×j

∣∣∣∣∣∣∣∣∣∣∣∣
R2=R̂2

;

Ã = A∗ − Â; B̃ = B∗ − B̂; C̃ = C∗ − Ĉ; R̃1 = R∗
1 − R̂1; R̃2 = R∗

2 − R̂2

φ
H1
, φ

H2
are the higher-order error in Taylor expansion.

Substituting equation 37-38 to equation 36 can be obtained

ũ = W⋆Tφ̃+ W̃Tφ̂− uss = ŴTφ̃+ W̃Tφ̃+ W̃Tφ̂− uss

= ŴT
(
φT

R1
R̃1 +φT

R2
R̃2

)
+

(
WT

AÃ+WT
BB̃+WT

CC̃
)T

φ̂− uss + L1

(39)

where L1 = W̃Tφ̃ + φT
H2
φ̂ + ŴTφ

Hl
is the total estimation error in AFHNN. Define

Lyapunov function as

V2 =
1

2
S2 +

1

2n1
ÃTÃ+

1

2n2
B̃TB̃+

1

2n3
C̃TC̃

+
1

2n4
R̃T

1 R̃1 +
1

2n5
R̃T

2 R̃2 +
1

2n6
L̃2

(40)

where L̃ = L− L̂, L is the lump uncertainty of RCAFHNN and system, S(t) = h1ė(t)+
e(t), n1, n2, n3, n4, n5, n6 > 0.

Differential the equation (38), and subsisting equation (37), we get
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V̇2 = SṠ − 1

n1
ÃT ˙̂

A− 1

n2
B̃T ˙̂

B− 1

n3
C̃T ˙̂

C− 1

n4
R̃T

1
˙̂
R1 −

1

n5
R̃T

2
˙̂
R2 −

1

n6

˜̂
L
˙̂
L

= S

(
−h1ë(t) + h2e(t) + h3

∫ t

0

e(t)dt+ (u− û− ε1) + h1ë

)
− 1

n1
ÃT ˙̂

A− 1

n2
B̃T ˙̂

B

− 1

n3
C̃T ˙̂

C− 1

n4
R̃T

1
˙̂
R1 − 1

n5
R̃T

2
˙̂
R2 −

1

n6

˜̃L
˙̂
L

= S

(
h2e(t) + h3

∫ t

0

e(t)dt+ ũ− ε1

)
− 1

n1
ÃT ˙̂

A− 1

n2
B̃T ˙̂

B− 1

n3
C̃T ˙̂

C− 1

n4
R̃T

1
˙̂
R1

− 1

n5
R̃T

2
˙̂
R2− 1

n6

˜̂
L
˙̂
L

= S
(
ε1 + ŴT

(
φT

R1
R̃1 +φT

R2
R̃2

)
+

(
WT

AÃ+WT
BB̃+WT

CC̃
)
φ̂− uss + h2e(t)

+ h3

∫ t

0

e(t)dt+ L1 − ε1

)
− 1

n1
ÃT ˙̂

A− 1

n2
B̃T ˙̂

B− 1

n3
C̃T ˙̂

C− 1

n4
R̃T

1
˙̂
R1 −

1

n5
R̃T

2
˙̂
R2

− 1

n6

˜̂
L
˙̂
L

(41)
Define as

L = (−ε1 + L1) (42)

Therefore, we can get the adaptive law and robust compensation as

uss = h2e+ h3

∫ t

0

e(t)dt+ kvS + L̂ (43)

˙̂
A = n1SWAφ̂ (44)
˙̂
B = n2SWBφ̂ (45)
˙̂
C = n3SWCφ̂ (46)
˙̂
R1 = n4SφR1

Ŵ (47)

˙̂
R2 = n5SφR2

Ŵ (48)

˙̂
L = n6S (49)

As we can observe in equations (43) to (49), the input control variables used do not depend
on system parameters. In other words, the proposed controller in this paper can be applied
to parameterless systems as well as nonlinear systems. The use of Lyapunov convergence
criteria ensures the updating of neural network parameters, overcoming uncertainties dur-
ing the operation of the motor system. Replacing traditional Gaussian functions with Her-
mite Polynomials eliminates the need to calculate optimal peak and width parameters.
Substituting equation 43-49 to 41, we have

V̇ = −kvS
2 ≤ 0 (50)
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We can know the SRM is convergence of Lyapunov function by 50. Then define as

ξ(t) = kvS
2 (51)

Integrating equation 51, we have∫ t

0

ξ(τ)dτ = V
(
S(0)

)
− V

(
S(t)

)
(52)

Because V
(
S(0)

)
and V

(
S(t)

)
are bounded, hence

lim
t→∞

∫ t

0

ξ(τ)dτ < ∞ (53)

According Barbalat lemma [17], we have

lim
t→∞

ξ(τ) = 0 (54)

When t → ∞, then S → 0 and height error e(t) → 0.

Fig. 6. Block of ANFIS

5. Experimental results

In the experiments, we aim to compare the differences between using ANFIS and the
proposed neural control method in SRMs (Synchronous Reluctance Motors).
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Fig. 7. Block of RCAFHNN

Fig. 8. Synchronous reluctance motors equipment
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We have designed experiments to track motor speed errors in various demanding con-
trol scenarios during experimental testing. These scenarios include motor operation under
no-load conditions, loaded conditions, and with different speed commands. We will assess
the performance of the velocity controller in response to these scenarios.

The ANFIS work environment is illustrated in Figure 6. Initially, the command speed
is set using a computer, and the system calculates the error between the command speed
and the system output. The error signal is then fed into ANFIS, and the control input is
calculated. Finally, the Lyapunov function is utilized to adjust the ANFIS weight values
until the error approaches zero.

The RCAFHNN work environment is depicted in Figure 7. Similarly, the command
speed is set using a computer, and the system calculates the error between the command
speed and the system output. This process yields both the error and differential error
signals. These signals are then input into AFHNN, and the control output is calculated to
yield uAFHNN and uss. Finally, the Lyapunov function is employed to adjust the AFHNN
weight values until the error approaches zero, and the robust composition controller com-
pensates for the lump uncertainty of SRM.

The RCAFHNN demonstrates an improvement in handling lump uncertainty, param-
eter variations, and external load in SRMs. Figure 8 illustrates the experimental SRM
equipment. The controller was implemented using the ds1104 Card from dSPACE Com-
pany. The parameters utilized in this study are presented in Table 1.

Table 1. controller and SynRM parameters
Control Methods Motor Parameters Controller Parameters Public Parameters

ANFIS
Jm = 0.00076 η1 = 0.01, η2 = 0.01 a1∼9 = 2, b1∼9 = 50
Bm = 0.00012 η3 = 0.01 c1 = −0.1, c2 = −0.1

RCAFHNN

h2 = 60, h3 = 1 c3 = 0, c4 = −0.1
kv = 100 n1 = 0.01 c5 = 0, c6 = 0.1
n2 = 0.01 n3 = 0.001 c7 = 0, c8 = 0.1
n4 = 0.001 n5 = 0.001 c9 = 0.1, j = 3
n6 = 0.001 n7 = 0.001 h1 = 90, R = 9
n8 = 20

Figure 9 shows the simulation output responses, error responses, A phase current com-
parison for initial command speed 800rpm at 0 ≤ t < 5 sec, and the changed command
speed 1200rpm at t ≥ 5 sec of ANFIS and RCAFHNN. In Figure 9, RCAFHNN can
track command speed faster than ANFIS at transient response, and accurate steady-state
tracking speed when the command speed is changed.

Figure 10 are the simulation output responses, error responses, A phase current com-
parison for time varying command speed 800+100 sin(2πt) rpm of ANFIS and RCAFHNN.
In Figure 10, RCAFHNN has better tracking ability and error faster convergent.

Figure 11 is shown command speed 600rpm and initial external load is added 0.35NT-
m, then we change external load is added 0.9NT-m at t ≥ 10 of ANFIS and RCAFHNN.
In figure 11, we show output response, output amplifier response, error response, A phase
current comparison, neural network output and Phase plane for the error and differen-
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(a) (b)

(c) (d)

Fig. 9. Simulation responses of RCAFHNN and ANFIS for command speed 800rpm at
0 ≤ t < 5 and 1200rpm speed command at t ≥ 5 sec (a) comparison of output
responses, (b) zoomed-in comparison of output responses, (c) comparison of error
responses, (d) output of AFHNN, (e) robust compensation
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(a) (b)

(c) (d)

Fig. 10. Simulation responses of RCAFHNN and ANFIS at command speed
800 + 100 sin(2πt) and added external load 0.8 NT-m at t ≥ 10 seconds (a) comparison
of output responses, (b) zoomed-in comparison of output responses, (c) comparison of
error responses, (d) output of AFHNN
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tial error. Figure 11 (a)-(d), ANFIS tracking slowly of command speed at transient state.
RCAFHNN has the faster tracking error and stability control output.

(a) (b)

(c) (d)

Fig. 11. Experimental responses of RCAFHNN and ANFIS at command speed 600rpm
an 0.35NT-m external load is added at initial. At t ≥ 10 seconds, an 0.9NT-m external
load is added. (a) comparison of output responses, (b) zoomed-in comparison of output
responses, (c) comparison of error responses, (d) Output of AFHNN

Figure 12 is shown command speed 600rpm and initial external load is added 0.35NT-
m, then we change command speed 800rpm at t ≥ 5 and external load is added 0.9NT-m
at t ≥ 10 of ANFIS and RCAFHNN. In figure 12, we show output response, output
amplifier response and error response, A phase current comparison and neural network
output. In figure 12, we can know that RCAFHNN has better tracking error when change
the command speed and external load.

Figure 13 is shown time varies command speed 700+100 sin(2πt) rpm and initial ex-
ternal load is added 0.35NT-m, then we change external load is added 0.9NT-m at t ≥ 10
of ANFIS and RCAFHNN. In figure 13, we show output response, output amplifier re-
sponse, error response, A phase current comparison, and neural network output. In figure
13, RCAFHNN track the sine wave has the better ability than ANFIS, and RCAFHNN
has faster track error when change external load.

Table 2 and Table 3 compares the experimental RMSEs. The performance index,
RMSE, is defined as follows:
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(a) (b)

(c) (d)

Fig. 12. Experimental responses of RCAFHNN and ANFIS at command speed 600rpm
is 0 ≤ t < 5 seconds and 800rpm speed command in with an 0.35NT-m external load is
added at initial. At t ≥ 10 seconds, an 0.9NT-m external load is added. (a) comparison of
output responses, (b) zoomed-in comparison of output responses, (c) comparison of error
responses, (d) Output of AFHNN
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(a) (b)

(c) (d)

Fig. 13. Experimental responses of RCAFHNN and ANFIS at command speed
700 + 100 sin(2πt) rpm and an 0.35NT-m external load is added at initial. At t ≥ 10
seconds, an 0.9NT-m external load is added. (a) comparison of output responses, (b)
zoomed-in comparison of output responses, (c) comparison of error responses, (d)
Output of AFHNN
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RMSE =

√∑α
i=1 e

2 [i]

α
(55)

where α is the number of the sampled points. Table 2 and Table 3 clearly demonstrates that
RCAFHNN outperforms the ANFIS schemes under all operational conditions because of
its energy control input is consider in controller. The experimental results conclusively
establish the regulation ability of the proposed RCAFHNN over a wide range of speeds,
its dynamic tracking capability, and its robustness.

Table 2. Simulation Comparsion of RMSE
Control Methods 800rpm to 1200rpm 800+100sin(2πt) rpm with load

ANFIS 0.3268 1.5906
RCAFHNN 0.1831 1.2920

Table 3. Implement Comparsion of RMSE with load
Control Methods 600rpm 600rpm to 800 rpm 700+100 sin(2πt)rpm

ANFIS 40.0064 44.9906 120.2712
RCAFHNN 25.4595 28.2062 117.5688

6. Conclusion

This study successfully implemented the RCAFHNN (robust compensation scheme us-
ing adaptive fuzzy Hermite neural networks) in an SRM (synchronous reluctance motor).
The RCAFHNN used adaptive laws to train weights online. Lyapunov stability was used
to confirm the stability of the SRM. Moreover, the RCAFHNN offered satisfactory per-
formance in handling lumped uncertainty and nonlinear dynamics. Finally, it can adapt to
and track changes in speed and external load at transient and steady states, in spite of sine
waves. Simulation and experimental results demonstrated the advantages of the proposed
method.
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Abstract. In light of advancements in information technology and the widespread
impact of the COVID-19 pandemic, consumer behavior has undergone a significant
transformation, shifting from traditional in-store shopping to the realm of online
retailing. This shift has notably accelerated the growth of the online retail sector.
An essential advantage offered by e-commerce lies in its ability to accumulate and
analyze user data, encompassing browsing and purchase histories, through its rec-
ommendation systems. Nevertheless, prevailing methodologies predominantly rely
on historical user data, which often lack the dynamism required to comprehend
immediate user responses and emotional states during online interactions. Recog-
nizing the substantial influence of visual stimuli on human perception, this study
leverages eye-tracking technology to investigate online consumer behavior. The re-
search captures the visual engagement of 60 healthy participants while they engage
in online shopping, while also taking note of their preferred items for purchase. Sub-
sequently, we apply statistical analysis and machine learning models to unravel the
impact of visual complexity, consumer considerations, and preferred items, thereby
providing valuable insights for the design of e-commerce platforms. Our findings
indicate that the integration of eye-tracking data into e-commerce recommendation
systems is conducive to enhancing their performance. Furthermore, machine learn-
ing algorithms exhibited remarkable classification capabilities when combined with
eye-tracking data. Notably, during the purchase of hedonic products, participants
primarily fixated on product images, whereas for utilitarian products, equal atten-
tion was dedicated to images, prices, reviews, and sales volume. These insights hold
significant potential to augment the effectiveness of e-commerce marketing endeav-
ors.

Keywords: recommender systems, eye tracking, shopping preferences, machine
learning, consideration factors.
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1. Introduction

In recent years, the COVID-19 pandemic and the widespread adoption of computer equip-
ment and the internet have led to a significant shift in consumer behavior, with a growing
preference for e-commerce over physical retail shopping. The Ministry of Economy of
Taiwan reports a steady annual increase in online sales, reaching NT$430.3 billion in
2021, a 24.5% year-on-year growth that constituting 10.8% of the total retail industry, a
record high. The e-commerce sector shows continuous growth potential. Understanding
consumers is critical for the success of e-commerce, which relies on three key elements:
quality products, well-designed websites, and effective marketing. Successful platforms
like Amazon and Netflix owe part of their triumph to their recommendation systems,
which employ vast amounts of data (e.g., product data, user interactions, behavior, and
personal information) and robust algorithms to predict products of interest to customers.
Personalized recommendations contribute to increased sales, user satisfaction, and plat-
form traffic, as evidenced by approximately 35% of Amazon purchases and 75% of Netflix
content views originating from personalized recommendations [1]. Visual stimuli signif-
icantly impact consumer purchase intentions, accounting for 87% of sensory informa-
tion received by humans [2–4]. Eye-tracking technology, utilizing advanced sensors and
instruments, enables the detection of human visual activity, providing insights into con-
sumer interests. Most e-commerce platforms rely on historical shopping and browsing
data to create recommendation systems [5]. However, for new platforms or customers
without such data, the absence of effective recommendations remains a challenge. Eye-
tracking addresses this limitation by analyzing real-time consumer visual activity, offer-
ing precise insights into consumer psychology and behavior, thus enhancing recommen-
dations for new customers and platforms. Recent developments in eye-tracking systems
using webcams have reduced costs, making eye-tracking more prevalent [6, 7]. However,
the vast amount of consumer data collected by e-commerce platforms burdens the system,
prompting a shift towards machine learning and deep learning methods for more efficient
data processing and analysis. This study aims to employ statistical analysis and machine
learning with eye-tracking data to analyze consumers’ shopping preferences and factors
influencing their behavior, providing valuable insights for e-commerce platform devel-
opment [8–16]. The study will collect visual activity data during online shopping using
eye-tracking technology, aiming to establish a model for analyzing consumer shopping
interests and validate conclusions from the literature review. Participants will wear eye-
tracking devices while browsing shopping websites, and their desired purchase items will
be documented. The recorded eye movement indicators and purchase choices will help
achieve the study’s objectives. The purpose of this study is as follows:

1. Utilize eye-tracking data combined with personal input information from participants
to employ machine learning techniques in predicting participants’ desired products.
This would provide a reference for integrating eye-tracking data into future recom-
mendation systems.

2. Investigate whether the complexity of product images affects eye movement indica-
tors when participants view products. It is hypothesized that when participants view
products with higher image complexity, their fixation count, fixation duration, visit
duration, and visit frequency will be higher compared to products with lower image
complexity.
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3. Use eye movement indicators to explore participants’ attention allocation to different
product information during online shopping. Generally, attention level is positively
correlated with fixation duration and fixation count. Therefore, this study anticipates
analyzing participants’ level of interest in various product information based on fixa-
tion duration and fixation count.

This research utilizes eye-tracking technology to investigate consumers’ online shop-
ping behavior and preferences, aiming to provide insights and recommendations for e-
commerce platforms.
Participants in this study will wear eye-tracking devices to record eye movement data
during the shopping process. After product selection, they will complete a survey to in-
dicate their intended purchases. The data analysis section will involve examining and
discussing the collected eye movement data.The research comprises six chapters. Chapter
One serves as an introduction, providing background information and motivation for us-
ing eye-tracking analysis in online shopping and outlining the research objectives. Chapter
Two presents a literature review, discussing past relevant studies, including eye-tracking
technology and its commercial applications, machine learning classification algorithms,
related eye movement classification research, and effectiveness, as well as basic recom-
mendation system algorithms and eye-tracking applications. Chapter Three outlines the
research methodology, detailing the participants, equipment, experimental procedures,
data analysis, and the analysis model framework. Chapter Four showcases the experimen-
tal results, presenting the predictive effectiveness of eye movement data in determining
shopping preferences, analyzing the impact of product image complexity on eye move-
ment indicators, and exploring consumers’ attention allocation during online shopping.
Chapter Five discusses the results from Chapter Four, speculating on potential reasons for
findings and addressing study limitations. Finally, Chapter Six presents the conclusion,
summarizing the experimental findings and suggesting future research directions.

2. Related Work

2.1. Eye-Tracking Technology and Relevant Research in Business Behavior

Eye-Tracking Technology and Indicators Eye Tracker is a device that utilizes high-
resolution cameras to capture human eye images at different intervals. Computer analysis
software processes the eye data, allowing researchers to record human visual activity.
Eye-tracking enables the observation of eye fixations, saccades (rapid eye movements be-
tween fixations), and changes in pupil size, among other information. Its applications are
widespread, being used in neuroscience , human factors engineering , sports science , user
experience research , and other fields to conduct further studies and investigations.This
section introduces the important indicators of eye-tracking [17–23], eye-tracking technol-
ogy has already been applied in a lot of different fields, Stember et al. found that eye
tracking technology can generate segmentation masks for deep learning semantic seg-
mentation in healthcare, achieving similar results to manually annotated masks, with the
potential to enhance efficiency in radiology clinical workflow [24]. Nugrahaningsih et al.
explored the use of gaze data to distinguish between Visual and Verbal learning styles,
demonstrating a significant correlation when presenting information graphically and in
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text, offering valuable insights into the application of eye tracking technology in learn-
ing styles research [25]. Eye tracking, integrated into specialized eye-tracking devices
and incorporated into PC/Pad, AR/VR/XR, automobiles, and other specific equipment,
has found extensive applications in fields such as scientific research, healthcare, gaming,
market research, education and training, design, and manufacturing.
Area of Interest (AOI) refers to the region of interest where researchers intend to observe
participants’ visual movements. Saccades are the rapid movements of both eyes between
fixations, while fixations involve focusing on a specific location for a certain period. Fix-
ations are vital indicators in eye-tracking research and are closely related to attention.
Eyes possess powerful communicative abilities, and eye contact and gaze direction are
central to human communication. In various fields, the above-mentioned eye-tracking
indicators can be used to study and explore human behavior. Recent years have seen
extensive use of eye-tracking in the field of Human-Computer Interaction (HCI) and it
holds significant development potential [26]. Therefore, this research aims to utilize eye-
tracking technology to investigate consumers’ online shopping behavior and gain insights
into human psychology through visual communication.

Eye-Tracking and Consumer Behavior Eye movement indicators, documenting con-
sumers’ visual engagement during shopping, can reveal valuable insights into their pur-
chasing decisions. Past research has highlighted a direct correlation between high eye
movement metrics (like Number of Fixations, Total Fixation Duration, Total Visit Dura-
tion) and consumer engagement, especially with particular products [27]. Furthermore,
studies using these metrics have successfully predicted product attractiveness and poten-
tial purchases [28, 29].
It’s noteworthy, however, that the utilization of predictive models with these metrics re-
mains under-explored. Likewise, studies have identified gender-based differences in con-
sumers’ attention to product information and their opinion through eye movement indica-
tors [30]. Consequently, this study aims to leverage eye movement data like fixation count
and duration, and visit duration to predict consumer product interest, providing businesses
with critical insights for strategic development.

Image Complexity and Eye Movement Data The eyes, acting as information conduits
to the brain, are influenced by visual stimuli, affecting interpretation time and eye move-
ment data. Visual stimuli intensity, related to stimulus complexity, can be divided into
feature complexity (e.g., color, brightness), element complexity (diversity of elements,
irregularity), and arrangement complexity (irregular or asymmetric arrangement). Studies
show that on e-commerce platforms, product image background complexity impacts con-
sumer attention; products with high complexity garner higher attention, while medium
complexity enhances purchase intent [31]. Likewise, images with more elements increase
fixation count and visit duration due to their information-rich complexity [32].
Therefore, this study investigates whether image complexity affects eye movement data,
validating prior research consistency. The results will help determine image complexity
as a potential factor when integrating eye movement data into recommendation systems.
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2.2. Machine Learning

Supervised Learning Supervised Learning, a key machine learning branch known for
its accuracy, utilizes training and test datasets [33–35]. The training dataset, comprising
features and corresponding labels, aids in developing a model that can map these inputs to
outputs and predict new data. This iterative learning model constantly adjusts its structure
for enhanced performance. The test dataset measures the model’s proficiency in predict-
ing unknown data and checks for overfitting. Supervised learning includes regression and
classification models, with the former predicting numerical values and the latter catego-
rizing data. Given this research aims to classify consumer-interest products, a classifica-
tion model is employed. Subsequent sections will explore machine learning classification
models, including Decision Trees, Support Vector Machine (SVM), Random Forest, and
Gradient Boosting Trees.

Decision Tree, DT The structure of a decision tree resembles an upside-down tree, com-
posed of nodes and branches. Starting from the root node, which represents the entire
sample set, each internal node represents a rule. Based on the rule’s conditions, the data
is branched out, and decisions are made. This process is repeated until all data is classi-
fied, and the nodes with completed branches become the leaf nodes [36]. For classification
problems, decision trees often use metrics such as Information Gain, Gain Ratio, and Gini
Index to evaluate the quality of branches. These metrics are explained as follows:

1. Information Gain
First, we need to define the measure of uncertainty for a random variable, which is
called entropy. Let’s assume a dataset D, and the entropy of D is given by Equation
1:

Entropy(D) = −
K∑

k=1

pk log2 pk (1)

Here, pk represents the proportion of class k in the dataset D, and log2 is the log-
arithm with base 2, which ensures that the entropy falls within the range of 0 to 1.
Information Gain represents the change in entropy before and after a split. It is cal-
culated based on a rule A that partitions the sample data D into j nodes. The number
of samples in the i− th node is denoted by number of Di. The formula for Informa-
tion Gain, as given by Equation 2, is used to measure the effectiveness of rule A in
partitioning the samples:

Gain(D,A) = Entropy(D)−
j∑

i=1

numberofDi

numberofD
Entropy(D) (2)

A larger Information Gain indicates that the rule A results in greater purity of sample
partitioning. Consequently, the rule with the highest Information Gain is selected to
perform the split in the decision tree.

2. Information Gain Ratio
Information Gain prefers choosing rules that can branch into more subsets of data to
maximize data purity. However, using Information Gain as an evaluation criterion for
branching can lead to decision trees with reduced generalization ability, resulting in
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adverse effects on classification problems. Therefore, the Information Gain Ratio is
introduced as an improvement to address this issue, showing a preference for rules
that branch into fewer subsets of data, as shown in Equation 3.

GainRatio(D,A) =
Gain(D,A)

−
∑j

i=1
numberofDi

numberofD log2
numberofDi

numberofD

(3)

3. Gini Coefficient
The Gini coefficient is another method for calculating impurity.

Gini(D) = 1−
K∑

k=1

p2k (4)

Support Vector Machine SVM’s key principle involves using kernel functions to project
low-dimensional inseparable data into high-dimensional space, where it locates an op-
timal hyperplane that efficiently distinguishes different classes of data [37, 38]. Addi-
tionally, SVM strives to optimize the margin of separation, ensuring the largest possible
boundary region. Its mathematical solution is as follows:

max
w

{
2

∥w∥

}
subjecttoyi

(
wTxi + γI

)
≥ I, ∀i = 1, . . . , n (5)

The support vector machine (SVM) model can be viewed as an optimization problem,
where the equation wTxi + γI represents the separating hyperplane. The objective is to
maximize the margin of separation while ensuring the ability to classify different types of
data, as shown in Equation 5.

Random Forest Random Forest’s classification result of each tree is resolved via ma-
jority voting, determining the final outcome [39]. As part of the bagging algorithm [40],
Random Forest applies the law of large numbers and random ensembles, significantly
mitigating the risk of decision tree overfitting.

Extreme Gradient Boosting XGBoost generates trees in a sequential manner. The de-
cision trees generated later are focused on reinforcing the learning and correcting errors
from the previous trees, creating interdependence among the trees. Additionally, XGBoost
incorporates regularization terms L1/L2Regularization into its objective function to
control the model’s complexity and reduce the risk of overfitting [41]. Below is a brief
explanation of the objective function used in XGBoost:

Obj(t) =

n∑
i=1

l
(
yi, ŷ

t−1
i + ft (xi)

)
+Ω (ft) + constant (6)

The objective function of Extreme Gradient Boosting (XGBoost) model consists of two
components, namely the loss function l and the regularization function Ω. The loss func-
tion is used to measure the error between actual values and predicted values, while the
regularization function serves as a penalty term to control the model’s complexity and
prevent overfitting.
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Eye Tracking Data and Machine Learning Eye tracking data analysis has increasingly
incorporated machine learning algorithms in recent years. Schweikert et al. employed Ad-
aBoost, Mixed Group Ranks (MGR), RF, and Multi-layer Combinatorial Fusion (MCF)
to predict image attractiveness using visual data such as the final 200 milliseconds of
fixation time, total visit duration, and movement count between facial features. The pre-
cision of AdaBoost and RF was 0.938 and 0.949, respectively, signifying both ensem-
ble algorithms’ accuracy in predicting such data. The MCF algorithm also outperformed
MGR, indicating its potential for further refinement [42]. Additionally, machine learning
has been used with eye tracking data in business, with Pfeiffer et al. utilizing algorithms
like LR, RF, and SVM to differentiate between goal-directed and exploratory search be-
haviors in physical and VR shopping scenarios. Notably, SVM excelled in classification
accuracy, with all three algorithms achieving over 70% accuracy and demonstrating effi-
cacy in small sample sizes [16]. The studies underscore machine learning’s competence
in classifying eye tracking data and its enhanced interpretability relative to deep learning.
These algorithms not only rank indicator importance, aiding in identifying critical predic-
tive factors, but also offer profound managerial insights. Hence, this study seeks to use
machine learning to classify eye tracking data in consumer research.

2.3. Recommendation System

Collaborative Filtering Recommendation Collaborative Filtering (CF) is a recommen-
dation method based on a user’s past purchase behavior and ratings given to products
within the system, as well as the collaborative behavior and ratings of other users. Through
algorithms, it calculates the similarity of users’ preferences and provides product recom-
mendations accordingly [43–45]. As shown in Figure 1, if User A has purchased and rated
products 1, 2, and 4 positively, and User C has purchased products 1 and 4 and given sim-
ilar ratings as User A, then collaborative filtering algorithms identify the similarity in
preferences between User A and User C. As a result, the system automatically recom-
mends product 2 to User C. Collaborative filtering recommendation has the advantage of
being able to recommend suitable products based on consumers’ preferences. However, it
also faces two major problems: firstly, if the majority of users have not rated the products,
there will be a lack of essential recommendation basis, resulting in the sparsity problem;
secondly, when new users enter the system without past purchase and rating history, or
when new products have no ratings, collaborative filtering recommendation lacks histori-
cal information and becomes ineffective, which is known as the cold start problem [5].

Content-Based Filtering Recommendation Content-Based Filtering (CBF) is a recom-
mendation method that relies on the features of products themselves, the products that
users search for, the features of previously purchased products, and the information pro-
vided by users when they join the platform. Through algorithms, it calculates the preferred
product features of users and generates recommendations for products that users might be
interested in, as depicted in Figure 2. Content-Based Filtering does not require the use of
other users’ data and solely relies on the comparison and recommendation of individual
users’ preferences and product features. Therefore, during the early stages of platform
construction with limited user data and product ratings, Content-Based Filtering can ef-
fectively address the sparsity problem and cold start problem encountered in collaborative
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filtering recommendations. However, Content-Based Filtering has two main drawbacks:
Firstly, since it calculates recommendations based on product features, it necessitates the
appropriate and comprehensive definition of features for each product [46]. Secondly,
Content-Based Filtering’s primary limitation lies in using consumer preferences for prod-
uct features as the basis for recommendations, which tends to recommend products of
the same type. Consequently, new products with unique features might not be effectively
recommended, leading to a lack of exposure to diverse products, known as the Over Spe-
cialization Problem [47].

Fig. 1. Collaborative filtering recommendation

Fig. 2. Content-based filtering recommendation

Hybrid Recommendation and Eye Tracking Applications In response to the inherent
constraints of single recommendation methods, research has focused on Hybrid Recom-
mendation [48], combining different algorithms to improve basic systems. For instance,
Basiri et al. utilized the Ordered Weighted Averaging (OWA) algorithm [49] to calculate
weights for five classifiers, effectively addressing the cold start problem for new users or
products [50]. Walek and Fojtik, in 2020, introduced a hybrid method incorporating an
expert system for final ranking, which outperformed traditional methods in movie recom-
mendations [51]. While existing website-based recommendation systems lack dynamic
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channels for capturing real-time user experiences, the maturation of eye-tracking tech-
nology has offered deeper insights into user behavior. Hence, recent studies have begun
integrating eye-tracking indicators into systems for more precise recommendations. For
example, Song and Moon combined gaze indicators and social behavior data into their
recommendation model [52], and other researchers have used webcams to record users’
eye movements and facial expressions while viewing products to offer tailored recom-
mendations [53].
These studies highlight the evolution of recommendation systems, incorporating multiple
methods, including eye-tracking, to improve accuracy and user satisfaction. This integra-
tion offers a unique approach to predicting consumer interests, ensuring a more personal-
ized user experience.

3. Research Method

3.1. Research Subjects

60 participants, devoid of eye disease history and color blindness, aged 18-35 with a
minimum corrected visual acuity of 0.8, were recruited for this study, regardless of gen-
der. Participants were sourced via social media networks. Prospective participants filled
out an online form detailing the experiment’s location, content, procedures, and potential
risks. This ensured participant understanding prior to commitment to participation. Addi-
tionally, the form surveyed participant’s eye health, contact information, and experiment
scheduling availability. Suitable participants were chosen based on the form responses,
and subsequently contacted for further arrangements. The study was ethically approved
by the Research Ethics Committee of National Tsing Hua University.

3.2. Experimental Equipment

The Ergoneers Dikablis Glasses 3 eye-tracking system, depicted in Figure 3, was em-
ployed to monitor eye positions and document eye movements in this study. The eye-
tracking system comprises a front camera (field/scene camera) capturing the environment
and dual eye cameras recording binocular movements. The front camera, operating at 30
fps, records the participant’s field of view with a resolution of 1920∗1080 pixels. The
eye cameras, functioning at 60Hz with a 648∗488 pixel resolution, permit exact partici-
pant eye movement tracking. The eye-tracking system is connected to the computer, and
the information recorded by the front and eye cameras is transmitted to the computer.
The system utilizes two-dimensional barcode (Marker) technology as the calibration ref-
erence for Areas of Interest (AOI). In this study, we aim to observe participants’ visual
activities during online shopping, with the focus on their gaze within the computer screen.
Therefore, AOIs will be set on the information displayed on the computer screen.

3.3. Experimental Procedure

The experimental setup, conducted in an indoor laboratory, is depicted in Figure 4. The
primary experimenter readies the experimental environment before participant involve-
ment. Participants are subsequently familiarized with the eye-tracking device and cali-
brated to ensure precise eye movement capture. Upon verification of successful visual
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Fig. 3. Ergoneers Dikablis Glasses 3 Eye Tracker (Source: Ergoneers)

activity capture, the team delineates the experimental purpose, procedure, potential risks,
benefits, and data management to participants. Participants are requested to sign a consent
form following explanation, preceding the actual experiment.
The experiment primarily aims to amass eye-tracking data and evaluate participant prod-
uct choices during a shopping task. Three product categories, shoes, clothes, and ear-
phones, are utilized to gauge the performance of machine learning models across diverse
product categories. Test groups for shoes and earphones are segmented into low and high
image complexity subgroups, to further explore image complexity impact. Participants
don the eye-tracking device during the experiment, recording their eye movements while
making product selections, before proceeding to subsequent product tests. Upon comple-
tion of all product category experiments, the research team facilitates eye-tracking device
removal, signifying the conclusion of the experiment.

3.4. Experimental Design

Experimental Material Selection Three daily-use products, shoes, clothes, and ear-
phones, were selected for this study, categorized based on their type. Dhar and Werten-
broch’s research shows that consumer buying decisions are influenced by hedonic and
utilitarian consideration [54], thus allowing for a classification into hedonic and utilitarian
goods. Utilitarian goods, including items like earphones, are characterized by functional
utility, with consumers prioritizing aspects such as functionality, quality, and price. In
contrast, hedonic goods, such as clothes, offer experiential consumption, providing plea-
sure and enjoyment. The experimental products, shoes and clothes (hedonic goods) and
earphones (utilitarian goods), were classified to investigate the variation in consumers’ at-
tention to product information due to differing product attributes. To account for previous
research showing the influence of image complexity on eye-tracking data and to ensure
the accuracy of machine learning eye-tracking models, three product images of similar
complexity were selected for each product category. The study aims to assess the impact
of image complexity on eye-tracking metrics. The test groups for shoes and earphones
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Fig. 4. Experiment Flowchart
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were subdivided into low and high image complexity subgroups for comparative anal-
ysis of eye-tracking data. Following Qiuzhen et al.’s research, this study defines image
complexity through feature complexity, element complexity, and arrangement complex-
ity. Images with low complexity feature only the product in Figure 5, while those with
high complexity contain more than four elements and colors, arranged irregularly and
diversely in Figure 6.

Fig. 5. Products with low image complexity

Fig. 6. Products with high image complexity

Eye-tracking Data The main Areas of Interest (AOIs) in this experiment will be set to the
product information displayed on the screen, which can be divided into four major areas:
all product information, product images, product prices, and product ratings and sales
volume, as shown in Figure 7. The shaded regions represent the AOI areas. Subsequent
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analysis will utilize participants’ gaze and visit data within these AOIs to observe their
visual activities and attention allocation during the shopping task. Specifically, for the
eye-tracking recommendation data, the large AOI covering all product information (gray
region in Figure 7) will be selected as the basis for analysis. For the experiment on image
complexity and eye-tracking data, the data within the AOI of product images (blue region
in Figure 7) will be used for analysis. For the experiment analyzing attention allocation
with eye-tracking data, data from three AOIs will be used: product images (blue region
in Figure 7), product prices (orange region in Figure 7), and product ratings and sales
volume (green region in Figure 7). The data used for analysis in this experiment were

Fig. 7. Product information AOI

obtained from the D-LAB analysis software. The data description is as follows:

1. Session Duration: The time taken to complete a task, which in this study can be
considered as the time taken for product selection.

2. Number of Glances: The frequency of visits to the Areas of Interest (AOIs).
3. Total Glance Time: The overall time spent visiting the AOIs.
4. Glance Location Probability: This metric compares the attention distribution among

different AOIs as the formula 7 shows:

GlanceLocationProbability =
NumberofGlancestoanAOI∑

NumberofGlancestoAOI1, AOI2
(7)

5. Number of Fixations: The frequency of fixations or instances where the gaze is fixated
on a particular point.

6. Total Fixation Time: The cumulative duration of all fixations, representing the total
time spent with gaze fixed on various points of interest.

Experimental Environment Design The present experiment simulates the environment
of consumers shopping online and to ensure that the eye tracker can accurately capture
the entire website interface, participants’ eye distance from the screen is controlled to
be approximately 50 centimeters. Additionally, the height of the chair will be adjusted
according to the participants’ different heights, as shown in Figure 8.
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Fig. 8. Experimental Environment

Fig. 9. AOI of the forecasting model
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3.5. Machine Learning Eye Movement Prediction Model

This study aims to predict participant product choices using eye movement data within
various product Areas of Interest (AOIs). Three products, each associated with its AOI,
are selected for the test group. Eye movement data within these AOIs will inform the ma-
chine learning model, facilitating the development of a recommendation model grounded
in eye movement behavior in Figure 9.
Given the diverse input data and categorical product choice data, a machine learning
model is employed for classification prediction. A supervised learning approach, utiliz-
ing a Multiclass Classification model, is employed to predict product interest. Feature
data comprises preprocessed eye movement data, including total glance time, total glance
frequency, AOI attention ratio, and other relevant metrics aligned with product eye move-
ment behavior. Participant purchase choices serve as model labels during analysis, result-
ing in preprocessed eye movement data as input and predicted product interest as output
in Figure 10. The study classifies products of interest into three categories, influenced by
participant preferences, potentially leading to imbalanced data and lower prediction per-
formance. To address potential imbalance, the Synthetic Minority Oversampling Tech-
nique (SMOTE) will be used to augment minority class data before applying machine
learning classification models. Previous literature reveals promising results in classifying
eye-tracking data using Decision Trees (DT), Support Vector Machines (SVM), and Ran-
dom Forests (RF) [16, 42, 55, 56]. In addition, the XGBoost (XGB) classification model
is commonly used in recent machine learning competitions. This study will apply and
compare four different classifiers - DT, SVM, RF, and XGB. Model validation will be
executed using a Confusion Matrix to assess performance. In the Confusion Matrix, True
Positive (TP) and True Negative (TN) represent correctly predicted positive and negative
instances, respectively, while False Positive (FP) and False Negative (FN) indicate incor-
rect positive and negative predictions. The study uses Accuracy, Precision, Recall Rate,
and F1-Score as performance metrics. Accuracy represents the ratio of correctly classified
instances, Precision indicates the ratio of correct positive predictions, Recall Rate defines
the proportion of correct positive classifications among actual positives, and F1-Score is
the harmonic mean of Precision and Recall Rate.

Fig. 10. Diagram of machine learning data

Accuracy =
TP + TN

TP + FP + TN + FN
(8)
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Precision =
TP

TP + FP
(9)

Recall =
TP

TP + FN
(10)

F1− Score =
2

1
Precision + 1

Recall

(11)

3.6. Statistical Analysis

Eye-tracking data and Image Complexity Wang’s web design study suggests product
images with greater background complexity draw more consumer attention, due to the
multitude of features influencing consumer cognitive processing and fluency, resulting in
extended time spent understanding the product. Thus, products with higher background
complexity yield greater fixation duration and frequency than those with less complex-
ity [31]. Vu et al. observed a significant increase in both fixation frequency and visit
duration as the number of image elements increased, as larger and more complex infor-
mation requires increased processing time [32]. Building upon these findings, this ex-
periment seeks to explore the impact of image complexity on eye-tracking data within e-
commerce platforms. Image complexity is thus categorized into low and high groups, with
experiments performed using images from each complexity level. The study analyzes eye-
tracking indicators including fixation duration, fixation frequency, visit duration, and visit
frequency. Eye-tracking data from the two complexity groups are compared to discern
differences in eye movement patterns. For the eye-tracking data and shoe image complex-
ity, the following hypothesis H1 is proposed: Participants will focus more attention on
shoe images with higher background complexity. Subsequently, the following individual
hypotheses (H1a, H1b, H1c, H1d) are proposed for the shoe group eye-tracking data:

1. H1a: As the complexity of shoe images increases, consumers’ visit duration also in-
creases.

2. H1b: As the complexity of shoe images increases, consumers’ fixation duration also
increases.

3. H1c: As the complexity of shoe images increases, consumers’ visit frequency also
increases.

4. H1d: As the complexity of shoe images increases, consumers’ fixation frequency also
increases.

Likewise, for the eye-tracking data and earphone image complexity, the hypothesis
H2 is proposed: Participants will focus more attention on earphone images with higher
background complexity. Subsequently, the following individual hypotheses (H2a, H2b,
H2c, H2d) are proposed for the earphone group eye-tracking data:

1. H2a: As the complexity of earphone images increases, consumers’ visit duration also
increases.

2. H2b: As the complexity of earphone images increases, consumers’ fixation duration
also increases.

3. H2c: As the complexity of earphone images increases, consumers’ visit frequency
also increases.
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4. H2d: As the complexity of earphone images increases, consumers’ fixation frequency
also increases.

For the observation of image complexity and eye-tracking data, this study employs
paired-samples t-tests. The eye-tracking data for each group are obtained by summing
the visit duration, fixation duration, visit frequency, and fixation frequency of the three
product images in each group. A significance level of 0.05 is used for the comparison of
eye-tracking data between the groups, as shown in Figure 11.

Fig. 11. Diagram of image complexity calculation

Eye Movement Data and Purchase Consideration Factors Hwang and Lee conducted
eye-tracking research to investigate consumer attention allocation during online shop-
ping. The results showed that consumers’ highest attention was on product information,
including product images, product prices, and product descriptions. The next highest at-
tention was on consumer opinions [28], but there was no further exploration of individual
product information such as product images and prices. Therefore, this experiment aims
to use eye-tracking to further study consumer attention allocation to individual product
information when shopping online. Individual product information includes product im-
ages, product prices, product ratings, and sales volume, these three major aspects. In this
study, we defined separate Areas of Interest (AOIs) for these three pieces of information,
as shown in Figure 12. We intend to use Total Fixation Duration (TFD) and Number of
Fixations (NF) within these three AOIs as indicators of participant attention to observe
their attention allocation during shopping.
Since this study categorizes shoes and clothing as hedonic products, it is hypothesized
that when consumers shop for these two categories, they primarily consider the appear-
ance of the product, followed by factors such as price and ratings. Hypotheses H3 and
H4 are proposed: For shoes and clothing, participants’ attention to product images will be
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greater than their attention to product prices, ratings, and sales volume. Attention to prod-
uct prices and ratings, as well as sales volume, will be equal. Furthermore, since attention
is composed of both the time spent viewing and the number of times viewed, hypotheses
are proposed for Total Fixation Duration (TFD) and Number of Fixations (NF): For shoes
(H3a, H3b) and clothing (H4a, H4b):

1. H3a: TFD for images > TFD for prices = TFD for ratings and sales volume
2. H3b: Number of fixations (NF) for images > NF for prices = NF for ratings and

sales volume
3. H4a: TFD for images > TFD for prices = TFD for ratings and sales volume
4. H4b: Number of fixations (NF) for images > NF for prices = NF for ratings and

sales volume

Fig. 12. Product Information AOI

In this study, earphones are categorized as utilitarian products, where consumers pri-
oritize product quality and functionality when purchasing earphones. Factors that reflect
product quality during online shopping include product price and product ratings and sales
volume. Therefore, it is hypothesized that when consumers shop for earphones, they will
primarily consider product price and product ratings and sales volume, with product ap-
pearance being of secondary importance. Consequently, the following attention allocation
hypotheses for earphones are proposed:

1. H5a: TFD for prices = TFD for ratings and sales volume > TFD for images
2. H5b: NF for prices = NF for ratings and sales volume > NF for images
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This study employs a one-way analysis of variance (One-Way ANOVA) with different
product information AOIs as groups, as depicted in Figure 13. It aims to compare fixa-
tion duration and fixation count separately, with a significance level set at 0.05. If there
are significant differences in attention allocation among the three product information
categories, post-hoc comparisons will be conducted to analyze the hierarchy of attention
allocation among them.

Fig. 13. Diagram of eye-tracking data calculation for commodity information

4. Experimental Results

The experiment recruited a total of 60 participants, comprising 30 males and 30 females,
with an average age of 22.7 ± 2.68 years. All participants were college students without
any eye-related disorders.

4.1. Eye-tracking Machine Learning Predictive Model Performance

This study utilizes eye-tracking data as input for a machine learning predictive system
to forecast participants’ purchase intentions. The experiment focuses on predicting pur-
chases within three categories: shoes, clothing, and earphones. The models used encom-
pass Decision Trees (DT), Support Vector Machines (SVM), Random Forest (RF), Ex-
treme Gradient Boosting (XGB), and statistical-based models. Eye-tracking data, com-
prising total visit time, visit frequency, visit ratio, total fixation time, and fixation count,
were employed to segregate products into three categories - highest, intermediate, and
lowest eye-tracking data. These categories were utilized as machine learning features,
culminating in a total of 15 features. Each product test group contained 60 data sam-
ples, split into training and testing sets at an 8 : 2 ratio. Imbalanced minority class data
were counterbalanced using the SMOTE technique during training. Table 1 illustrates the
performance of the models within the shoe test set. The SVM model displayed supe-
rior performance with an accuracy of 0.80256, trailed by the RF model with an accuracy
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of 0.78974. The statistical-based voting model demonstrated the lowest accuracy, at just
0.64358.

Table 1. Prediction performance table for the test set of shoes
Dataset Method Accuracy Precision Recall F1-Score

Shoes

DT 0.69487 0.73333 0.69333 0.68667

SVM 0.80256 0.82333 0.80333 0.79667

RF 0.78974 0.81333 0.80667 0.78667

XGB 0.77692 0.81 0.77667 0.77333

Statistical 0.64358 0.76333 0.65667 0.63667

In the clothing test set, the performance of the models was not as prominent as in the shoe
test set, as shown in Table 2. The RF model achieved the highest predictive performance
with an accuracy of 0.71538, followed by the XGB model with an accuracy of 0.70513.
The DT model showed the lowest accuracy, with only 0.63333.

Table 2. Prediction performance table for the test set of clothes
Dataset Method Accuracy Precision Recall F1-Score

Clothes

DT 0.63333 0.62667 0.63 0.60333

SVM 0.66410 0.68667 0.67 0.64667

RF 0.71538 0.72667 0.70333 0.69

XGB 0.70513 0.72333 0.69667 0.68

Statistical 0.68205 0.67333 0.68333 0.64333

In the earphone test set, the performance of the models falls between that of the shoe
test set and the clothing test set, as shown in Table 3. Among the models, the SVM model
achieved the highest predictive performance with an accuracy of 0.74359, followed by the
RF model with an accuracy of 0.73333. The Statistical model showed the lowest accuracy,
with only 0.61538.

4.2. Impact of Image Complexity on Eye-tracking Data

This section examines the influence of images on attention through eye-tracking data. It
compares groups with high-complexity images and groups with low-complexity images
in terms of eye-tracking data, including glance time, fixation time, glance numbers, and
fixation numbers, to determine whether significant differences exist. The experiment in-
cluded two types of products, shoes and earphones, and presented the comparative results
of image complexity between the shoe group and the earphone group. The experimental
results are presented in the table 4-13 below:
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Table 3. Prediction performance table for the test set of earphones
Dataset Method Accuracy Precision Recall F1-Score

Earphones

DT 0.65128 0.6 0.57 0.56

SVM 0.74359 0.79333 0.72667 0.72667

RF 0.73333 0.73667 0.72333 0.72

XGB 0.70256 0.73333 0.69333 0.69333

Statistical 0.61538 0.61333 0.56 0.53667

Table 4. t-test of shoe selection time for different complexity groups
Group N Mean Std. T-Value P-Value

Product selection time
High complexity 60 19.60 9.85

2.13 0.037*
Low complexity 60 16.82 9.45

Table 5. t-test for total glance time between high-complexity shoe group and
low-complexity shoe group

Group N Mean Std. T-Value P-Value

Total Glance Time
High complexity 60 7.449 6.145

0.52 0.605
Low complexity 60 7.026 5.769

Table 6. t-test of total fixation time between high-complexity shoe group and
low-complexity shoe group

Group N Mean Std. T-Value P-Value

Total Fixation Time
High complexity 60 7.026 5.894

-0.85 0.400
Low complexity 60 7.719 7.070

Table 7. t-test for the number of glances between the high-complexity shoe group and
the low-complexity shoe group

Group N Mean Std. T-Value P-Value

Number of Glances
High complexity 60 10.467 4.928

0.28 0.780
Low complexity 60 10.233 6.596

Table 8. t-test for the number of fixations between the high-complexity shoe group and
the low-complexity shoe group

Group N Mean Std. T-Value P-Value

Number of Fixations
High complexity 60 14.07 7.97

-0.63 0.530
Low complexity 60 14.92 10.38



614 Zhenyao Liu et al.

Table 9. t-test of the product selection time earphones between different complexity
groups

Group N Mean Std. T-Value P-Value

Product Selection Time
High complexity 60 19.74 9.80

1.81 0.075
Low complexity 60 17.93 8.44

Table 10. t-test for total glance time between high-complexity earphones group and
low-complexity earphones group

Group N Mean Std. T-Value P-Value

Total Glance Time
High complexity 60 4.994 3.413

-0.13 0.895
Low complexity 60 5.047 3.561

Table 11. t-test for total fixation time of high-complexity earphones group and
low-complexity earphones group

Group N Mean Std. T-Value P-Value

Total Fixation Time
High complexity 60 4.579 3.190

-1.46 0.150
Low complexity 60 5.170 4.383

Table 12. t-test for the number of glances between the high-complexity earphones group
and the low-complexity earphones group

Group N Mean Std. T-Value P-Value

Number of Glances
High complexity 60 7.867 4.102

-1.61 0.112
Low complexity 60 8.800 4.977

Table 13. t-test for the number of fixations between the high-complexity earphones
group and the low-complexity earphones group

Group N Mean Std. T-Value P-Value

Number of Fixations
High complexity 60 11.40 6.43

-1.27 0.208
Low complexity 60 12.70 8.67
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4.3. Product Information Attention Allocation

This study examines consumers’ attention allocation during the process of purchasing
products using eye-tracking data. Specifically, we compare the eye movement data re-
lated to three types of product information: product images, product prices, and product
ratings and sales volume. The product categories include hedonic products such as shoes
and clothing, as well as utilitarian products like earphones. The following experiment will
present the attention allocation results for shoes, clothing, and earphones.The experimen-
tal results are presented in the table 14-24 below:

Table 14. ANOVA table of fixation time for three product information in the shoes test
group

DF Adj SS Adj MS F-Value P-Value

Total Fixation Time 2 1013 506.58

Error 177 2538 14.59 34.73 0.000*

Total 179 3551

Table 15. Post-hoc comparative analysis of total fixation time of the shoe test group
info N Mean Std.
Image 60 7.295 6.021
Price 60 2.312 1.783
Reviews and sales 60 2.132 2.080

Table 16. ANOVA table of the number of fixations of the three product information in
the shoe test group

DF Adj SS Adj MS F-Value P-Value

Number of Fixations 2 1840 919.77

Error 177 6050 34.77 26.45 0.000*

Total 179 7890

4.4. Hypothesis Consolidation Table

The hypotheses and results of this study according to the experiment results are presented
in Table 25. Subsequently, in Chapter 5, a further discussion and explanation will be
provided regarding the experimental outcomes for each research item.
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Table 17. Post-hoc comparative analysis of number of fixations of the shoe test group
info N Mean Std.
Image 60 14.720 6.509
Price 60 8.924 5.242
Reviews and sales 60 7.178 5.871

Table 18. ANOVA table of total fixation time for three product information in the clothes
test group

DF Adj SS Adj MS F-Value P-Value

Total Fixation Time 2 774.4 387.179

Error 177 1691.5 9.557 40.51 0.000*

Total 179 2465.9

Table 19. Post-hoc comparative analysis of total fixation time of the clothes test group
info N Mean Std.
Image 60 6.404 4.791
Price 60 2.195 1.688
Reviews and sales 60 1.835 1.692

Table 20. ANOVA table of the number of fixations of the three product information in
the clothes test group

DF Adj SS Adj MS F-Value P-Value

Number of Fixations 2 2634 1317.04

Error 177 8674 49.01 26.87 0.000*

Total 179 11308

Table 21. Post-hoc comparative analysis of the number of fixations in the clothes test
group

info N Mean Std.
Image 60 15.08 9.47
Price 60 8.367 5.810
Reviews and sales 60 6.067 4.857
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Table 22. ANOVA table of total fixation time for three product information in the
earphone test group

DF Adj SS Adj MS F-Value P-Value

Total Fixation Time 2 106.6 53.311

Error 177 1370.7 7.744 6.88 0.001*

Total 179 1477.3

Table 23. Post-hoc comparative analysis of total fixation time in the earphone test group
info N Mean Std.
Image 60 4.506 3.263
Price 60 3.067 2.258
Reviews and sales 60 2.732 2.735

Table 24. ANOVA table of the number of fixations on the three product information in
the earphones test group

DF Adj SS Adj MS F-Value P-Value

Number of Fixations 2 237.9 118.95

Error 177 9687.1 54.73 2.17 0.117

Total 179 9925.0

Table 25. Hypothesis Consolidation Table
Hypothesis Valid
H1a: The higher the complexity of the shoes image, the longer the consumer’s glance time No
H1b: The higher the complexity of the shoes image, the longer the consumer’s fixation time No
H1c: The higher the complexity of the shoes image, the higher the number of glances by consumers No
H1d: The higher the complexity of the shoes image, the higher the number of fixations by consumers No
H2a: The higher the complexity of the earphones image, the longer the consumer’s glance time No
H2b: The higher the complexity of the earphones image, the longer the consumer’s fixation time No
H2c: The higher the complexity of the earphones image, the higher the number of glances by consumers No
H2d: The higher the complexity of the earphones image, the higher the number of fixations by consumers No
H3a: TFD of images TFD of prices = TFD of reviews and sales Yes
H3b: NF of images NF of prices = NF of reviews and sales No
H4a: TFD of images TFD of prices = TFD of reviews and sales Yes
H4b: NF of images NF of prices = NF of reviews and sales Yes
H5a: TFD of prices = TFD of reviews and sales TFD of images No
H5b: NF of prices = NF of reviews and sales NF of images No
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5. Discussion

This study utilizes eye tracking metrics, such as visit and gaze duration and frequency,
to enhance understanding of consumer attention in e-commerce engagements. It explores
the use of machine learning techniques to predict purchasing decisions based on catego-
rized participant eye tracking data across three product categories - shoes, clothing, and
earphones. Findings suggest a promising 70% prediction accuracy, demonstrating the po-
tential of eye tracking data in estimating consumer interest. The Random Forest (RF) and
Extreme Gradient Boosting (XGB) models have been particularly successful, outperform-
ing traditional statistical models in terms of majority voting. This indicates the benefits of
these models for predicting consumer preferences using eye tracking data, especially un-
der limited training data conditions [57]. Among them, RF shows superior performance,
making it an ideal model for eye tracking recommendation systems. The experiment re-
sults suggests that eye tracking data can effectively predict consumer interests, providing
a valuable tool for e-commerce platforms. The RF model, capable of integrating various
features for prediction, could be combined with additional data types, such as demograph-
ics or purchase history, to enhance personalization of product recommendations. Contrary
to prior literature [31], we found no significant variance in eye tracking data for differ-
ent product images, irrespective of their complexity. These results could be attributed
to the experimental stimuli, as high complexity images were employed. However, these
findings underline the need for further research into the role of image complexity in con-
sumer gaze behavior [58–60, 31, 32]. This research categorizes products as hedonic and
utilitarian and assesses differences in consumer focus across product types. It found that
product images tend to command greater attention than other elements, such as price or
rating, across both product types. This emphasis on images underscores their importance
in e-commerce platforms and suggests that improvements in image quality could enhance
consumer engagement [61, 62]. The gaze frequency data indicates variations in consumer
focus depending on the product type. For instance, consumers prioritized product appear-
ance for shoes and clothing, while price, ratings, and sales volume were equally important
for high-priced products like earphones. These findings suggest tailored promotional ac-
tivities could enhance consumer engagement with different product types. Despite the
insights provided, this study acknowledges certain limitations, particularly the lack of di-
versity among the participant pool and the experimental setting, which excluded valuable
contextual information, such as browsing history. Additionally, the impact of individual
differences in decision-making styles on the effectiveness of eye tracking data requires
further exploration.
In conclusion, this study highlights the potential of eye tracking data in e-commerce rec-
ommendation systems. However, further research is required to overcome the existing
limitations and optimize the integration of eye tracking data with other forms of data for
more precise and practical recommendations.

6. Conclusions

Our proposed approach integrates eye-tracking data and machine learning algorithms to
predict consumer purchasing behavior on e-commerce platforms. Notably, the Random
Forest (RF) model demonstrated exceptional performance, achieving a precision rate ex-
ceeding 70%, thereby outperforming other methods when utilizing eye-tracking metrics
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for forecasting. Additionally, this study unveils distinct consumer preferences for hedo-
nic and utilitarian products, providing valuable insights to guide differentiated marketing
strategies aimed at enhancing consumer engagement. Product images emerge as pivotal in
shaping consumer understanding, underscoring the critical role of effective design on e-
commerce platforms. The integration of eye-tracking data for predicting individual prod-
uct preferences holds the potential to significantly enhance e-commerce personalization,
albeit necessitating adaptability due to varying levels of product page complexity. More-
over, the observed variability in browsing patterns and decision-making times across dif-
ferent personality traits suggests the prospect of refining predictive models through the
inclusion of personality traits as predictive factors. While it is acknowledged that current
webcam-based eye tracking systems have certain limitations, ongoing advancements in
technology are anticipated to enhance precision, thereby making their widespread adop-
tion increasingly feasible. The judicious utilization of eye-tracking data empowers e-
commerce platforms with profound customer insights, ultimately leading to heightened
customer satisfaction and increased sales by enabling more accurate tailoring of the shop-
ping experience.
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Abstract. The rapid growth of network services and applications has led to an ex-
ponential increase in data flows on the internet. Given the dynamic nature of data
traffic in the realm of internet content distribution, traditional TCP/IP network sys-
tems often struggle to guarantee reliable network resource utilization and manage-
ment. The recent advancement of the Quick UDP Internet Connect (QUIC) protocol
equips media transfer applications with essential features, including structured flow-
controlled streams, quick connection establishment, and seamless network path mi-
gration. These features are vital for ensuring the efficiency and reliability of network
performance and resource utilization, especially when network hosts transmit data
flows over end-to-end paths between two endpoints. QUIC greatly improves media
transfer performance by reducing both connection setup time and transmission la-
tency. However, it is still constrained by the limitations of single-path bandwidth
capacity and its variability. To address this inherent limitation, recent research has
delved into the concept of multipath QUIC, which utilizes multiple network paths
to transmit data flows concurrently. The benefits of multipath QUIC are twofold:
it boosts the overall bandwidth capacity and mitigates flow congestion issues that
might plague individual paths. However, many previous studies have depended on
basic scheduling policies, like round-robin or shortest-time-first, to distribute data
transmission across multiple paths. These policies often overlook the subtle char-
acteristics of network paths, leading to increased link congestion and transmission
costs. In this paper, we introduce a novel multipath QUIC strategy aimed at mini-
mizing flow completion time while taking into account both path delay and packet
loss rate. Experimental results demonstrate the superiority of our proposed method
compared to standard QUIC, Lowest-RTT-First (LRF) QUIC, and Pluginized QUIC
schemes. The relative performance underscores the efficacy of our design in achiev-
ing efficient and reliable data transfer in real-world scenarios using the Mininet
simulator.

⋆ This paper is an extended version of a conference paper, which was published in The 13th International
Conference on Frontier Computing (FC 2023), July 10 -14, 2023, after a thorough enhancement.
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1. Introduction

The HTTP protocol family [1] is the basis for global internet data communications, en-
abling the rapid development of Web browsers and internet services. HTTP/1.1 and HTTP/2
are two major web protocols. With the proliferation of user demands and mobile services,
particularly mobile media streaming and AR/VR flows to an increasing user population,
the functions provided by HTTP/1.1 and 2 are no longer sufficient. In 2013, the IETF
organization proposed the RFC 9000 [2], i.e., Quick UDP Internet Connect (QUIC) – a
UDP-based multiplexed and secure transport protocol. QUIC is often known as the trans-
port layer for HTTP/3. It is recommended to develop HTTP/3 with QUIC and UDP in
place of conventional HTTP/1.1 and 2 with TCP or UDP for internet services and appli-
cations in wireless and mobile environments.

QUIC provides internet applications with flow-controlled streams for encrypted, mul-
tiplexed and reliable communication, low-latency connection establishment, and network
path migration. It can sustain high dynamics of traffic loading and resource provision on
network hosts, rather than HTTP/2 based on TCP, TLS 1.2, and other HTTP derivatives.
Compared with TCP, QUIC need not the 3-way handshake mechanism, so it can greatly
reduce the time of network connection establishment and transmission latency. With mul-
tiplexing and path migration, it can strengthen the control of congested networks, making
it more suitable for emerging mobile services in Wi-Fi and 4G/5G environments.

Prior studies argued that the performance of QUIC can be affected in the case of
delivering large-size data between two endpoints [3]. This is because the packet pacing
policy is basically used to vary the transmission speed of each stream when numerous
packets enter into that stream. The overall completion time of a data flow in a stream,
so-called flow complete time briefly, will vary as well. Thus, data throughput of each flow
going on a link may not reach to the full bandwidth capacity. Moreover, internet operators
may operate any self-protection controls by limiting the transmission rate of UDP flows.
Regarding the safety of a network system, a self-imposed constraint can be understood to
defend against unpredictable threats to the system, although the bandwidth resource along
with those links between two endpoints is not used fully.

As the literature review will be mentioned in Section 2, recent studies used Multipath
QUIC (MPQUIC) to deal with the above concerns arising from the restrictions of a sin-
gle path. Similar to Multipath TCP (MPTCP) [4], MPQUIC sends data through different
paths and uses the aggregate bandwidth of different paths. It also likely modifies the path
scheduler policy for increasing the transmission speed and thence decreasing the path
delay that definitely corresponds to the end-to-end transmission delay of a QUIC stream
between two endpoints in a network. In light of the aforementioned concept of MPQUIC,
our study in this paper leverages the functionality of MPQUIC to devise a novel MPQUIC-
based path selection strategy for internet content delivery. The contributions of our study
are outlined as follows:

– We introduce a novel Multipath QUIC scheme. Its functionality is distinguished by
considering both path latency and packet loss rate to identify the most efficient paths.
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As a result, network transmission performance is enhanced by minimizing the flow
completion time.

– We present the mathematical formulation of the proposed MPQUIC-based path selec-
tion strategy and detail the algorithmic procedures. Subsequently, we create a proof-
of-concept implementation on the Mininet simulation platform.

– We evaluate the relative performance of our proposed strategy against several stan-
dard schemes, including standard QUIC, Lowest-RTT-First (LRF) QUIC [5], and
Pluginized QUIC (PQUIC) [6] scheduling strategies, using the Abilene topology on
the Mininet emulator. Performance results underscore the superiority of our strategy.
Notably, our scheme consistently achieves stable and efficient outcomes in terms of
the cumulative distribution function (CDF) of flow completion time. Furthermore, our
strategy results in lower path delay and packet loss rates compared to other schemes.

– Performance results demonstrate the superiority of our scheme because this scheme
can achieve stable and efficient effects in measure of the cumulative distribution func-
tion (CDF) of flow completion time. In addition, this scheme obtains lower path delay
and packet loss rate than the other schemes.

The rest of this paper is organized as follows. Section 2 describes background knowl-
edge ad related work. Section 3 details the problem formulation and the path selection
algorithm. Section 4 describes the relative performance. Finally, the conclusion is given
in Section 5.

2. Background Knowledge & Related Work

Section 2.1 briefly introduces the QUIC protocol to ease the understanding of special
functional extensions by contrast to the conventions of TCP and HTTP protocols. Sec-
tion 2.2 mentions the recent studies on the QUIC-based media transfer techniques in the
literature.

2.1. Preliminary Knowledge

With the increasing demand for real-time applications, HTTP/2 shortcomings came to
the fore; HTTP/3 aims to provide fast, reliable, and secure web connections. Figure 1
illustrates the architecture of the HTTP/3 protocol. HTTP/3 uses a new transport layer
network protocol called QUIC, which runs over the UDP internet protocol instead of the
ordered message exchange by TCP. The goal of HTTP/3 is to improve the overall web
experience, suitable for IoT, real-time applications, and micro services. In addition, UDP
provides greater flexibility, so that it can enables QUIC to exist completely in the user
space. When QUIC can be independent of the operating system on the host, users only
need to update a Web browser version with QUIC supported to experience the improved
network performance by HTTP/3 [7]. Explicitly, QUIC serves as a new message transport
layer, featuring Zero Round-Trip Time (0-RTT), flow control, congestion control, multi-
plexing, built-in security through TLS 1.3, and multiple paths. To aid comprehension, the
following describes some of the essential features of QUIC:

Firstly, QUIC’s primary attribute is the reduction in connection establishment latency.
Unlike traditional TCP connections, QUIC eliminates the need for a three-way hand-
shake, allowing for swift connection establishment. Thus, QUIC can lower initial latency
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Fig. 1. HTTP architecture

Fig. 2. Difference of the multiplexing features between TCP and QUIC

and quickly respond to end users through 0-RTT by sending data in the very first packet of
a connection. Secondly, multiplexing allows for the concurrent transmission of multiple
data streams over a single connection, as shown in Figure 2. This improves the efficiency
of data transfer and overall performance while addressing the head-of-line blocking prob-
lem commonly encountered in HTTP/1.1. Additionally, QUIC possesses built-in error
correction mechanisms that swiftly handle corrupted or lost data packets, enhancing the
reliability of data transfer in the network. Thirdly, while congestion control in TCP com-
monly uses the CUBIC algorithm [8], it is not the most optimal for transmitting latency-
sensitive network traffic. QUIC offers both the CUBIC and the Bottleneck Bandwidth
and Round-trip propagation time (BBR) [9] schemes to address congestion-related issues.
BBR actively probes and groups recently sent data, establishing a network model based
on the current maximum bandwidth and round-trip time, allowing for the adjustment of
transmission rates based on dynamic network conditions, effectively preventing flow con-
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Fig. 3. Comparison between QUIC and MPQUIC network protocols

gestion and optimizing network performance. Fourthly, QUIC integrates Transport Layer
Security (TLS) version 1.3 by default, ensuring that data is encrypted and secure dur-
ing transmission. QUIC’s adaptability is notable, allowing for dynamic path and protocol
version selection in response to real-time changes in network conditions. Finally, QUIC
enables the simultaneous utilization of multiple paths in a network, bolstering network ro-
bustness and performance by sending data through various routes, reducing latency, and
maximizing bandwidth utilization, as illustrated in the comparison between QUIC and
MPQUIC network architectures in Figure 3.

In summary, QUIC offers a comprehensive suite of features that collectively improve
internet communication by enhancing speed, reliability, and security, making it well-
suited for a wide range of network applications and effectively addressing the demands of
modern internet usage, including real-time communication, mobile networks, and high-
performance scenarios.

2.2. Related Work

Lots of studies on MPQUIC was inspired by MPTCP. As addressed in [10], the concept
of MPQUIC can arrange QUIC connections to go on different paths according to network
characteristics. There are two main reasons for the use of the multi-path function. The
first is to collect the network resources of different paths to transmit data. Automatically
selecting the best path becomes an interesting idea. The second is to maintain user expe-
rience against network failures. Given a device with multiple ports, if one of the network
interfaces/ports/paths run to failed, the way of immediately switching to another one will
not affect the user experience. Using multi-path designs can thus ensure the reliability
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and stability of network transport services because such designs can distribute and sched-
ule streams to reduce the overall completion time with respect to media transfer in the
Internet.

Our literature review summarizes recent studies that proposed various MPQUIC schedul-
ing methods based on a variety of design aspects, such as transmission completion time,
path characteristics, data priority, congestion control, and machine learning to enhance the
performance of multipath transmission. In course of MPQUIC scheduling, the path selec-
tion is crucial for determining the network throughput, reliability, and load balancing with
respect to different service requirements. In what follows, we classify prior studies into
five categories corresponding to different design aspects.

1. Transmission completion time: [11] investigated MPQUIC’s performance on differ-
ent paths using the proposed Estimated Transfer Completion time (ETC) scheduling
method. It considers transmission time and path congestion, reducing the overall file
transmission time. However, as a large scheduling unit is used, this method has a
drawback of being inefficient for transferring short files. [12] proposed the Delay-
based In-Order Decode (DIOD) method which combines Forward Error Correction
(FEC) and MPQUIC for reliable and delay-sensitive applications. While it reduces
the influence of packet loss, it does not guarantee deadlines and will necessitate a
precise loss estimation method for scheduling flexibility.

2. Path characteristics: [13] showed a PStream scheduling method that efficiently matches
stream-path characteristics and avoids stream competition for the fastest path. [14]
proposed a Nine Tails scheduler that can selectively use redundant paths to reduce
latency as sending data in the tail part. By switching between redundant and non-
redundant scheduling policies, it can have higher overall throughput and loss re-
covery. [15] designed an optimal bandwidth allocation strategy which can prioritize
streams with a combination of priority and size. However, it underutilizes multi-path
aggregation, resulting in suboptimal bandwidth allocation for time-critical stream.
When network topology and bandwidth changes, this strategy may fall in perfor-
mance degradation and flow congestion.

3. Data priority: [16] emphasized prioritized fair bandwidth allocation based on stream
priority to prevent delays of individual streams due to varying network paths. [17] de-
veloped a Priority Bucket method that categorizes streams into priority-based buckets.
Streams with the same priority in a bucket are served in a first-come-first-served or-
der using HTTP/2 expressions. [18] designed Xlink, which is a user-perceived video
Quality of Experience (QoE) control mechanism for MPQUIC scheduling. It showed
the feasibility and deployability of MPQUIC in the Taobao platform, while substantial
bandwidth is potentially required. [19] assumed the server-side has prior knowledge
of the web page’s dependency tree. It used a flow-aware downlink packet scheduling
with stream priorities to optimize the transmission order of streams. This way can
reduce flow completion time, page loading time, and expedite loss recovery, but may
have efficiency implications for low-priority flows.

4. Congestion control: [20] developed MM-QUIC within the ITSN architecture, utiliz-
ing regular satellite orbits for rapid transmission. It also incorporated a basic multi-
path model for congestion management but noted potential packet loss during han-
dovers in weak signal areas. [21] extended MPQUIC to SR-MPQUIC for 5G net-
works, improving latency and reliability for prioritizing traffic with redundant path
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replication. With the primary focus on delay-sensitive traffic, it may slightly increase
bandwidth usage and latency. [22] focused on congestion control and packet schedul-
ing in multipath scenarios. It proposed a Delay-BBR algorithm that complements rate
control to reduce packet loss and transmission delay for real-time video.

5. Machine learning: In [23], a reinforcement learning-based scheduling method, Peek-
aboo, was proposed. It considered temporal certainty and randomness in path charac-
teristics for decision-making. [24] proposed MPQUIC schedulers using the deep rein-
forcement learning, this design which emphasized fairness to concurrent TCP flows in
multipath protocols. [25] introduced a reinforcement learning-based MPQUIC sched-
uler using Deep Q-Network (DQN) to improve multimedia streaming performance
and reduce video download time.

Our study considers the flow completion time in related with two network-oriented
factors, i.e., delay and packet loss rate of a path. Accordingly, we formulate a weighting
normalization method to calculate the weights of paths, which can be used to facilitate
path selection and thus minimize the flow completion time over MPQUIC streams.

3. Design of Path Selection Scheme

This section first describes the problem formulation and then specifies a novel MPQUIC-
based path selection scheme for efficient content delivery in the internet.

3.1. Problem Formulation

Give a network topology G(V,L). For every link li,j ∈ L from vi to vj , the available
bandwidth, the delay of the link, and the packet loss rate w.r.t li,j are denoted as bi,j , ti,j
and oi,j , respectively. Then, bmax

i,j denotes the maximum amount of bandwidth that li,j
can use.

Let F contain a set of all streams in G(V,L), P∗
f represent a multipath set in use for

a stream f ∈ F , P ∗
f [m] be the set of links in the mth path, and likewise P∗

f [m][n] be the
nth link of the mth path. Thus, for the stream and path selection, we take xf

li,j
to be a

binary indicator, defined as follows:

xf
i,j =

{
1, if a stream f passes through a link li,j ,
0, other conditions. (1)

We further define several expressions regarding the relationship between links and
paths, as follows:

bPf = min
(
bi,j × xf

i,j

)
, ∀l ∈ li,j , x

f
i,j ̸= 0, f ∈ F (2)

bmax
i,j ≥

∑
f∈F

bi,j × xf
i,j , ∀l ∈ li,j (3)

tPf =
∑

li,j∈L

ti,j × xf
i,j , ∀ f ∈ F, l ∈ li,j (4)
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Table 1. Notations used in MPQUIC domain

Symbol Description
G(V,L) a graphic representation of a MPQUIC system
V a set of all nodes in G(V,L)
L a set of all links between two adjacent nodes in G(V,L)
bi,j available bandwidth of a link li,j
bmax
i,j the maximum bandwidth of a link li,j
ti,j transmission delay of a link li,j
oi,j packet loss rate of a link li,j
F a set of all data flows in the network
bf amount of bandwidth required for data stream f
tf transmission delay tolerance of a data stream f
of packet loss rate tolerance for a stream f
P a set of all routing paths between any two nodes in G(V,L)
Pf a set of available paths for a data stream f

Pf [m] a set of links for the mth path available to the data stream f

Pf [m][n] nth link of the mth path available to the data stream f

P [n] nth link of path P
P∗

f a set of multipath that the system ultimately uses for the data stream f

P∗
f [m] a link set of the mth path in a set of multipath used by the system for stream f

P∗
f [m][n] the nth link in the mth path in the set of multipath used by the system for the

data stream f

oPf = 1−
∏

li,j∈L

(
1− oi,j × xf

i,j

)
, ∀l ∈ li,j , x

f
i,j ̸= 0, f ∈ F (5)

y(P∗
f ) =

{
1,

⋃
P ∗
f ̸= ∅,

0,
⋃

P ∗
f = ∅. (6)

Formula (2) indicates the available bandwidth of a stream f in the set of paths P ,
and then takes the minimum value. (3) indicates that the bandwidth passed by a link
cannot be greater than the maximum bandwidth available of the link. (4) means the sum
of transmission delays on a link w.r.t. a stream f . (5) is to multiply the successful rate of
each link to get the overall successful rate on a path, so as to obtain the packet loss rate of
this path.

To transform a single-path stream into a multipath stream by (6), y(P∗
f ) indicates

whether any link and path in the set of paths P∗
f can be reused or not. Here, we further

discuss two cases, as follows.

Case 1 When the links and paths in P∗
f are not reused.

Since links are not reused, the sum of the available bandwidth of each path can be calcu-
lated by (7). Then, for y(P∗

f ) = 0 and ∀vj ∈ V , we can formulate (8) to check the link
condition of vi and vj : (i) the total number of positive multipaths, (ii) the total number of
negative multipaths, and (iii) a balanced state if both vi and vj are intermediate relays.
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b∗f =
∑

P∈P∗
f

bPf , ∀f ∈ F, y(P∗
f ) = 0 (7)

∑
li,j∈L

xf
i,j −

∑
lj,i∈L

xf
j,i =

{ |P∗
f |, if vi is a start point of f ,

−|P∗
f |, if vi is a target point of f,
0, if vi is a relay point of f.

(8)

□

Case 2 When the links and paths in P∗
f can be reused

Let z
P∗

f

li,j
indicate whether li,j is reused in P∗

f :

z
P∗

f

li,j
=

{
1, li,j ⊆

⋃
P∗

f ,
0, li,j ⊈

⋃
P∗

f .
(9)

n(li,j , P
∗
f ) indicates the number of times that li,j is reused by some paths in P∗

f :

n(li,j , P
∗
f ) =


∑

m∈|P∗
f
|

∑
n∈|P∗

f
[m]|

li,j ∧ P ∗
f [m][n]− 1, ∀f ∈ F, li,j ∈ L, z

P∗
i

li,j
= 1,

0, ∀f ∈ F, li,j ∈ L, z
P∗
i

li,j
= 0.

(10)

Then, the bandwidth of a link is divided into two parts: the link bandwidth that has
been reused b̄∗f , and the link that has not been reused b̂∗f , as follows.

b∗f = b̄∗f + b̂∗f , ∀f ∈ F, subject to (11a)

b̄∗f = min(bPf ), ∀f ∈ F, P ∈ P∗
f , y(P∗

f ) = 1, z
P∗

i

li,j
= 1. (11b)

b̂∗f =
∑

P∈P∗
f

bPf , ∀f ∈ F, y(P∗
f ) = 1, z

P∗
i

li,j
= 0, (11c)

Formula (11a) adds the two parts together, which yields the total amount of bandwidth
that a path set can provide.

Formula (12) clarifies the link relation in three conditions. (i) If vi is a start point of a
stream f , the total of paths that a steam can still use is given by |P∗

f | minus the number of
times li,j that is currently used by some paths in P∗

f , i.e., n(li,j , P ∗
f ). (ii) If vi is a target

point, the calculation is in opposition to (i). (iii) Finally, if vi is a relay w.r.t. ∀ y(P∗
f ) = 1

and vj ∈ V , there are three sub-cases (a)(b)(c). Explicitly, (a) multiple paths converge at
this relay point, then n(lj,i, P

∗
f )−n(li,j , P

∗
f ) is negative. (b) multiple paths to divert from

this point, this outcome is positive. (c) in a balanced state, the outcome equals to 0.

∑
li,j∈L

xf
li,j

−
∑

lj,i∈L

xf
lj,i

=

{ |P∗
f | − n(li,j , P

∗
f ), if vi is a start point of f ,

−|P∗
f |+ n(lj,i, P

∗
f ), if vi is a target point of f,

n(lj,i, P
∗
f )− n(li,j , P

∗
f ), if vi is a relay point of f.

(12)

□

Note that under the multipath scenario, the delay time and packet loss rate of a path
are not affected by whether a path is reused subject to (2). Regardless of the value of (6),
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the delay time and packet loss rate w.r.t. any P ∈ P∗
f , denoted as t∗f and o∗f , can be given

below.
t∗f = max(tPf ) , ∀f ∈ F, P ∈ P∗

f , y(P∗
f ) = 0 (13)

o∗f =
∑

P∈Pn
f

oPf
|P∗

f |
, ∀ f ∈ F, y(P∗

f ) = 0 (14)

According to (13), given a set of final selected multipaths, the delay time is represented
by the maximum delay time on the path for ∀P ∈ P∗

f . The outcome of (14) indicates the
average of packet loss rate for those selected paths in P∗

f . After calculating the available
bandwidth, delay time, and packet loss rate, now, it is able to figure out the comparison
between user requirements and actually available provision, as explained below.:

bf ≤ b∗f , ∀f ∈ F (15)

tf ≥ t∗f , ∀f ∈ F (16)

of ≥ o∗f , ∀f ∈ F (17)

Particularly, (15) ensures that the multipath bandwidth is available for streaming f ,
while (16) and (17) enforce that both transmission delay and packet loss rate in the se-
lected path need to be smaller than the tolerable bounds as requested by f .

Hence, in accordance with the above formulae and constraints of the multipath provi-
sion, we develop an optimal multipath selection problem of minimizing the flow comple-
tion time subject to user requirements, as expressed below:

arg min
∑
f∈F

t∗f ,

s.t.
xf
i,j = 1, ∀li,j ∈ L,

z
P∗

f

li,j
∈ (0, 1), ∀P∗

f , li,j ∈ L,

y(P∗
f ) ∈ (0, 1), ∀P∗

f ∈ P,

Eqs. (15), (16), (17).

(18)

3.2. MPQUIC-Based Path Selection and Algorithmic Procedures

Our study refers to the research efforts in [26][27], and learns that such a multipath se-
lection problem for QoS-based data streaming is known as NP-Complete [28]. Instead
of finding a static optimization in theory, our study in this paper attempts to develop an
optimal-approximate solution to figure out a set of appropriate multipaths using heuristic
strategies with two design factors, i.e., path delay and packet loss rates. Particularly, we
describe a weighting normalization method in 19 with two tuning parameters α and β to
change the relative influence of path delay and packet loss rate over MPQUIC streams.

pw = α× tf
t∗f

+ β × of
o∗f

. (19)

In what follows, we specify the algorithmic procedures for finding the paths for MPQUIC
streams.
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Algorithm 1 Path Set Selection with Joint Path Delay and Packet Loss Rate
input : G(V,L): network topology,

k: the number of paths in the multipath,
α: a coefficient of path delay,
β: a coefficicient of packet loss.

output: P∗
f : the set of multipath.

1 while Flow f comes into the system do
2 Pf = {∅};

A[ ][ ] = null;
while Pf = {∅} do

3 Pf ← getDefaultPathSet(P, f) ;
foreach p ∈ Pf do

4 A[p][0]← getPathBW (P[p]) ; ▷ (2)
A[p][1]← getPathDelay(P[p]) ; ▷ (4)
A[p][2]← getPathPL(P[p]) ; ▷ (5)

5 end foreach
6 end while
7 if (Pf = {∅} or |Pf | < k) then
8 Reject f ;
9 else

10 P∗
f ← getkPath(Pf , α, β, f, k, A) ; ▷ Go to Alg. 2
if P∗

f = ∅ then
11 P∗

f ← getShorestkPath ∈ Pf ;
12 end if
13 end if
14 end while

Algorithm 1 Path Set Formation with Joint Path Delay and Packet Loss Rate

When the stream enters the MPQUIC, the system initializes the set of available paths
Pf for a data stream f , as well as prepares an empty two-dimensional matrix A[ ][ ]. At
first, when Pf is empty, the system refers to (2), (4) and (5) to determine the values of
data stream bandwidth, delay, and packet loss rate, which are stored in A[ ][ ]. Then, the
system checks a condition of whether the set of available paths for f contains equal to or
more than k paths. As this condition is valid, the system proceeds to Algorithm 2 with a
set of candidate paths for f . Later soon, Algorithm 2 will figure out k shortest paths to
form a set of P∗

f .

Algorithm 2 Finding k Shortest Paths over MPQUIC Streams

Algorithm 2 is the path selection procedure for finding the k-shortest paths based on
QoS requirements. This procedure refers to Yen’s k-shortest path algorithm [29] with
QoS-specific conditions. To find the k-shortest paths, the procedure runs several routes
sequentially: (a) define variables pw, b∗f and P∗

f [ ][ ], (b) calculate the weight value pw
of a stream by (19), (c) sort the weights of streams in descending order, and (d) update
the available bandwidth of each link according to (7) and (11a). Then, the procedural
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Algorithm 2 Finding k Shortest Paths over MPQUIC Streams
Function getkPath(Pf , α, β, f, k, A) is

pw[ ] = null;
b∗f = 0;
P∗

f [ ][ ] = null;
foreach p ∈ Pf do

pw[p]← getPathWeight(P[p], α, β,A) ▷ (19)
end foreach
pw ← sortByDescendingOrder(pw) ;
P∗

f ← selectPathTopk(pw, k) ;
b∗f ← getMultiPathBW (P∗

f ) ▷ (7) and (11a)
while b∗f ≤ bf do

if minBWPath(P∗
f ) ≥ maxBWPath(Pf − P∗

f ) then
P∗

f = ∅
break;

end if
P∗

f ← P∗
f −minBWPath(P∗

f )
P∗

f ← P∗
f +maxBWPath(Pf − P∗

f )
b∗f ← getMultiPathBW (P∗

f ) ▷ (7) and (11a)
end while
return P∗

f

end

routine goes into a while-loop with a condition as b∗f is smaller than the bandwidth bf
asked by a stream f . If the minimum bandwidth of P∗

f exceeds the currently available
path Pf , P∗

f is still to be null. Then, the routine updates the set of available paths P∗
f and

the bandwidth b∗f , remove the path of the smaller bandwidth from P∗
f , add a path with

the larger bandwidth, update b∗f , and then push the value of P∗
f back to Algorithm 1 to

allocate available paths. Eventually, the data flow is passed through those suitable and
multiple paths in the current network. To better explore the effects of Algorithms 1 and 2,
we will present experiments and performance results in Section 4.

4. Performance Results

This section shows the performance of our proposed method in comparison with QUIC,
multipath QUIC LRF [5] and the PQUIC schemes [6].

4.1. Experimental Setting

We conducted experiments on the Mininet simulation platform that runs on a computer
equipped with an Intel Core i7 processor, 16GB memory, and Ubuntu 18.04.6 LTS. All the
algorithmic programs are coded in C language. We used the Wireshark packet analyzer to
trace the data flows during the experiments. The following table 2 defines the simulation
parameters used in this paper.

Experiments were divided into three sorts with different sizes per data flow: 100, 200,
and 400 MB, and produced three measure results of the overall flow completion time, path
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Table 2. Simulation Parameter

Parameter Value
Number of nodes in Abilene 11
Number of links in Abilene 14
Data packet size 960-1200 bytes
Transmission bandwidth capacity of a link 100 Mbps
Transmission delay of a link 0-100 ms
Packet loss rate of a link 0.001%
α, coefficient of the measure in 19 0.5
β, coefficient of the measure in 19 0.5
Transmission data size 100MB, 200MB, 400MB

delay, and packet loss rate. We employed the Mininet to adjust simulation parameters.
Explicitly, we set k = 3, delay coefficient α = 0.5 and packet loss coefficient β = 0.5
as calculating the weighted value pw. We adopted the Abilene topology [30]: there are
11 nodes and 14 links, the size of each packet is between 960 and 1200 bytes, the path
bandwidth is set to 100 Mbps, the delay is from 0 to 100 ms by the binomial distribution,
and packet loss rate is set to 0.001%. All experimental cases were run in 20 times to have
the results on average.

4.2. Flow Completion Time

Figures 4a, 4b and 4c exhibit the flow completion time in terms of the cumulative distribu-
tion function (CDF). As observed, the performance by naive QUIC is the worst, because
QUIC only transmits data through a single path, as compared with the other schemes
that take multiple paths. Hence, distributing data across multiple paths can obtain better
network performance, redundancy, and fault tolerance. It is visible that our scheme out-
performs LRF and PQUIC. Explicitly, LRF is based on finding the path with the minimum
RTT for transmitting the top-priority data first. Thus, LRF behaves like a greedy way and
only focuses on the RTT condition without referring to other network characteristics. The
above observations indicate the importance of taking a more comprehensive method for
improving network performance.

PQUIC switches between multipaths to ensure that data packets are sent to the receiver
fairly. Although PQUIC likely increases the complexity of managing multipath transmis-
sions in dynamic networks, it still suffers from minor performance degradation as path
characteristics often change, and as the data size becomes larger. Relatively, our proposed
scheme considers both path delay and packet loss rate of path candidates. Such a sophis-
ticated path selection method can lead to better performance to network applications that
concern the packet loss. By using a weighting normalization method, it is able to calculate
Pw. The higher Pw, the higher priority the data needs to be scheduled for transmission
first. This method can dynamically adjust the priorities of data transmission according
to network conditions. Our proposed scheme with weighting effects can minimize the
flow completion time, resulting in a remarkable comparison with LRF and PQUIC. Thus,
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(a) Data size 100 MB (b) Data size 200 MB (c) Data size 400 MB

Fig. 4. Flow Completion Time

this remarkable result can highlight the importance of intelligent path selection and data
prioritization in efficient data transmission and better user experience.

4.3. Packet Loss Rate

Figures 5a, 5b and 5c present the packet loss rate of the overall system performance. As
observed, the packet loss rate of QUIC is higher than the other multipath schemes. This
is because only the resource allocation of a single path is used, so that the packet loss
is apparently affected to a sensitive extent. In the case of data size 100 MB per stream,
the packet loss rates of QUIC, LRF, and PQUIC are similar, but become different when
the data size per stream increases to 200 MB and even 400 MB. LRF searches for the
path of the minimum RTT, which may cause the problem of packet loss in the rear tail
of data stream. As examined, this problem is not easy to be resolved when RTT is solely
concerned in path selection. PQUIC is fairer as allocating multiple paths to a data stream.
Its packet loss rate is lower than the LRF’s result. By contrast, our scheme can distribute
the data to multiple paths efficiently, thereby being less susceptible to the increase of
data size per stream. As seen, our scheme is able to cope with the packet loss rate to be
lower than 1 % regardless the increasing data size from 100 MB to 400 MB. Therefore,
experimental results provide insights into the relationship between different packet loss
rates, data sizes, and transmission schemes. The above findings help in understanding the
variance of network performance during the multipath data transmission.

4.4. Overall system stability

Figures 6a, 6b and 6c depict the quartile distribution of flow completion time when the
experiment launched 20 data flows one by one repeatedly. Obviously, QUIC needs to
take much more time to accomplish the transmission of per data flow. The time gap be-
tween QUIC and three multipath QUIC scheme is apparent. This phenomenon shows that
employing multiple paths schemes can bring a positive influence on reducing the flow
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(a) Data size 100 MB (b) Data size 200 MB (c) Data size 400 MB

Fig. 5. Packet Loss Rate

(a) Data size 100 MB (b) Data size 200 MB (c) Data size 400 MB

Fig. 6. Overall system stability with QUIC
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(a) Data size 100 MB (b) Data size 200 MB (c) Data size 400 MB

Fig. 7. Overall system stability without QUIC

completion time. Instead, Figures 7a, 7b and 7c exhibit a clear view on the time gap of
three multipath QUIC schemes. LRF has not only a larger completion time but also a
wider quartile distribution than PQUIC and our scheme. That is, LRF’s flow complete
time is inconsistent with high variance. We examined that as compared with our scheme,
PQUIC cannot perfectly allocate data packets to paths. As the amount of data packets
increases rapidly, the probability of head-of-line blocking will increase and then affect
the data throughput. Therefore, the results by our scheme are obvious with a minor quar-
tile distribution and the lowest flow completion time. In other words, our scheme can offer
stable transport performance since data flows are completed efficiently and with relatively
low variability.

5. Conclusion

This paper designs a novel data transport scheme based on MPQUIC. Compared with
the traditional network protocol TCP, MPQUIC is based on UDP and keeps the advan-
tages of QUIC from a single-path to multi-path data transport. Our proposed MPQUIC
scheme is able to joint sustain transmission delay and packet loss rate with respect to data
flows. Performance study is conducted by comparing the proposed scheme with three
prior schemes, i.e., QUIC, LRF, and PQUIC. It is remarkable that our proposed scheme
performs efficiently and stably in terms of the flow completion time in the system. When
the flow completion time is reduced significantly, this scheme also exhibits the effec-
tiveness of reducing path delay and lower packet loss rate under comparative cases with
different sizes of data flows.

Our future research will continue to implement MPQUIC and measure the network
transport performance in more complicated network scenarios with emerging AR/VR ap-
plications, particularly in mobile environments. On the other hand, we notice the adop-
tion of machine learning techniques in internet traffic engineering and management. Our
study will further incorporate edge intelligence to network hosts for pro-actively allocat-
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ing network resources to data flows and streams. Potential effects on network throughput,
security, load balancing and user experiences will be investigated.
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Abstract. When data collection is limited, such as in the case of fire detection,
improving the detection rate with only number of small labeled data is difficult.
Therefore, researchers have conducted many related studies, among which semi-
supervised learning methods have achieved good results in improving detection
rates. Most recent semi-supervised learning models use the pseudo-label method.
But there is a problem, which is that it is difficult to label accurately in samples that
deviate from the true label distribution due to false labels. In other words, due to
the pseudo-label used for data augmentation, erroneous biases can be accumulated
and adversely affect the final weights. To improve this, we proposed a method of
generating Similar-labeled data (prediction result labeling value and correct answer
value are similar), which was used through the F-guessed method and the Region
of Interest (ROI) expression method in the video during initial learning. This has
the effect of preventing the bias from being distorted in the initial stages. As a re-
sult, data generation increased by about 6.5 times, from 5,565 to 41,712, mAP@0.5
increased by about 26.1%, from 65.9% to 92.0%, and loss improved from 3.347 to
1.69, compared to the initial labeled data.

Keywords: semi-supervised learning, deep learning, pseudo-labeling, fine-tuning,
Similar-label, F-guessed.

1. Introduction

The semi-supervised learning method has developed increasingly in computer vision over
the past few years. Currently, the most advanced methods introduce hybrid methods by
simplifying previous work or combining them with other formulas in the aspect of ar-
chitectures and loss functions [1]. However, supervised learning is the most used method
in the field of deep learning. Supervised learning is a learning method for memorizing
learning patterns. It is not easy to identify data that has never been learned before. A lot
of labeled data must be required for better generalization [2]. In addition, obtaining large
numbers of labeled data in areas where labeling requires expertise or the labeling process
takes a long time may be difficult. To improve this problem, Dong- Hyun Lee proposed a
pseudo labeling method [3]. The pseudo labeling method is a simple method that can be
used for both classification and regression. But there is a limit to improving performance
and challenging to match the correct label if a sample is out of the distribution of the
labeled answer [4].

⋆ Corresponding authors
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However, numerous Semi-Supervised Learning (SSL) papers inspired by the pseudo-
labeling method have been published [5, 6, 7, 8, 9]. Among them, MixMatch [10], ReMix-
Match [11] and FixMatch [12] announced by Google tried various methods to supple-
ment the problems of pseudo label. MixMatch is training by applying entropy minimiza-
tion to labeled and unlabeled data. Unlabeled data is labeled using the pseudo labeling
method. Pseudo-labeling is sensitive to parameter tuning as it is a method of combination
of various mechanisms. Therefore, it requires careful parameter tuning. Nowadays, semi-
supervised learning models are mainly using the pseudo- labeling method. When pseudo
labels are used, incorrect bias will be stacked due to the pseudo labels. If not solving the
data bias, it will learn a biased decision boundary of a specific data sample unlikely the ac-
tual labeled data. It can be complicated to use current methods when there are constraints
on labeled data, such as in the case of a fire event. Sometimes, there may be errors in
recognizing data if it was not included in the learning data. This means that the collected
answer label data distribution may not be able to cover all the data.

In this paper, we suggested the following ways to minimize data bias when collecting
the data. Instead of the pseudo-labeling method, apply the Similar-labeling method, which
uses Region of Interest (ROI) on a video to get labels which are close to the answer. To
classify no correct answer label data more precisely, using guessed label after fine-tuning
the existing method. Instead of learning all the data at once, extracting guessed labels
from half quantities (2,187 pcs) of the initial data (5,565 pcs) and using the extracted data
for the next step learning model. To improve the fire recognition rate and significantly
reduce the time required for human labeling by minimizing the training bias in several
steps. Fig. 1 is a diagram of fire data creation that extracts Similar-label by setting the
ROI of suggested algorithms and using Intersection Over Union (IOU) comparison.

Fig. 1. Conceptual diagram of fire data augmentation using Similar-label and F-guessed
comparison method
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2. Related work

Semi-supervised learning can be considered if there are few correct answer-labeled data
and many labeled data without correct answers. Semi-supervised learning aims to im-
prove performance by applying supervised learning for a few correct answer labels and
applying Unsupervised learning for many labeled data without correct answers. Various
semi-supervised learning methods have appeared from the perspective of using labeled
data without answers for learning. Semi-supervised learning has emerged to collect cor-
rect answer data and reduce the resources and costs for labeling work. Objective Function
of semi-supervised learning can be expressed as minimizing the sum of supervised learn-
ing loss Ls and unsupervised learning loss Lu as in equation (1).

Loss = Ls+ Lu (1)

Semi-supervised learning can be seen as modeling the essential characteristics of the
data itself, moving away from the model of the correct answer of the label. It means that
the generalization performance can be improved with a small number of learning through
a small number of true-label data. Studies similar to the currently proposed technology
include pseudo-labeling, MixMatch and FixMatch.

2.1. Pseudo-labeling

Pseudo-label is a popular method because it is very simple. Based on the predicted val-
ues of the models sufficiently learned by supervised learning, we attach pseudo-label to
the unlabeled data with simple rules such as threshold. The model is then re-learned by
combining labeled data and pseudo-labeled data [5]. Fig. 2 shows the basic concept of the
pseudo-label method very well.

2.2. MixMatch

Recently, semi-supervised learning algorithms get supervised loss for labeled data and un-
supervised loss for unlabeled data. A method of learning a model using these two losses is
widely used. Entropy minimization, Consistency loss and MixUp methods were suggested
for Unsupervised loss. MixMatch is a supervised learning algorithm that encompasses the
three methods. In Fig. 3 shows the MixMatch operation.

- Entropy minimization: The classifier minimizes the predictive entropy of labeled
data without an answer, and one of the methods of entropy minimization is pseudo-
labeling.

- Mixup: Mixup is a method that mixes augmented answer labels and without answer
labels and overlaps the answer and without answer labeled data images for the data.

- Consistency regularization: Using answer labels and without answer labels for learn-
ing the data. When similar or modified data are offered to learn, the result has to present
similar results.

The algorithm performed better than existing semi-supervised learning algorithms
even when using only a small number of labeled data. When correct answer labeled data
(X) and labeled data without answers (u) provide for the MixMatch algorithm, it will
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Fig. 2. Pseudo-labeling operation

Fig. 3. MixMatch operation
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generate processed answer labeled samples (X
′
) and predicted guessed labeled (u

′
). Of-

ficially, coupling loss L for semi-supervised learning is defined as equation (2) [10][11].

X ′, u′ = MixMatch (X,u, T,K, a)

Lx =
1

|X ′|
∑

xpeX′

H (P, Pmodel (y|x; θ))

Lu =
1

L|u′|
∑

uQeu′||q − Pmodel (y|u; θ) ||22

L = Lx+ λuLu

(2)

H(p, q) is the cross entropy between distributions p and q, and T, K, α, λu are hyper-
parameters.
T : sharpening temperature.
K : number of unlabeled augmentations.
α : Beta distribution for MixUp.
λu: unsupervised loss of weight.

2.3. FixMatch

FixMatch is a method of training a supervised learning model from correct answer-label
images using cross-entropy loss. To get two images by applying weak and strong augment
methods for each image of labels without a correct answer. Weakly augmented images are
passed on to the model, prediction for the class is obtained, and the probability of the most
confident class is compared to a threshold. Use the class as the basic label (pseudo-label)
if it is higher than the threshold. After that, strongly augmented images are passed on to
the model and proceed with predictions for the class. The predictions can be used as cross-
entropy loss to compare with the answer pseudo-label. At this point, combining two losses
and optimizing the model. In Fig. 4, the FixMatch Realization method is schematized
[12].

Fig. 4. FixMatch operation
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2.4. Fine-tuning

Fine-tuning transforms an architecture to fit image data for new purposes based on previ-
ously learned models and updating learning from already learned model weights. In deep
learning, fine-tuning means injecting additional data into the existing model to update
parameters. For more detail, fine-tuning can be considered as precise parameter tuning.
To finish the Fine-tuning, the existing learned layer data must be additionally trained to
update the parameters. If it uses completely random initial parameters or a less abstracted
layer that learns general features, this will collapse the entire parameters because of over-
fitting. To change the purpose of the pre trained model for needs, fine-tuning is required
with one strategy from four strategies in Fig. 5 [13].

Fig. 5. Types of fine-tuning

The first quadrant is a big dataset but differs from the pre-trained model dataset. Be-
cause the dataset is big, the dataset can train a model from the beginning and proceed with
all works. The second quadrant uses a big dataset similar to the dataset of the pre-trained
model. Since the dataset is large, overfitting will not be an issue and can be learned ef-
fectively. The third quadrant uses a small dataset which is opposed to the dataset of the
pre-trained model. It is hard to find a balance between the quantity of trainable layer and
the same amount of layer, and it could be overfitting. The fourth quadrant is the small
dataset but uses all the pre-trained models’ datasets. This method changes only the last
Fully Connected (FC) and trains a new classifier [14].
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3. Proposal method

As mentioned in the introduction, the weakness of the pseudo-label is when the learning
model is overfitted to one side and has a bias, and the bias is also applied when gen-
erating the pseudo-label. In other words, since the weights are shared, learning through
potentially false pseudo-labels is risky. In case of limited data collection, such as fire, it
is inevitable to have more distorting bias. In addition, ” A Study on Fire Data Genera-
tion and Recognition Rate Improvement using F-guessed and Semi-supervised Learning
” previously studied by the author [15] is also a model trained by the pseudo-labeling
method. Which extracts images per frame from fire videos and uses fire pseudo-labeled,
so overfitting to one side, we had no choice but to have the bias accumulated.

3.1. Similar-labeled data using ROI

In this study, the Region of Interest (ROI) was set in the Fire image to prevent false biases
from being included in the weights during initial learning. When generating F-guessed,
the decision boundary detected within this ROI area obtains the pseudo-labeled data most
similar to the labeled data (correct answer or true label). In other words, since the existing
pseudo-label data utilizes an unlabeled dataset, it is impossible to know how much wrong
bias it has for which class because there is no label information [12]. However, Similar-
labeled data has the most similar class and decision boundary to the labeled data. Fig. 6
shows a process of setting an ROI using unlabeled video and extracting Similar-labeled
data. For more details, set the ROI for the fire part in the video images and calculate the
IOU of the decision boundary (Bd) and boundary of ROI (Bri), occurring near the ROI.
If the difference is less than 50%, use for Similar-labeled data. Equation (3) shows the
calculation method.

Bd andBri of IOU =
Bd ∩Bri

Bd ∪Bri
(3)

And as shown in Fig. 7, a fire gradually increases over a certain period when it is
ignited. This means that the shape of the fire will vary as long as the camera is not moving,
but the size of the fire will remain similar to its size until the fire expands. Based on this,
when extracting a decision boundary from a fire video, set ROI on the video of the fire
point. Until the fire expands significantly, the shape and form of the fire mostly change
within these ROIs. As a result, gathering a considerable amount of fire data similar to
labeled data without the need for separate labeling tasks each time is possible.

The disadvantage of this study is that the Region of Interest (ROI) must be drawn once
on the fire image. However, the initial ROI display has more advantages than disadvan-
tages in improving overfitting due to incorrect fire labeling in a state with little fire-labeled
data at the beginning of learning. In this study, relabeling was performed closer to labeled
data to minimize mislabeling that may occur when the number of true labeling data is
small. As a result, a similar labeling technique improved the recognition rate to minimize
misrecognition when predicting fire image data.

3.2. Fine-tuning

The reason for applying fine-tuning is to transform the architecture to suit the image data
for a new purpose based on the previously learned model and to update the learning from
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Fig. 6. Conceptual diagram of initial fire data generation using Region of Interest (ROI)
comparison method

Fig. 7. The shape and size of fire in the ROI(Region of Interest) in the video
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the already learned model weights. The parameters of the less abstract layer that learned
the general features were added to prevent overfitting. An optimization process is added
by learning a previously learned layer and updating parameters. Fine-tuning means re-
learning and optimizing processes using existing neural networks. This is because labels
that are more similar to the true labels can be predicted if label data without correct an-
swers is predicted(guessed) after precise parameter tuning of the existing learning model
[13].

Fig. 8. Fine-tuning optimization method

Fig. 8 shows an optimization method through fine-tuning. It is designed to perform
additional fine-tuning each time new data is added, and a new prediction model is created
by re-mixing the existing labeled dataset, similarly labeled dataset, and guessed labeled
dataset using the additional fine-tuning learning result.

3.3. Step-by-step data growth and redundant labeling

Instead of learning all data at once, it is a method of extracting a guessed label with
about half the quantity (2187 pcs) of the initial labeled data quantity (5,565 pcs) and
using it as the next step of the learning model. The label was continuously increased by
about half its initial quantity. This is because the training process is divided into stages to
minimize initial overfitting [7]. Also, the initial labeled data (true label) was used only for
learning purposes and was not used as F-guessed data. In other words, for semi-supervised
learning, labeled data is always used only as learning data (labeled data) regardless of the
learning order, and no transformation is made by labeling. Unlabeled data and Similar-
labeled data are designed so that final prediction labeling is always applied according
to the learning order for semi-supervised learning. It means the true label + prediction
(guessed + similarity) data combines and mixes the true label and the correct answer
prediction label to create a new step model for semi-supervised learning. A new fine-
tuning is performed using this learning weight value [8]. Fig. 9. is a conceptual diagram
for redundant labeling.

4. Experimental Results

A research experiment on how to generate fire data from a video using the F-guessed
method was conducted in a computer environment with CPU: AMD Ryzen 7 3700X 8-
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Fig. 9. Conceptual diagram of step-by-step data increase and redundant labeling

Core Processor 3.6 GHz, GPU: NVIDIA GeForce RTX 8000, and 32GB of RAM. More-
over, CNN used Darknet 53, and an object detector has experimented with yolov4 [16].
Table 1. shows the initial labeled dataset information. The numbers in this table mean
the number of images, and even in the actual fire image, Person, Smoke, and Spark also
include a considerable number of overlapping labels depending on the image. In addi-
tion, these images secured data using the Internet [17], fire department site photos, and
self-data augmentation methods (Using its own DA-FSL augmentation method [18]).

Table 1. Basic labeled data set information.

Data Fire Person Smoke Spark Total

Q’ty 2585 1500 634 846 5565

As shown in Table 1, the experiment was conducted to determine the impact of false
bias on pseudo-label during learning when there is not enough initial data. Fig 10 shows
false labeling image results from an experiment using unlabeled video data.

To prevent false bias from being included in the weight when initial learning data is
insufficient, a region of interest (ROI) was marked on the fire video to obtain pseudo-
labeled data most similar to the labeled data when generating pseudo labels. Then, the
decision boundary detected within the ROI area was checked to exclude incorrect Labeled
data or change Labeling to secure Similar labeled data that was most similar to the correct
answer. Since the existing pseudo-label data uses an unlabeled dataset and does not have
labeled data information, it was hard to know how much incorrect bias it had for which
class. However, Similar labeled data has the most similar class and decision boundary to
labeled data using the ROI method.

Table 2 shows the quantity of data augmentation and total image quantity at each
stage of fire data generation using the Similar-label and F-guess method. 5,565 pcs cor-
rect answer labels used in the initial learning are labeled by humans (labeled data). Similar
labeled data close to the correct answer labels were generated using the ROI in the video.
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Fig. 10. Red color B/B indicates ROI, Top Left (TL) image is incorrectly recognized as
a spark, Top Right (TR) image is incorrectly recognized as Fire and Person, and Bottom
Left (BL) image is Fire and Person. In the case of Bottom Right (BR) images, it is mis-
takenly recognized as smoke

By using the unlabeled data images, table 2 shows the F-guessed quantities guessed by the
labeled data. F-guessed quantity increases as it repeats its steps with the final weight val-
ues obtained from F-guessing, learning, and labeling on video/image. Except for existing
labeled data, added Unlabeled data will repeat learning and labeling in every step. Minus
numbers in F-guessed columns are numbers of deleted images with no label in labeling
steps.

Table 2. F-guessed labeled data set augmentation information

Data Labeled Q’ty Unlabeled Q’ty F-guessed Q’ty Division

Basic labeled data 5,565 0 0 image

1st augmentation 5,565 2,783 2,783 Similar label(video)

2nd augmentation 5,565 4,175 6,956 image

3rd augmentation 5,565 6,261 12,976 (-242) image

4th augmentation 5,565 9,391 22,609 (-416) image

5th augmentation 5,565 14,087 36,696 (-548) image

In Table 3, the results of the change in fire recognition rate over five times by applying
the Similar-label and F-guess method based on the learning model of the initial answer
labeled data are displayed in the order of Loss, mIOU, and mAP. Compared to the ini-
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tial correct label data, Loss decreased by up to 1.66%, mIOU increased by 26.6% and
mAP@0.5 improved by 27.1% as a result of the test. Additional learning was not con-
ducted after the fifth round because the standard for finishing the program was set based
on a small change in loss. It was judged that the low loss meant that the consistency of
the labeling data was secured.

Table 3. Object precision rate test results based on max batch = 8,000.

Mode Loss(%) mIOU(%) mAP(%)

Basic labeled data Train 3.347 52.23 65.93
(True labeled) Fine-tuning 3.060 56.12 70.67

1st augmentation Train 2.783 56.35 67.48
(Similar labeled) Fine-tuning 2.63 59.64 75.42

2nd augmentation Train 2.70 65.88 75.03
(F-Guess labeled) Fine-tuning 2.413 65.53 77.22

3rd augmentation Train 1.958 69.33 78.7
(F-Guess labeled) Fine-tuning 1.828 70.09 79.30

4th augmentation Train 1.66 73.44 87.00
(F-Guess labeled) Fine-tuning 1.516 76.16 87.45

5th augmentation Train 1.815 76.57 90.67
(F-Guess labeled) Fine-tuning 1.69 78.84 92.0

Fig. 10 shows the effect of the wrong bias on pseudo labels during learning with a
lack of primary learning data. And Fig. 11 compares and displays the results of the label-
ing image that has changed since applying F-guessed with Similar-labeled data. In more
detail, the initial learning model learned with early primary labeled data inevitably results
in mislabeling, which in turn causes misrecognition. Therefore, to minimize erroneous
labeling at the beginning of learning, the program was modified to exclude images for er-
roneous labeling within the Region of Interest (ROI) or automatically change them to fire
classification labels. This proposed method is named similar labeling because it re-labels
similar to the correct answer. As a result, the mislabeling that occurs in Basic labeled data
is significantly improved after using Similar-labeled data, as shown in Fig. 11.

In Fig. 12, each stage’s change in fire image recognition rate is displayed from 1st
to fifth. The image data used for each order results from testing by randomly selecting
general images not used for learning from the Internet. The result shows many things
that could be improved when initially proceeding with a small number of labeled data.
However, it shows stable results as the additional labels continue to increase. Then, only
the images showing the greatest difference among several images were selected.

Image No.1 identified fire correctly but kept changing the smoke direction during the
learning processes. Image No. 2 correctly identified fire but struggled with recognizing
smoke at first. However, through the learning process, it improved recognition precisely
over time by smoke and clouds. Image No.3 also recognized fire correctly and smoke kept
changing through the learning process. Initially, fire recognition was accurate even with
a small amount of data. However, due to limited data, both misrecognition and unrecog-
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Basic labeled data Apply Similar-labeled data

Fig. 11. Comparison of labeling image results changed after applying Similar-labeled data
and F-guessed
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nition occurred. However, increasing the data using the F-guessed method resolved these
issues.

Table 4 presents the experimental results for ”F-guessed” and ”Similar-label and F-
guessed”. The results are based on 36,749 manually labeled labels by humans and 5,565
initial answer labels. Comparing manual labeling with Similar-label, the result improved
Loss by 0.69, mIOU by 9.42% and mAP by 13.66% as a result. Also, compared with the
existing F-guessed method, Similar-label improved performance considerably.

Table 4. Manual labeled, F-guessed and Similar-labeled data comparison experiment ta-
bles

Data Q’ty Loss(%) mIOU(%) mAP(%)

Basic labeled data 5,565 3.347 52.23 65.93

Manual labeled 36,749 2.38 69.42 78.34

F-guessed labeled 35,633 1.41 78.22 82.49

F-guessed + Similar-labeled 41,712 1.69 78.84 92.0

In comparison to the previously studied F-guessed labeled method, incorrect bias
significantly affects the recognition rate improvement in the initial stages. However, the
Similar-labeled method enhanced recognition rate accuracy by approximately 10% com-
pared to the present method.

5. Conclusions

In this paper, if data collection is limited, such as in a fire or disaster, the paper proposes
a Similar labelling method to improve recognition rates when only a small amount of la-
beled data is available. The current pseudo-labeling method has limitations in improving
performance because it is difficult to accurately label samples that are out of the distri-
bution of correct labels. Therefore, a method of marking a Region of Interest (ROI) in
a fire video was used to prevent false biases from being included in the weights during
initial learning. This is method automatically changes to a fire class label when the deci-
sion boundary detected within the ROI area is recognized as an incorrect class label when
the initial pseudo label is created. In this way, Similar-labeled data most similar to the
true labeled data can be obtained. As a result, loss decreased by up to 1.66% compared
to the initial basic label data, mIOU increased by 26.6%, and mAP@0.5 improved by
26.1%. Also, the number of secured data was 41,712 F-guessed data, which increased by
6.5 times based on the initial true label data of 5,565. And, through additional research in
the future, we plan to further study the false recognition rate of fire through uncertainty
distribution by using the Bayesian Neural Network to improve false recognition of fire.

Acknowledgments. This work was supported by the National Research Foundation of Korea (NRF)
grant funded by the Korea government(MSIT)(No.RS-2023-00247045).
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Fig. 12. Comparison of labeling image results changed after applying Similar-labeled data
and F-guessed
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Abstract. In the realm of IoT information security and other domains, various in-
formation security standards exist, such as the IEC 62443 series standards published
by the International Electrotechnical Commission and ISO/IEC 27001 by the Inter-
national Organization for Standardization. Business organizations are striving to
improve and protect their operations through the implementation and study of these
information security standards. However, comparing or pinpointing applicable con-
trol measures is becoming increasingly labor-intensive and prone to errors or devi-
ations, especially given the plethora of information standards available. Identifying
specific control measures scattered across different information security standards
is gradually becoming an important issue. In this research, we utilise a range of
domestic and international information security standards as the foundation, em-
ploying text mining and deep learning methods to map the similar parts of control
measures between standards, thereby enhancing the efficiency of comparison tasks
and allowing human resources to be allocated to more pertinent issues.

Keywords: Information Security, Information Security Standards, IoT Security,
Text mining, Deep Learning.

1. Introduction

With the proliferation of Internet of Things (IoTs) technologies, everyday life has become
increasingly digitized. IoT devices have a wide range of practical applications, whether
in office environments, transportation, financial transactions, healthcare, or even in stan-
dard household smart appliances [22]. Broadly speaking, any device that can connect to
the internet falls into this category, from those with basic network functionality to those
combining various sensor devices, specialized software, or even capable of receiving and
transmitting data from other complex IoT devices. The advent of IoT and the digital econ-
omy is a double-edged sword, on one hand making our lives more convenient to some
extent, but on the other hand, escalating the information security threats associated with
IoT devices and applications.

⋆ An extended version of The 12th Frontier Computing Conference/FC2022 paper
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In the current era where the Internet of Things (IoT) is burgeoning and the inter-
connection of all things is becoming a trend, the potential risks behind its applications
warrant our deep reflection and assessment. Revising new standards is a time-consuming
and labour-intensive project, requiring information security professionals to reference, or-
ganise, and summarise the contents of various different standards. In this research, based
on textual data exploration, existing international IoT standards are automatically pre-
processed into numerous features, and then trained using deep learning models. This en-
ables the automatic analysis of existing standards’ information security requirements and
their alignment with those of other international IoT information security standards. Fi-
nally, members of the standards drafting unit can directly refer to and assess whether the
automatically generated corresponding results are suitable for use, thus saving a substan-
tial amount of labour and time costs.

This research aims to utilise text mining to automatically translate and reference var-
ious existing international IoT standards. After textual preprocessing, these standards are
trained using machine learning and deep learning models. The objective is to segment
and automatically analyse the information security requirements of the existing standards,
matching them with the requirements listed in other international IoT security standards.
This not only assists the Mobile Application Security Alliance in continually updating IoT
security verification standards, but also allows for the practical examination of whether
domestic information security standard-setting processes comply with international IoT
security standards. This study uses both domestic and international information security
standard content as its dataset, with the capability to swiftly identify similar content. Fur-
thermore, the content is not limited to being in the same language, and the overall output
process can be finely tuned based on the input dataset to achieve the best matching results.
This application is not limited to comparing and analysing the content of information se-
curity standards alone. It can also be based on other existing data and literature to explore
and analyse their similarities, providing a reference for researchers looking to implement
text processing, text analysis, machine learning, deep learning, and information security
standards in their workflow.

2. Related Works

2.1. IEC 62443 Standards

IEC 62443 is a series of international standards for Industrial communication networks
- IT security for networks and systems, which contains a series of technical procedures
for the security of control systems, and the standard classified the user roles into operator,
integrator and manufacturer, designs risks and potential problems for each role to help
users of the standard to design and evaluate their own industrial automation systems and
improve network security. The IEC 62443 series of standards is divided into four parts.
The first part includes terminology and explanations of concepts related to automated in-
dustrial control systems, as well as examples of their use; the second part describes the
security planning, operation, and management of the structure of industrial automation
and control systems; the third part details technologies related to information security,
information security risk assessments, and other definitions concerning information secu-
rity; the fourth part focuses on the description of various security requirements, including
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the product security development lifecycle, components, and technologies. In the process
of developing the Mobile Application Security Alliance IoT security certification series,
IEC 62443 Part 4-2 [8] (IEC 62443-4-2) is also one of the key reference standard and
will be introduced separately in subsequent sections. The table below, Table 1, shows the
structure and orientation of each content of the ”IEC 62443” series of standards.

Table 1. The list of IEC 62443 series of standards

Standard structure Parts Standard content
General: Defines the standard 1-1 TS Concepts and models
concepts, models, terminology 1-2 TR Master glossary of terms and abbreviations
interpretation and examples, etc. 1-3 System security compliance metrics

1-4 IACS security life cycle and use-cases
Policies and Procedures: 2-1 TS Secure program requirements for
Provide defined system IACS asset owners
management requirements 2-2 Security Protection Rating
for IACS asset owners 2-3 TR Patch management in the IACS environment
and services. 2-4 IS Requirements for IACS service providers

2-5 TR Implementation guidance for IACS
asset owners

System: Security risk assessment 3-1 Security technologies for IACS
and security requirements defined 3-2 Security risk assessment and system design
for industrial control systems. 3-3 System security requirements and security

levels
Component: The safety product 4-1 IS Secure product development lifecycle
development process and component requirements
safety requirements as defined by 4-2 Technical security requirements for
the product supplier. IACS components

2.2. OWASP Top 10

OWASP, known as the Open Web Application Security Project, is an open, non-profit
organization dedicated to helping governments and businesses improve web software se-
curity, tools, and technical documentation, as well as gain practical insight into the vul-
nerabilities and security of the information assets they use. Every few years, OWASP
produces a list of the top 10 web application security vulnerabilities and provides some
easy ways and directions to educate users on how to avoid these vulnerabilities. Table 2.
below shows the ten web application security vulnerabilities pro-posed in ”OWASP Top
10:2021 [18]”.

Despite all the vulnerabilities presented in the OWASP Top 10 are carefully orga-
nized and filtered to the top ten most common web application security vulnerabilities of
our time, there is still a ranking hierarchy among the vulnerabilities, and the higher the
ranking, the more important the web application security vulnerability is in the current
information environment.

Among the existing web application security vulnerabilities, there are several items
that have appeared in the previous version of the ”OWASP Top 10”, but their ranking
has been changed in response to the changing times and environment. For example, A01:
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Table 2. The list of OWASP Top 10:2021

Vulnerabilities ID Vulnerabilities Top 10 of application security ver.2021
A01:2021 Broken Access Control
A02:2021 Cryptographic Failures
A03:2021 Injection
A04:2021 Insecure Design
A05:2021 Security Misconfiguration
A06:2021 Vulnerable and Outdated Components
A07:2021 Identification and Authentication Failures
A08:2021 Software and Data Integrity Failures
A09:2021 Security Logging and Monitoring Failures
A10:2021 Server-Side Request Forgery

Access Control Failure in ”OWASP Top 10:2021”, which was ranked fifth in the previ-
ous version of OWASP Top 10:2017, was moved from fifth to first in the latest version.
According to the officials, more than 90% of the applications they tested had a category
access failure problem, and the number of occurrences was much higher than other vul-
nerability categories.

In addition to the ten most common security weaknesses of web applications, OWASP
also has responded to the increasing use of APIs and Internet of Things devices in the
industry, they presented the ”OWASP API Security Top 10” and ”OWASP IoT Top 10”,
which includes ten most common security vulnerabilities of network applications. Despite
there is a newer version of ”OWASP IoT Top 10”, which is the version 2018, but overall
and detailed information of ”OWASP IoT Top 10:2014 [16]” is relatively more abundant
than the 2018 version on the official OWASP website, more information is definitely
more helpful for deep learning model to classify information security controls into similar
categories, that was the main reason we chose to use ”OWASP IoT Top 10:2014 [16]”
instead of ”OWASP IoT Top 10:2018 [17]”. Table 3 below shows the list of top 10
security vulnerabilities of ”OWASP IoT Top 10:2014”.

Table 3. Introduction to the OWASP IoT Top 10:2014

Vulnerabilities ID Vulnerabilities Top 10 of Internet of Things ver.2014
I01:2014 Insecure Web Interface
I02:2014 Insufficient Authentication/Authorization
I03:2014 Insecure Network Services
I04:2014 Lack of Transport Encryption
I05:2014 Privacy Concerns
I06:2014 Insecure Cloud Interface
I07:2014 Insecure Mobile Interface
I08:2014 Insufficient Security Configurability
I09:2014 Insecure Software/Firmware
I10:2014 Poor Physical Security
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For the showcase of this study, we attempted to make IEC 62443-4-2 controls auto-
matically classified into the closest of the ten specified ”OWASP IoT Top 10” categories
through text mining and deep learning methods, thus saving the time and cost required for
manual comparison of information security standards.

2.3. Text Similarity Matching

Text similarity matching methods are becoming increasingly important in many applica-
tions. Existing methods often compute similarity based on shallow syntax or POS tagging
or by comparing basic syntax similarity, generating vectors, and then inferring similar-
ity from this set of vectors. However, due to the variability in natural language expres-
sion, these methods often struggle to predict actual semantic content and implications. To
address these issues, researchers have attempted various approaches. At the beginning,
using a lexicon to note the positions of words within sentences, forming a one-hot en-
coding vector representation. However, this method couldn’t link related words. Mikolov
et al. citeMikolov2013 tried combining neural networks in their research. Turian et al.
[23] tried using pre-trained word representations in conjunction with supervised learning
methods as extra features, which showed significant improvements over traditional word
embedding methods. These methods evolved into larger frameworks, like sentence em-
bedding [10] or paragraph embedding [11]. Matthew et al. [19] extracted context-sensitive
features from language models, integrated these features into training for specific tasks,
and gradually began to understand the variability and actual semantic content in language
expressions.

Researchers also considered the context and situation of sentences. The Skip-gram
model [5] is a renowned method that trains and identifies using the context of target
words. WordNet [4] is a network primarily focused on the ”word-semantics” in English,
storing the structures and potential relationships between words, quantifying the seman-
tic relationship between two different words. ConceptNet [12] uses a dictionary-based
embedding model, aligning with the hierarchical structure of predefined words in Word-
Net, defining various relationships between words. Emrah [7] proposed a method focused
on calculating sentence similarity without using machine learning, relying on dependency
parsers and lexical embedding models, achieving results better than most traditional meth-
ods.

In research on machine learning for text similarity analysis and comparison, Ji and
Eisenstein [9] introduced a supervised machine learning method that measures semantic
similarity between sentences using a discriminative term or proper noun, in conjunction
with a set weighting index, giving higher importance to certain features, then computing
sentence similarity. The authors claimed their new method outperforms the widely-used
TF-IDF weighting method. Mohamed and Oussalah [15] proposed a similarity calcula-
tion method that uses WordNet to obtain dependency relationships for words which based
on instances extracted from Wikipedia and normalized Google distance. The normalized
Google distance calculates the hit count returned for a set of keywords using the Google
search engine. Hassan [6] proposed a method based on Wikipedia’s content for context
determination, called Salient Semantic Analysis (SSA). Mihalcea et al. [13] combined
corpus-based semantic similarity with knowledge-based semantic similarity, using data
from WordNet and the British National Corpus, which reduced the error rate compared
to traditional methods. Wang et al. [24] focused on the similar and dissimilar parts of
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sentences. They constructed a similarity matrix and corresponding vectors for each word
meaning, decomposing the resulting matching vectors to identify similar and dissimilar
parts, eventually using matrix decomposition to extract sentence vectors to compute sen-
tence similarity.

BERT [2], introduced by Google’s AI team in 2018, used BooksCorpus and over 800
million entries and data from Wikipedia for pre-training. The operation is divided into
two stages: pre-training and fine-tuning. In the pre-training phase, there are two train-
ing methods: Masked LM and Next Sentence Prediction. Then in the fine-tuning phase,
the model is adjusted based on specific tasks. BERT performs well in sentence classifi-
cation, tagging, and text classification. However, Reimers and Gurevych [20] found that
while BERT and RoBERTa achieve effects in many sentence regression tasks, such as
text semantic similarity, they need to input two sentences to be compared into the model
repeatedly until the closest two sentences are found. The excessive computational cost
makes BERT unsuitable for semantic similarity searches. Hence, they introduced SBERT
(Sentence-BERT). SBERT, unlike BERT, which repeatedly attempts to combine two sen-
tences, calculates the similarity distance between two sentences directly by matching their
word embedding representations, significantly reducing computation. This model also
achieves good results in some STS and transfer learning tasks.

3. Research Methodology

3.1. Data Pre-processing

In this study, we use python and jupyter notebook as the test environment. In the data
pre-processing progress, we first need to retrieve the contents of the information security
standard, and split the contents into each column, including its control number, control
name and control description as a spreadsheet. After this, the contents of the information
security standard form are stored in memory and ready to go.

These manually retrieved control contents in the spreadsheet does not require data pre-
processing, they can simply import into the deep learning model in their original format
for training. The pre-trained models provided by SBERT [21] are already trained from
various types of datasets, familiar with the original word patterns, so there is no need to
perform steps such as words and sentences segmentation, word lemmatization, stemming
or other data pre-process methods you can find in other NLTK tasks to filter the features.

As shown in the figure above, the following figure is a screenshot of the jupyter
notebook after importing and reading the information security standard content into the
spreadsheet. This experiment uses IEC 62443-4-2 [8] content as the training set, and tries
to classify the content of the controls in each of the ten categories of ”OWASP IoT Top
10:2014 [16]” as the test set.

It is also possible to match similar contents between different language information
security standards. In the data pre-processing state, while keeping the unique control id
number field legible, translation modules can be used to translate control descriptions into
the specified language and then perform a similarity comparison exercise with other in-
formation security standards. Usually, it is better to translate other languages into English
and perform similarity matching between the two standards using English as the common
language, because most of the pre-training data for deep learning models are trained from
English data as shown in the Fig. 2 below.
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Fig. 1. A schematic diagram of train/test data content

Fig. 2. A schematic diagram illustrating the successful prediction of control items be-
tween two different standards
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In the Fig. 2 above, we used a local IoT security standard for this showcase, which
is “IoT-1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Infor-
mation Security Requirements [14]” from Mobile Application Security Alliance, which
is an IoT product certification alliance dedicated to the promotion of domestic IoT infor-
mation security in Taiwan. According to the figure, any standards in different languages
can be translated into English by the translation module and then start the comparison
process of information security standards directly, this allows the process to be able to
compile information security standards in different languages without any limitation due
to language.

3.2. Model Training

BERT [1], the abbreviation of Pre-training of Deep Bidirectional Transformers for Lan-
guage Understanding, which is already highly characterized by the endless training data
based on the Google search engine, so that BERT only needs to specify the form of its
output data, and then fine-tune it according to the task, finally, it can be used for various
common natural language processing tasks.

But Reimers and Gurevych found that although both BERT and RoBERTa achieve
some good results in many sentences regression tasks, such as textual semantic similar-
ity, they both need to pass both sentences to be compared into the model and repeat this
process until the two most similar sentences are found. This is a very costly process, es-
pecially when the data is large. According to this, they considered BERT is not suitable
for the task of semantic similarity search because of the limitation of the algorithm, so
they proposed SBERT [21] (Sentence-BERT), which does not need to try to combine two
sentences repeatedly like BERT, but by directly matching and calculating the words sim-
ilarity distance of two sentences using word’s embed-ding representations, which greatly
reduces the computational effort and achieves very good results in some STS and migra-
tion learning tasks.

The deep learning method SBERT provides a number of pre-training models, which
allow users to train their own research data directly to make further predictions. In the
official guidance document of SBERT, 13 pre-training models are provided. The 13 pre-
training models are listed with their performance of sentence embeddings, performance
of semantic search, average overall performance, running speed and model size, so that
users can select them according to their task requirements. The five models with the best
performance based on the above five indicators were shown as Table 4.

In this study, the best average overall performance one: all-mpnet-base-v2, were se-
lected, which was an all-round model tuned for many use-cases, trained on a large and
diverse dataset of over 1 billion training pairs.

As shown in the figure above, IEC 62443-4-2 controls were successfully classified
by deep learning models into the ten categories of OWASP IoT Top 10:2014. Matching
similar contents including controls or descriptions between several information security
standards, which often requires a lot of labor and time, but this study showed that it is
totally possible to quickly generate similarity comparison results between certain infor-
mation security standards by using text mining and deep learning methods. It can also be
said that this study, corresponding contents between information security standards and
standards is also one of the typical NLP tasks, i.e., the application of semantic textual
similarity tasks.
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Table 4. Comparison of SBERT best performance pre-trained models

Model name
Performance
of sentence
embeddings

Performance
of semantic search

Average
overall

performance

Encoding
speed

Model
size

all-mpnet-base-v2 69.57 57.02 63.30 2800 420 MB
multi-qa-mpnet-base-dot-v1 66.76 57.60 62.18 2800 420 MB
distiluse-base-multilingual
-cased-v2 60.18 27.35 43.77 4000 480 MB
paraphrase-MiniLM-L3-v2 62.29 39.19 50.74 19000 61 MB
paraphrase-multilingual-
mpnet-base-v2

65.83 41.68 53.75 2500 970 MB

Fig. 3. A comparative schematic illustrating the distance between control measures across
different standards
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3.3. Evaluation Methodology

In section 3.2, we have demonstrated that it is possible to perform similarity comparisons
between information security standards using deep learning methods. But, how was the
predictive accuracy? To find out the predictive accuracy of the model, first, a reference
answer that cross-validates the model prediction results is necessary. For example, a table
which providing an official mapping of the controls of a standard itself to the controls
of another standard, such as a table which maps IEC 62443-4-2 [8] controls to EN 303-
645 [3] controls. But unfortunately, no such mapping table is provided in the official
documents of these two parties.

For this reason, we use the official mapping of Appendix D of IoT-1001-1 v2.0 Image
Monitor System Information Security Standard - Part 1: Information Security
Requirements [14], which is a Taiwanese IoT information security standard focused on
image monitoring systems, includes a mapping table to the OWASP IoT Top 10:2014
[16], these two information security standard have built a explicit relations between their
controls, which allows this study to use the information in this table as a reference for
the accuracy of automated comparisons with deep learning models. Fig. 4 below shows
a screenshot of the controls in Appendix D of the standard ”IoT-1001-1 v2.0 Image Mon-
itor System Information Security Standard - Part 1: Information Security Requirements”
against each standard specification.

Fig. 4. A screenshot of the standard ” IoT-1001-1 v2.0 Image Monitor System Information
Security Standard - Part 1: Information Security Requirements, Appendix D ” against
OWASP IoT Top 10:2014
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The reference answer mapping of the standard comparison is based on the ”IoT-1001-
1 v2.0 Image Monitor System Information Security Standard - Part 1: Information Secu-
rity Requirements” standard, and the official mapping table of the standard to OWASP
IoT Top 10:2014 in Appendix D of the standard as the reference answer. In other words,
a total of 38 screened security items in the Image Monitor System Information Security
Standard will actually be classified into the ten corresponding categories of ”OWASP IoT
Top 10:2014”. Although each category of ”OWASP IoT Top 10:2014” has from 4 to 14
information security controls, it was found that it is difficult to match the information se-
curity control specified in the reference answer for information security standards from
different sources. In addition to the difference in terminology between different standards,
it is assumed that the accuracy of the wording of the original Chinese standard will be af-
fected after translation. Therefore, in this section, we choose to convert the accuracy of
the base standard information security control into reference values by whether they are
correctly classified or not. Figure 5 below shows the schematic diagram of the two exper-
imental approaches.

Fig. 5. A schematic diagram of controls versus control categories comparison

As shown in the Fig. 4, which shows that the control numbered 5.1.1.1 of ”IoT-1001-1
v2.0 Image Monitor System Information Security Standard - Part 1: Information Secu-
rity Requirements [14]” can actually corresponded to category I10 of ”OWASP IoT top
10:2014 [16]”.

However, since the standard itself is written in Chinese, it needs to be translated into
English and then fed into a deep learning model for comparison, so we have used the
translation module mentioned in section 3.1 to automatically complete this task for us.
After checking the table, a total of 38 filtered security controls in the ”IoT-1001-1 v2.0
Image Monitor System Information Security Standard - Part 1: Information Security Re-
quirements” will actually be classified into the ten corresponding categories of ”OWASP
IoT Top 10:2014”.
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4. Evaluation Results

4.1. Initial Evaluation Results

We used the five models with the best performance in Table 4. and distiluse-base-multilingual-
cased-v2, which is a multilingual model that supports more than 50 different languages,
and more balanced in the scores of the indicators, were selected and compared with the
”OWASP IoT Top 10: 2014”, and the following Table 5 shows the experimental results.

Table 5. Comparison of experimental results with different SBERT models

Exp. No. Model k=1 k=2
S1 all-mpnet-base-v2 61 % 68 %
S2 multi-qa-mpnet-base-dot-v1 50 % 66 %
S3 paraphrase-MiniLM-L3-v2 39 % 50 %
S4 distiluse-base-multilingual-cased-v2 68 % 68 %
S5 paraphrase-multilingual-mpnet-base-v2 50 % 74 %

In the above table, the k represents the prediction of the k most similar outcomes at
the end of each prediction. In other words, when the model can output the least number
of predictions, the more accurate it can hit the same category of predictions, which means
that the model has a better performance on the task of matching information security stan-
dards. The number of successful hits is one of the important indicators of the effectiveness
of the reference model for this task.

Under this condition, experiment number S1 and S4 have the best performance, which
are all-mpnet-base-v2 and multilingual model distiluse-base-multilingual-cased-v2, achiev-
ing 61% and 68% hit rate respectively under the restriction of k=1, and 68%, 74% hit rate
respectively under the restriction of k=2, which means at least three quarters of controls
in the standard were successfully predicted to the correct categories by the deep learning
models.

In addition to the difference in terminology between different standards, the accuracy
of the wording of the original standard will also be affected if it is translated, not to men-
tion the fact that there are also controls or requirements that meet several OWASP IoT
Top 10 categories after review and analysis, but the reference answer only has a given
category and thus cannot be included. However, when it comes to the actual use for the
information standards, even though they are for the same domain-oriented information
security standards, there are some parts that are not similar. In practice, when an infor-
mation security consultant is looking for controls or requirements that are suitable for a
particular case, the items that are suitable for the case may be scattered in different infor-
mation security standards, or different categories inside the same standard. Among those
that are not successful, there must be some items that are not in the same category but
have similar practical applications and application methods.

4.2. Discussion of Evaluation Results

In Section 3.2 of this paper, the five SBERT models that performed better on average were
compared with the results of the comparison experiments between their scores provided in
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the official guidance documents and the English standards. This means that nearly a quar-
ter of the information security items are difficult to classify correctly by the model. The
actual list of information security item numbers that were not predicted by each model
shows that these unpredictable information security item numbers are specific numbers,
as shown in Fig. 6 below shows the prediction status of each model for the specified corre-
sponding security item at k=3. The dark squares indicate that the number was successfully
predicted by the specified model, while the light squares indicate that the number was not
successfully predicted by the specified model.

Fig. 6. Standard controls for which none of the plural models can be predicted

The distribution of the light-colored squares in the above figure shows that the infor-
mation security items that cannot be successfully predicted by the specified models are
very similar for the above five deep learning models, especially for Experiment Numbers.
2, 7, 8, 9, 20, 21, and 23. Experiment number 2, 7, 8, 9, 20, 21, 23, these experiment num-
bers correspond to the following items in the original standard: ”IoT-1001-1 v2.0 Image
Monitor System Information Security Standard - Part 1: Information Security Require-
ments [14]”.

Based on the above table, it can be inferred that it is more difficult for the deep learn-
ing models to classify the contents of information security controls into two categories,
category 2 and category 8. When encountering the above information security controls in
practice, both category 2 and category 8 will not be the first choice of the deep learning
models, but other categories. In” OWASP IoT Top 10:2014” [16], category 2 is Insuffi-
cient Authentication/Authorization, which translates to unreliable authentication mecha-
nism, and category 8 is Insufficient Security Configurability, which translates to unreliable
security configuration.

From the evaluation results, the two deep learning models with the best prediction re-
sults, all-mpnet-base-v2 and distiluse-base-multilingual-cased-v2, are the best predicted
models for the translated ”IoT-1001-1 v2.0 Image Monitor System Information Security
Standard - Part 1: Information Security Requirements [14]”, which corresponds to the
prediction of ”OWASP IoT Top 10:2014”, achieved 61% and 68% hit rate at k=1 respec-
tively. The prediction results are shown in Table 7 below.

According to the above table, the prediction results can be easily classified into two
categories, one is the category where Model 1, denoted as M1, and Model 2, denoted as
M2, have the same prediction results for the information security sub-category, but both
predict failure. Table 8 explores the potential causes of prediction errors in the classifi-
cation results. In Experiment Number 2, the correct category should in Category 2, the
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Table 6. List of standard controls that cannot be predicted by the majority of models.

Exp. No.
Control

Number

Correct

Category
Control Description

2 5.1.3.1 2
The product should not have the ability to restore the default
pass code with your bare hands.

7 5.2.4.1 8
Sensitive data stored in the product shall be accessible only by
authorized individuals.

8 5.2.4.2 8

The identity authentication factor and key for encryption and
decryption (excluding the public key for asymmetric encryption) stored
in the product should not be stored in clear text, and the data should
be protected by the security functions approved by NIST SP 800-140C,
CMVP Approved Security Functions.

9 5.2.4.4 8
Sensitive data should be stored in the security domain of the product,
isolated from the normal operating environment.

20 5.3.3.1 8
The product should provide the user to turn on/off the WPS PIN
function of ”Wi-Fi Protected Setup (WPS)” and its default value
should be off.

21 5.3.3.2 8
By default, the Wi-Fi security mechanism should be ”Wi-Fi Protected
Access (WPA)” and the version of Wi-Fi Protected Access should
meet the requirements of Appendix C.

23 5.4.1.1 2
Before accessing the product resources, the identity identification
mechanism with protection against retransmission attacks should
be adopted.

Table 7. Prediction results of the two models for the specified standard controls

Exp.No. Control M1 prediction result M2 prediction result
2 5.1.3.1 10 10
7 5.2.4.1 5 5
8 5.2.4.2 4 4
9 5.2.4.4 5 10

20 5.3.3.1 7 5
21 5.3.3.2 7 7
23 5.4.1.1 10 7
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corresponding information security subdivision is that the product should not have the
ability to restore the default passcode externally with bare hands. It should be the word
”external” that causes the deep learning model to predict this information security item as
Category 10: Poor physical security. In Experiment Number 7, the corresponding infor-
mation security breakdown is that sensitive information stored in the product should only
be accessed by authorized individuals. In terms of this information security control, it is
reasonable to predict to Category 5: privacy concerns because it also describes user pri-
vacy. In Experiment Number 8, The corresponding information security itemized content
is: the identity authentication factor and key for encryption and decryption (excluding the
public key for asymmetric encryption) stored in the product should not be stored in clear
text, and the data protection method should be used with the security functions approved
by NIST SP 800-140C, CMVP Approved Security Functions. In terms of this informa-
tion security category, the prediction to Classification 4: Lack of Transport Encryption
is reasonable because it contains key words in the field of encryption such as encryption
and decryption, key and plaintext. In Experiment Number 21, for the information security
control, the default security mechanism for Wi-Fi is ”Wi-Fi Protected Access (WPA)”
and the version of Wi-Fi Protected Access should meet the requirements of Appendix C.
In terms of this information security control, the predicted classification is Category 7:
Insecure Mobile Interface, which is not accurate. It is guessed that in the pre-training data
of the two models, Wi-Fi usually appears together with key words such as cell phone and
mobile, so the models classified it as Category 7.

Table 8. The two models jointly classify the error causes of the false security item

No. Control Result (M1&M2) Correct category
2 5.1.3.1 10 2
7 5.2.4.1 5 8
8 5.2.4.2 4 8
21 5.3.3.2 7 8

The reason behind the inaccurate predicts are that different deep learning models have
different prediction judgments for the same information security item, but the classifica-
tion is basically similar to the former one: it is influenced by specific wording, or the
information security item may apply to both plural ”OWASP IoT Top 10:2014” classifi-
cation, resulting in its misclassification. The actual results of the respective predictions
are listed for analysis, and the reasons for the wrong classification results are speculated
in Table 9. In Experiment Number 9, the corresponding information security sub-section
is: sensitive data should be stored in the security domain of the product, isolated from
the normal operating environment. Model 1 predicts that Category 5: Privacy Concerns
are reasonable, and sensitive data are indeed related to user privacy; Model 2 predicts
that Category 10: Poor Physical Security is not reasonable, and the model presumes that
the information security item is not related to physical security because of the terms ”op-
erating environment”, ”isolation”, and ”security domain”. The model predicts that the
information security item is related to the description of physical security because of the
terms ”operating environment,” ”isolation,” and ”secure area. In Experiment Number 20,
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the information security control is: the product should provide users to turn on/off the
WPS PIN function of ”Wi-Fi Protected Setup (WPS)”, and the default value should be
off. Model 1 predicts Category 7: Insecure Mobile Interface, which is a relatively inaccu-
rate classification. It is guessed that in the pre-training data of both models, Wi-Fi usually
appears together with key words such as cell phone and mobile, so the model classifies it
as Category 7. After all, if Wi-Fi is automatically connected to public networks, it may
cause user privacy leakage, which is a user privacy concern.

In Experiment Number 23, the corresponding information security control is: Before
accessing product resources, identity authentication mechanism with protection against
retransmission attacks should be used. Model 1 predicts a classification of 10: Poor Phys-
ical Security, which is inaccurate. Model 2 predicts a classification of 7: Insecure mobile
interface, which is more reasonable than the prediction of Model 1, but not correct. In
Experiment Number 21, for the information security control, the default security mech-
anism for Wi-Fi is ”Wi-Fi Protected Access (WPA)” and the version of Wi-Fi Protected
Access should meet the requirements of Appendix C. In terms of this information secu-
rity control, the predicted classification is Category 7: Insecure Mobile Interface, which
is not accurate. It is guessed that in the pre-training data of the two models, Wi-Fi usually
appears together with key words such as cell phone and mobile, so the models classified
it as Category 7.



Multi-language IoT Information Security Standard Item Matching... 679

Table 9. The two models each classify the wrong security category of the error cause
speculation

No Control Result(M1) Result(M2)
Correct
category

9 5.2.4.4 5 10 8
20 5.3.3.1 7 5 8
23 5.4.1.1 10 7 2
21 5.3.3.2 7 7 8

From Table 9 and the speculation on the failure of the prediction of the security cat-
egory for which none of the plural models could be predicted, it is clear that at least
half of the security categories that failed to be predicted may also apply to the plural
”OWASP IoT Top 10:2014[16]” classification, plus the fact that in the standard ”IoT-
1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Information
Security Requirements [14]”, the corresponding OWASP In Appendix D of the original
Top 10:2014 mapping table, the security subcategory does not specify a mapping to an-
other subcategory, even though the subcategory is similar for that security subcategory,
resulting in model prediction failure. By actually viewing the table and the information
security controls that failed for the seven security controls that could not be predicted by
the plural model, if the predictions that were judged to be reasonable were categorized
as correct predictions, with model 1 representing all-mpnet-base-v2 and model 2 repre-
senting distiluse-base-multilingual-cased-v2, the two models The final revised prediction
results for these seven information security controls are shown in Table 10 below.

Table 10. Results of the error analysis of the two models for the unpredictable security
controls breakdown

Exp. No. /
Ctrl. No.

2 / 5.1.3.1 7 / 5.2.4.1 8 / 5.2.4.2 9 / 5.2.4.4 20 / 5.3.3.1 21 / 5.3.3.2 23 / 5.4.1.1

Model 1 X V V V X X X
Model 2 X V V X V X X

According to the above table, model 1: all-mpnet-base-v2 and model 2: distiluse-
base-multilingual-cased-v2 achieve 61% and 68% hit rate respectively for k=1. If the
predictions with reasonable classification are classified as correct and recalculated, the hit
rate will increase to 69% and 76%.

Finally, the experimental results proved that the use of deep learning models for fast
and automated comparison of information security standard content has good accuracy
and retains considerable room for improvement.

4.3. Final Evaluation Results

SBERT [21], as an enhanced version of BERT [1] for text similarity search task, pro-
vides a pre-training model with higher accuracy than the native pre-training model pro-
vided by BERT. Table below shows the best two models in SBERT, all-mpnet-base-v2
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and distiluse-base-multilingual-cased-v2, with the same k=1, i.e., each information secu-
rity sub-prediction only outputs one closest information security sub-prediction, and this
output value is the only consideration for accuracy. Under the condition that the translated
”IoT-1001-1 v2.0 Image Monitor System Information Security Standard - Part 1: Infor-
mation Security Requirements [14]” corresponds to the prediction of ”OWASP IoT Top
10:2014”[16].

Table 11. Deep Learning Approach to Information Security Standard Prediction Imple-
mentation Results

Exp. No. Model name
Predict

accuracy
Predict /

All
SS1 all-mpnet-base-v2 69% 26 / 38
SS2 distiluse-base-multilingual-cased-v2 76% 29 / 38

According to the above table, the better model, distiluse-base-multilingual-cased-v2,
successfully predicted 26 of the 38 information security items with k=1, while the re-
maining items failed to be predicted by the plural model in sub section 4.2 of this study.
In this study, we examined the seven information security items for which both models
failed to predict, and confirmed that three of the items were also applicable to the plural
”OWASP IoT Top 10:2014” classification, although they did not match the answers.

In spite of the information security standards targeting the same aspect, there will still
be parts where they differ significantly from each other. In practice, when information
security consultants are looking for suitable sub-items or control measures for a specific
case, the relevant items may be spread across different categories. Among the items that
don’t align perfectly, there are bound to be some that, while not in the same category, are
very similar in practical application and usage. This suggests that, in practical terms, us-
ing deep learning models for comparing information security standards has shown, from
experimental results, to be not only faster but also fairly accurate. Its performance sur-
passes the implementation using traditional machine learning. In the future, this research
will experiment with generative AI, attempting to produce more general terms related
to the control items of different standard, and then apply the SBERT method for further
experimentation to enhance the readiness of successful classification.

5. Conclusion

This study utilises the contents of multiple international information security standards
and translated domestic standards as its dataset, possessing the ability to rapidly identify
similar control items. The content is not restricted to a single language and demonstrates
good predictive accuracy. The study also proposes an automated process, streamlining a
workflow that would otherwise require significant labour to review and compare. Ulti-
mately, this can serve as a reference for scholars wishing to conduct future research in
text processing, text mining, deep learning, and information security standards.

Although this research has achieved commendable results in comparing similarities
among different information security standards, there are still many areas that warrant
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further exploration in the future. For instance, automated data processing procedures or
the application of machine learning methods such as Few-Shot Learning for data with
lower volume, greater diversity, and insufficient annotations. Additionally, the use of gen-
erative AI represents another avenue to explore. Some standards may feature different
customary terminologies across various standards organisations or publishers. Generat-
ing more general terms related to control and then utilising the SBERT method for further
experiments might enhance the accuracy of successful classifications.
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