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Abstract. Nowadays, personalized recommendations are widely used and popular.
There are a lot of systems in various fields, which use recommendations for differ-
ent purposes. One of the basic problems is the distrust of users of recommended
systems. Users often consider the recommendations as an intrusion of their privacy.
Therefore, it is important to make recommendations transparent and understandable
to users. To address these problems, we propose a novel hybrid method of personal-
ized explanation of recommendations. Our method is independent of recommenda-
tion technique and combines basic explanation styles to provide the appropriate type
of personalized explanation to each user. We conducted several online experiments
in the news domain. Obtained results clearly show that the proposed personalized
hybrid explanation approach improves the users’ attitude towards the recommender,
moreover, we have observed the increase of recommendation precision.

Keywords: recommendations explanation, eye-tracking, collaborative filtering, per-
sonalized recommendation.

1. Introduction

Nowadays, information is an important part of our lives. The information we have avail-
able influences our decisions, opinions and ideas. Therefore, it is important that the avail-
able information is suitable and appropriate to our interests. Currently, there are lots of
sources from which we can derive information, such as newspapers, books, television,
friends or relatives. The availability of information is much higher than it was in the past,
which is mainly due to the growth of the Internet1.

The Web is integrated into everyday life and provides a large amount of information,
which in most cases is freely available. People use the Internet to obtain information
regardless of time or their physical location. However, the vast amount of data in the form
of text, images, recordings or video brings many advantages but also some disadvantages
(e.g., availability of information, amount of information).

In this context, there is a very important concept of information availability. Different
search engines on the web allow us to get information quickly. Unlike books, we get
specific information without a long search in the content or the registry.

The variety of information provided is another important aspect. The Internet provides
a place where we can meet the different opinions, thoughts or different views on certain

1 https://www.internetlivestats.com/total-number-of-websites/
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issues. Internet is also a place of different qualities and styles of information such as
professional, scientific or artistic as well.

The amount of information as another aspect has two main points of view. A lot of
information on the Internet is on one side the positive feature, but on the other side it often
results in information overload of users. Information overload relates to the problems of
making certain decisions or understanding of certain issues due to the vast amount of
information that is offered to the person concerned [36].

Information overload, unsuitability or poor quality of information causes a form of
distrust among users. Often, the website displays information, products or services that
are not interesting from the perspective of particular user or there are so much of these
information that the user cannot find the important pieces. Problems like these can be
solved by use of personalization.

Personalized Web minimizes the fundamental problem of classical websites and ap-
plications. This problem is that they provide the same information to all users without
distinction of their knowledge or passions [7].

Personalized Web is based on the concept of adaptive hypermedia. This concept is
related to creating, maintaining and using a user model as a base for adapting to the needs
and preferences of particular users [7]. Just as there are several types of information that
can be used for personalization such as search results, content or design, there exist a
number of ways or opportunities of the personalization realization. One of these oppor-
tunities are recommendations as a form of an adaptation of the content to the needs of a
particular user.

However, recommender systems in general often produce (recommend to the user)
some type of information, product, article etc. without any explanation why they think that
this particular item is suitable for particular user. Users usually do not know how these
systems deduced presented recommendation and more importantly how recommender
systems deduced information about the users, and how they used this information. We
can speak about some kind of distrust of users in recommendations [41]. The problem of
the trust in the human-computer interaction is a widely researched topic nowadays [38],
as the need for such interaction is increasing day-by-day (often including new groups of
users, e.g., elder people). Similarly, social media receive tremendous research attention in
revealing, simulating and usage of the trust in such a complex environment [31,21].

One of the solutions for this type of problem is an explanation of recommendations,
which has the power to clear the process of finding the recommended items and make
the whole system more understandable. In this paper, we address the following research
questions:

– RQ1: Can we increase the understandability and precision of recommendations with
use of explanations?

– RQ2: Is there one explanation style that is preferred by users?

In order to find an answer to these questions, we have proposed a novel method of
explaining recommendations. Several experiments were conducted with the effort to eval-
uate our method. Our contributions that we present in this paper are:

– Hybrid method of explanation of recommendations that combines different explana-
tion styles.
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– Improvement of precision for lower-positioned items by using proposed explanation
method.

The paper is organized as follows. The brief overview of basic recommender ap-
proaches is in section 2. Section 3 is about explanations, reasons why we use them and
also about different styles and attributes of explanations. In section 4 we analyze different
approaches to recommendations and explanations related to them. Important part of this
section is also detailed analysis of explanation approaches used in real web sites. Sec-
tion 5 presents our novel method to explaining recommendation items. We evaluated our
approach by user study which evaluation process consisting of experiment, its setup and
results is described in Section 5. Summary and future works is in section 7.

2. Recommender Systems

Main purpose of recommender system is to provide (recommend) objects that would be
helpful and suitable for the user [28]. Nowadays, such systems are relatively common and
affect different domains as entertainment, content, e-commerce, etc.

In the context of the problem of information overload (which is related to various
activities [12]), it is necessary to somehow reduce this overload. Our goal as users is
to facilitate and simplify the process of selecting a particular item (ask friends, search
for reviews). Recommender systems try to automate these activities (asking friends, etc.)
and offer a recommendation, which should also be appropriate and interesting for the
user [18].

There are many different types of recommended systems. Many of these systems are
personalized to user needs. Personalized recommenders use personal preferences to gener-
ate recommendations. Source of such features and preferences is mainly implicit feedback
(e.g., time spent, purchase, click) and explicit feedback (e.g., like, review).

There is a lot of systems that employ some of these methods to achieve better re-
sults [20]. Generally, the explicit feedback is considered more accurate then implicit feed-
back [3]. Thus, when choosing a method it is necessary to take into account the character-
istics of the system and the opportunities that this system offers us according to specific
domain.

Recommendations can be applied as part of systems in many different areas like news
articles, movie databases, video portal or e-commerce. They are useful in each of these
areas differently. Today, we can point to the different roles that recommender systems
play and the different reasons why various service providers use them [28]: increase of
items sold, diversity of sale, customer satisfaction or customer loyalty.

The most important part of the recommendation is the prediction of items that may be
interesting to the user. Currently, there are several approaches that use different principles
and methods to generate assumptions about what can help the user.

Collaborative filtering is considered the most popular and most used solution [8].
The basic idea of collaborative filtering recommendation is to recommend items that are
interesting for users with similar interests [28]. An important part is therefore to iden-
tify these groups of users based on their preferences. In most cases, collaborative rec-
ommenders use for this purpose different types of ratings of specific items. Ratings are
mostly binary, or express a preference for the wider range [14].
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Content-based recommendation is not based on the similarity of users as collabora-
tive filtering but on the similarity of items. Therefore, there are items recommended to the
user, that they liked in the past [19,4]. For example, this is the case when the user rated or
purchased the item. The similarity of items is determined based on the attributes assigned
to it.

Demographic recommendations are based on demographic information about users,
e.g. information related to personal attributes of the user. Classic examples are age, lan-
guage or country, which create demographic profiles of users [28]. One of the first uses
of this approach was the Grundy system [29], where books were recommended based
on personal interview. Source of information for recommendations may also be part of
various marketing research and customer segmentation [9].

Knowledge-based recommendations recommend items based on information about
user needs and preferences [8]. This principle is, however, principle of many techniques
but recommendation systems based on knowledge also have information on how the prop-
erties of items meet the users’ needs [9]. In e-commerce, there are areas where users pur-
chase certain items only once in a few years (electronics, bicycles, etc.). In these cases, it
is appropriate to use knowledge-based recommendations.

Hybrid recommendations combine several techniques to achieve optimal recom-
mendations to exploit their advantage and to eliminate the disadvantages [28,9,1]. They
often combine collaborative recommendations with recommendations based on the con-
tent. Thus, we can remove problems with a small number of ratings in collaborative fil-
tering.

The role of the recommendation technique is to generate suitable objects for a user.
Therefore, the suitability of the recommendation depends on the quality of the recom-
mendation technique. Unfortunately, there are plenty of different recommendation tech-
niques (often based on latent features computation), which make white-box explanations
impossible. In some domains, e.g. movies, users are not able to perceive the suitability
of recommended item from some of its characteristics, e.g., name. Thus, our intent is to
show the recommendations in the best way, provide reasons for the recommendations and
in this way, convince the user to use the presented recommendations. Specific form of
presentation and visualization of items of recommendations is the amount of information,
structure of information, color, position or explanations of recommendations.

3. Explanation of Recommendations

Explanations have multiple definitions mainly because of the wide range of their applica-
tion. We adopted following definition: recommendation explanation is an information that
is designed to clarify why the item was recommended [2]. Explanations are also defined
as a description that helps to determine the suitability of the item for a specific user [2].
However, generally speaking, they provide information about the recommendations and
support the objectives defined by the creators of the system [32].

A very important point in the context of explaining the recommendations is to real-
ize what the purpose of the explanation is. Recommender systems with explanations help
make quick decisions and verify the suitability of buying a product [2]. But neither ex-
planation can fix the problems with bad recommendations even though they can somehow
compensate it [2].
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Explanation styles

Case-based Knowledge-based DemographicContent-basedCollaborative

Fig. 1. Explanation styles categorization by [2].

Recommendations without explanations often act as a black box. This means that
users have no clue how these systems get special knowledge about them and how they
can know what is appropriate for them [26]. This is why the explanation itself is closely
related to the recommendation technique. This means that the recommendation technique
(eg, collaborative filtering, content-based) affects the explanation style of a specific rec-
ommended item. Therefore, the standard approach is when we use collaborative recom-
mendations and the explanation will be based on the same technique.

Following the idea of the transparency, the explanations itself try to explain how the
recommendation approach works. Unfortunately, the complexity and novel approaches
to recommendation (e.g., based on some latent features [13]) cannot be explained to the
average user. In such case, explanations aims as explaining the high level idea rather
then the specific algorithm. Following the standard terminology, we will refer to it as the
black-box explanation [37]. Pushing it forward, sometimes we have to abstract from the
recommendation approach and generate explanations separately (e.g., we cannot explain
the idea of neural network based recommender). On the contrary, if the explanations try to
reveal the principle of the recommender, we will refer to it as the white-box explanations.

3.1. Explanations Styles

Since individual explanations are based on the recommendation technique which was
used, they can also be categorized in this way (Figure 1). This approach relates to the fact
that each technique can affect the style or form of explanation.

To make it clear, we provide short characteristic of different approaches to explanation
styles referring to each style [32,2]:

Collaborative – Input for this technique are the ratings of items given by individual
users. Such an approach is used e.g. in Amazon. An example of this style are expla-
nations such as: ”Users like you positively rate this item.”

Content-based – In this case, an explanation tries to make clear to the user that the item
was recommended based on the similarity with other items. An example is the expla-
nation: ”This movie was recommended to you because it contains features of movies
that you positively rated in the past.”
Another type of content-based explanation is case-based explanation, which clarifies
that the item is similar to another item that has already been used as a recommendation
and therefore the user liked it in the past. An example is the explanation: ”Recom-
mendation was generated based on your most viewed items.”

Knowledge-based – This style of explanation is based on the description of user’s needs
or interests in the context of a recommendation. A classic example is the explanation:
”This destination has higher average temperature, which is better for sunbathing.”
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Demographic – It clarifies the use of demographic data and its connection to the recom-
mendations. One example is the explanation: ”This movie was recommended to you
according to your age.”

3.2. Attributes of Explanations

The explanations can address certain goals, i.e., benefits we want to bring to the sys-
tem [32]. The individual attributes cannot be achieved all at once. It is often a compro-
mise. When we increase one attribute, the second one will be reduced. Important ”beyond
accuracy” attributes of recommender systems are:

Transparency or Justification – This is an explanation of how the system works, or
explain how the recommendation item was generated [16].

Scrutability – This is particularly the possibility for users to tell the recommender system
that something is wrong in the system or something is not working as it should.

Trust or Confidence – As the name implies this is about increasing user confidence in
the system. Like the ability to respond to errors in the system (scrutability), confi-
dence is closely linked with the transparency of the system.

Persuasiveness – This one is related to the effort to persuade the user to test or bought
an item. However, it is necessary that the system did not push the user or force him
to buy or choose any possibly unsuitable items.

Effectiveness or Education – This means helping the user to make good decisions. Ex-
planation should help the user to evaluate the suitability of an item in terms of his
preferences [16].

Efficiency – This is the combined effort to make a selection of items faster. In this case,
explanations try to simplify the selection of items in order to reduce the time of deci-
sion making.

Satisfaction – User satisfaction with the recommendations may be necessary and useful
also in the context of other attributes. Generally, this is an attempt to do the work with
the system more enjoyable for user [2].

Explanations may vary in recommendation technique. However, they may also differ
in the attributes or benefits that we can achieve by their use as part of a recommender
system. Purpose of explanation then must make the recommendations appropriate to user
goals or characteristics, because the particular user may prefer different presentation and
explanation style.

4. Real-world Explanations Applications

There are a number of different approaches and studies that deal with recommenda-
tions and which bring new methods in the area of personalization models or explana-
tions [16,24]. But especially explanations are still quite new areas of actual research. We
describe several recent approaches to explanations that are included in real systems and
applications.

Most of the techniques focus only on recommendations and their personalized models.
Often they start using different technologies in order to make the personalization better.
To evaluate impact of explanations, the eye-tracking seems to be a promising technology
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which can show us if the user perceive them the way we expected. In [40] authors used
gaze and incorporates it into the personalization models. Their results showed that eye-
tracking data even from small number of users can significantly boost the accuracy of the
recommendations [40].

One of the shortcoming of such studies is that they focus only on one part of the
problem and that is accuracy of the recommendations. There are other important aspects
(metrics), which describe the performance of the recommender system. In this context, the
very important aspect is trust of users [41], their loyalty and increase of their satisfaction.
Explanations can play an important role in this problem and make it easier for users to
reach objects of their interest or even persuade them [17].

Some approaches also benefit from the way of creating the recommendations. System
RecExp [17] is able to generate semantic recommendations by utilizing meta paths and
thus to find various similar users. This type of recommender system makes possible to
generate personalized explanations adapted to a specific user. In this case, explanations
are presented as a fan chart, which shows weight of meta path representing user prefer-
ences [17]. Explanations are in this case presented in the form of three most similar users
according to actual user.

Explanations itself are important to users for decision making. However, in case of
recommendations, it is also important to present explanations in the right way so they
attract user attention. One way how to present the explanations is by use of a natural
language [11,25]. Powerful way is to use crowd-sourcing as an approach to generate
natural language explanations [11]. However, in order to have good explanations, it is
important to use domain experts as a crowd to generate these explanations. Therefore,
this approach [11] builds on existing algorithms that generate personalized content-based
explanations and combines them with texts from reviews. Thus, the authors were able
to generate natural language explanations containing richer information than standard
content-based explanations.

Framework ExpLOD [25] also generates natural language explanations, based on the
Linked Open Data cloud as a source of information. The method is based on building
a graph, which connect items liked by user and recommended items according to the
Linked Open Data (LOD). ExpLOD framework thus outperforms baseline approaches in
accuracy and also offers more interesting explanations.

There are also works, which specifically focus on explanations and comparing dif-
ferent explanation types [15]. This is also part of our research, however in different en-
vironment and domain. Another studies are trying to focus on trust of users towards the
recommendation [39].

Nowadays, recommendations are used by large number of websites and applications.
For related work here we present several different approaches. Specifically, we focus on
popular websites such as Amazon, IMDB and Last.fm. Among these, we have analyzed
the reasons for using recommendations and especially the presentation of recommenda-
tions.

4.1. Amazon

Amazon is globally known and popular e-commerce. It offers a huge variety of items
and goods and therefore needs to direct its offer to the user. Amazon for this purpose use
recommendations and their wide range of application. The main technique for generating
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Fig. 2. Amazon: Explanation based on collaborative filtering.

Fig. 3. Amazon: Explanation based on item-to-item recommendation.

recommendations is a content-based technique based on the similarity of items (item-to-
item) [23].

The basic form of presentation of recommendations is a list of items along with an
explanation of why they were recommended. Amazon uses especially the explanations
based on the collaborative filtering (Figure 2) and on the recommendations based on the
similarity of items (Figure 3).

4.2. Internet Movie Database - IMDB

IMDB is one of the largest film database and contains many items like Amazon. However,
unlike the Amazon, IMDB is not try to sell these items. It is just a movie database that
uses recommendations, specifically the item-to-item recommendation. Another difference
is that the recommendations are not so promoted as in the case of Amazon.

The basic form of presentation of recommendations is a list of items along with an
explanation of their recommendations (Figure 4). When a user hovers the cursor over one
of the smaller images he will be able to see a fuller description on the right.
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Fig. 4. IMDB: Explanation of recommendations.

Fig. 5. IMDB: information about ratings.

Any rating of individual items (10 stars scale) is also available with more detailed
information. These include a graph with the number of users who have rated the film and
graph with demographic information about ratings (Figure 5).

IMDB does not use recommendations as much as Amazon but it still has some inter-
esting solutions such as the list of recommended films (Figure 4). Explanations are of two
types:

– Explanations based on collaborative filtering (Figure 4)
– Explanations of ratings (Figure 5)

The most interesting form are demographic explanations of ratings that should be very
helpful for the users.

4.3. Last.fm

Last.fm is actually a music database that focuses on personalized recommendation based
on the music the user is listening to. The most basic feature of this site is a social approach
to the recommendations [10].

The main type of presentation is a list of similar artists. The basic form of this list is
in the form of pictures with artist name. However, after clicking on the artist a user will
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Fig. 6. Last.fm: List of similar artists.

Fig. 7. Last.fm: Tags connected with artist.

be able to see a more specific list with a description and also with the level of similar-
ity (Figure 6).

The strong feature of Last.fm is a labeling function (tag), which allows to add the artist
or song to a certain group (Figure 7). These tags then form a new source of explanations
for machine-generated and social-generated recommendations [10].

The advantage of Last.fm is fast and simple but very interesting recommender in the
form of similar artists. Explanations are shown mainly by the level of the similarity (Fig-
ure 6). Tags are in this case also a form of explanations, which illustrates the similarity of
the two artists.

4.4. Summary

Explanation of recommendations are widely used in many different ways. Amazon uses
them as a part of their recommender system and also uses other features like star rat-
ing to make them more useful and usable for users. Main types of explanation are graphs
with numbers of ratings, collaborative filtering based explanations and item-to-item based
explanations. This approach is very easy to use and together with incorporating other
features of the system (star rating, etc.) it is very interesting approach. However, the ex-
planation is always the same and thus do not take into account the differences between
users.



Towards Understandable Personalized Recommendations: Hybrid Explanations 189

IMDB type of explanation is similar since they are using explanations together with
ratings of items to make explanations more reliable for users. However, they are also
providing a deeper analysis of these ratings with demographic breakdowns. This type of
explanation can be very useful for users but there is harder to find it and thus the whole
idea loses its meaning. In the same way, explanations itself are not personalized, which
we see as a barrier.

Last.fm uses explanations to a lesser extent than other two systems before. However,
their approach is one of the most interesting. They are showing the whole list of similar
items together with the level of similarity and thus they make it easier to choose. However,
personalization aspect is missing here too.

Most of the real world applications, web sites or recommender systems itself using
the content-based recommendations. Subsequently, from this technique is derived the ex-
planation style. This is the reason why the content-based explanations are that widely
used. Nowadays, the most popular use of explanation is one general sentence, for exam-
ple: ”People who liked this also liked ...”. This approach is standard on recent systems
and works quite well but it have some disadvantages. The biggest one is that the sentence
is the same in every moment and for every user. However, every person is different and
we need to somehow adjust even the explanation to these personal preferences of users.
Moreover, these sentences are telling the truth on one hand, but just on high level of detail.
For the users, it is hard to trust the system more, when they get this type of explanation
on high level of detail without any personalization.

5. Hybrid Explanation Method

To answer our research questions in real-world scenario, we use a recommender service
in the news domain. Our aim is to recommend news articles to users and present them
on a website. For the purpose of presentation of the recommendations, our effort is to
find optimal settings in the context of explanation of recommendations. According to
our analysis, there are many recommended systems, which use explanations. However,
in most cases, these explanations are fully based on recommendation technique (white-
box). Such approach seems to us quite bonding, since it cannot be used for some current
recommender techniques (e.g., latent features based). When focusing on specific domain,
i.e. news, it is even more challenging to find explanation approach for the news recom-
mender. In [6,5] authors proposed a news recommender systems, which uses a white-box
explanations generated based on user previous feedback to similar articles. Therefore, we
bring a novel, black box approach to explanations. For this purpose, we have proposed a
method for hybrid explanation of recommendations – it generates content and collabora-
tive explanations, independent of the used recommendation approach and tailored to user
needs.

According to our method, personalized explanation is an approach which generates
explanations with regard to user preferences. Thus, each user will be given an explanation
adapted to what most impressed him (i.e., explanation style which he/she prefers). An-
other advantage is that proposed method is not dependent on recommendation technique
that was used to recommend item. On the other hand, the recommendation techniques
are used in the process of explanations generation. Based on the information about the
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Fig. 8. Idea of proposed method for personalized back box explanation consisting of three
steps: 1. Data acquisition; 2. Explanation creation; 3. Explanation assignment.

recommended items and about the user, we generate and present an explanation that is
useful and interesting to the user.

Our method combines different approaches for explanation (explanation styles) to
find suitable explanation for the actual user. Thus, we present an explanation that fits the
user’s preferences. For each recommended item, it is necessary to find explanation that is
suitable in the context of characteristics of this item and which is also suitable for specific
user. Proposed method is thus a hybrid and personalized type of explanation.

Our method follows three basic steps (Figure 8):

1. Data acquisition
In the first step, there are two inputs: the first input is a list of recommended items
together with their characteristics (id, title, author, content, etc.) and keywords (ba-
sic metadata). For the item representation we use only keywords extracted from the
article content. Extraction of keywords from the content of the recommended items
(articles) was accomplished by the following steps:

– Removing special characters from text (html tags, punctuation, numbers, etc.)
– Conversion to lowercase
– Removing stop words
– Getting individual words from the text - tokenization
– Assessment of the number of occurrences of individual words

The second input is the information about the users represented by their user model.
The user model is determined by the keywords from the liked items (articles) read
by the user previously. In other words, we use the bag of the words user model. With
these two data sources, we can generate personalized explanation of recommended
items (e.g., articles).

2. Explanation creation
In the second step, the actual explanations are generated based on both methods of
personalized explanations, which use these two approaches:

– Explanation based on similar users – Explanation based on similar users uses
the user’s neighbors and items that they read. The basic procedure for generating
explanations is as follows:
(a) Selection of recommended items and their characteristics or keywords.
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(b) Selection of the k - neighbors of the user and their preferences. Neighbors are
other users who interact with (e.g., read, bought, clicked on) similar items as
the actual user. Preferences consist of items that neighbors interact with in
the past.

(c) Find a correlation between the recommended item and the items that have
been read by neighbors of actual user. This comparison is based on the cal-
culation of cosine similarity (based on users user models).

(d) If the correlation is above the selected threshold, then we will generate the
explanation (in the news domain): ”This article was recommended to you
because the similar user XY read this article too”.

– Explanation based on the content of items - Explanation based on the content of
items uses items that the user interact with in the past. The basic procedure for
generation of the explanations consists of these steps:

(a) Selection of recommended items and their characteristics or keywords.
(b) Select items that user interact with in the past, together with their character-

istics or keywords.
(c) Find a correlation between the recommended item and items that the user

interact with in the past. This comparison is again based on the calculation
of cosine similarity (based on items representation - keywords).

(d) If the correlation is above the selected threshold then we will generate expla-
nation (in the news domain): ”This article was recommended to you because
it is similar to article that you read before and his title was: XY”.

3. Explanation assignment
The third step of proposed approach is the assignment of appropriate type of ex-
planation for the specific user. Initial setting for a new user assigns to both expla-
nation types the same weight. Results of these two explanations are presented in a
standard way called the interleaving list. With this, we create a list of recommended
items together with explanations in order to identify if users prefer a certain expla-
nation style or approach. The learning phase is performed by continuous monitoring
the user clicks on each item explained by different approaches and adjusting their
weights based on user’s preferences (Equation 1). This refers to the online learning,
specifically test-then-train approach (idea similar as bandit algorithms). As a result,
the users obtain more explanations generated by their preferred type (based on the
item content or based on the similar users).

Nocont =Min

(
Round

(
Clkcont+1
Clkcoll+1

Clkcont + Clkcoll + 2
×Noto rec

)
, Noto rec − 1

)
, (1)

whereNocont is the number of content explanations to generate,Nocollab =Noto rec−
Nocont, Clkcont and Clkcoll is the number of content and collaborative explanations
user clicks in his/her history and Noto rec is the number of explanations to generate.
The idea is to present to the user more explanations by the type hi/she likes. On the
contrary, at least one of the explanations differ in the style and thus the users have a
chance to adjust their preferences over the time (at last one explanation is generated
by different method as the rest).
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Fig. 9. Interleaved list for the new users (User interface of system ExplORe (setting ”with
recommendation”).

6. Evaluation

As part of the evaluation of our method, we conducted several experiments where we
used our method to explain recommendations to specific users in the news domain. In
a live uncontrolled experiment with real users we recorded their activities while reading
articles in our system. This system has been developed for the purpose of displaying the
recommended news articles and related explanations.

6.1. ExplORe – a system for article recommendation

For the purpose of experimentation with our explanation method, we developed a system,
which provides the place for displaying recommended articles and explanations generated
by our method. System interface (Figure 9) contains news articles with explanation why
they are recommended (setting ”with explanations”). Every user has displayed 10 most
suitable articles and after he/she click on some of them, this article is no more part of the
list of recommended articles. The system will replace it with the next most suitable item
from the recommendation list.

ExplORe is the recommender system that uses recommendations to identify suitable
articles for a particular user. We analyzed advantages and disadvantages of several options
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of recommendation approaches. Consequently, we decided to use the library Apache Ma-
hout, which is quite widespread [35,30] and reported to be well performing. Moreover, it
provides a number of features for a recommendations and evaluation of the accuracy of
the recommendations.

The system itself also implements our hybrid explanation method. It was implemented
according to description in Section 5 and consist of two approaches. Both approaches
work with the keywords associated with individual articles and compare them in order to
find a suitable explanation. Specifically, the method works with these two basic models:

– Model of news articles – each article has assigned 10 keywords
– User model – each user is identified by keywords of articles that he/she read

These models help us to generate appropriate explanations for users. However, every user
can perceive the explanations in different way even if they are equally suitable. Therefore,
it is also important to know where and how to display explanations as a part of user
interface. Thus as a part of design procedure, we conducted user eye-tracking study. The
aim was to identify optimal position of explanations and amount of information which
should be presented to users.

6.2. Eye-tracking user study

In this first experiment, we focused on obtaining basic information on the location and
structure of information displayed in our system. We subsequently used this information
to design the user interface of our system (Figure 10). We focused on:

– Presentation of recommendation: amount and structure of information
– Explanation of recommendation: positioning and visualization of explanation

Settings For each of the areas listed above, we created a few designs and showed them to
participants of our eye-tracking study. This user study was conducted with 10 participants
(8 men and 2 women), which is standard eye-tracking sample size and should eliminate
major UX problems [33]. All participants were university students in age from 20 to 28.
The participants should choose one article which was the most interesting for them. This
showed us how difficult is for people to find this specific article in different conditions
according to eye movements.

For the purpose of tracking the eye movements of participants, we used eye-tracker
Tobii TX-300. This device has recorded both eyes at a rate of 300 Hz during our exper-
iments. For evaluation of results from this study, we used basic gaze metrics: Fixation
duration, Total fixation duration, Fixation count and Time to first fixation. According to
I-VT fixation filter [27], eye-movement is considered as a fixation if its duration is above
the minimum fixation duration (60 ms). Similarly, two fixations are merged when the
duration between them is smaller than maximum time between fixations (75 ms).

After we finish eye tracking part of our experiment, we spoke with participants and
ask them about their opinions on particular designs to find their subjective views.
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Fig. 10. Designs of explanation visualization presented to participants.

Results In case of presentation of recommendation, we found out that participants prefer
articles described with short description, title, category and image. However, our main
focus was to find out what is the proper way to visualize explanations of recommended
articles. We created three designs of explanation visualization (Figure 10):

– Explanation next to image (Fig. 10 part A)
– Explanation in pop-up menu (Fig. 10 part B)
– Explanation above the title of article (Fig. 10 part C)

We analyzed fixation metrics as time to first fixation to determine how much time
users took to find the explanation. Moreover we analyzed number and duration of fixa-
tions on explanations, along with the duration of viewing recommended items to uncover
the difficulty of getting explanation information. According to these eye-tracking metrics
and interview with participants, we decided to implement third option which displaying
explanations above the title of articles. This options was easiest to find according to eye
fixations (Figure 11). Participants also like the second option but we find out that some of
them had a problem to find out that they have to point cursor on specific icon to open the
pop-up menu with explanation.

6.3. Recommendations explanation method

In order to evaluate our hybrid method of explanation of recommendations, we conducted
an experiment by use of our ExplORe system. Our goal was to find out what is the quality
of explanation method in terms of impact on users while choosing articles and which
approach will be more suitable in which specific conditions.

Settings To explore the features of proposed approach a long-term experiment with sim-
ulating the real media with news articles was conducted. Duration of the experiment was
18 days. Experiments were attended by a total of 17 people and 13 of them were univer-
sity students. Up to 15 participants were aged 20-30 years. 17 participants were randomly
divided into two groups without any specific criteria for the division: Group α (group con-
sists of 8 participants), Group β (group consist of 9 participants). As the experiment toked
18 days, the number of participants is similar to other academia studies in recommender
systems [34,22,40]. On the contrary, we are aware of limitations of the conclusions we
address in this paper, which provide a chance for further exploration.
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Fig. 11. Fixations on the explanation component of the ExplORe system.

Group α Group β
Phase 1 without explanations with explanations
Phase 2 with explanations without explanations

Table 1. Phases of the experiment and configuration settings.

Each group started with a different setups of the system. Group α started with news-
paper articles without explanation. Group β started with newspaper articles along with ex-
planations. In the middle of the experiment, the groups exchange their setups (Table 6.3).
We also let participants complete two questionnaires. The first in the middle of the exper-
iment, before the change of the setups. Second at the end of the experiment.

For the evaluation, we report the number of clicks on recommended articles and ex-
planations. Article to which the participant clicked was always replaced by another article
in the list. In further evaluation, we also report the Precision of the recommendation with
and without explanation as a part of indirect evaluation.

Results We conducted the evaluation of the experiment in respect of all participants in
the experiment but also in terms of individual groups so that we were able to point to
individual differences in the data. The results can be divided into two main groups based
on observed metrics:

– Impact of personalized explanations
– Comparison of different approaches
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Fig. 12. Precision metric for both groups (settings).

RQ1: Can we increase the understandability and precision of recommendations with use
of explanations?

Distrust of users in recommendations is relatively serious problem that the recom-
mender system must face. During the experiments, we let participants to fill two ques-
tionnaires. The questionnaires were filled in by all participants and we find out that large
part of them (14 out of 17 participants) reading news articles almost every day. The same
number of participants also know the concept of recommendations.

In these questionnaires, we also asked participants about their experience with rec-
ommender systems. For many participants (12 out of 17) was unpleasant to know that
recommender systems are watching them and that these systems know a lot of informa-
tion about them. This confirms our assertion that users do not trust recommender systems
too much.

However, we also asked them if it possible to reduce their distrust by using the ex-
planations (as a tool for better understanding). A large majority of participants (15 out of
17) said that they will trust recommender systems more if they will use explanations. The
results of our experiments and following questionnaires showed that our hybrid method of
explanation of recommendations can reduce the distrust of user in recommender systems
and thus to also increase transparency of these systems.

Basic statistics in the context of further evaluation is the frequency of clicks on arti-
cles without explanations and articles with explanations. We discovered that articles with
explanations were clicked 1.24 times more (1 196 times) compared to articles without
explanations (1 064 times).

Moreover, we looked at the same ratio in terms of precision between different groups
(Figure 12). The graph clearly shows that in both cases there is an increase of the pre-
cision on articles with explanations. That means that users click more on articles with
explanations (supported also by the questionnaire). Our assumption was that personalized
explanations increase the number of clicks on articles. This was shown in both groups
(Table 6.3) of participants. Thus, this result shows that explanations increase understand-
ability and attractiveness of recommended articles.

Within the comparison of articles with explanations and without explanation, we
looked on the ability to persuade the user to read an article, even if the article was not
fully appropriate and recommender system ranked it on lower positions in the list of rec-
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Fig. 13. Precision on positions in the list of recommended articles.

ommended articles. The following diagram (Figure 13) shows precision for each position
in the list of recommended articles with and without explanations.

The figure shows that the articles in lower positions have higher precision when
they are displayed with explanation. A paired t-test was conducted to compare preci-
sion over positions for two groups. On group had articles displayed with explanations
and other without explanations. The difference is considered to be statistically significant
(t(29) = −3, 363424; p = 0, 002178; α = 0, 05). This demonstrate that people click on
articles which are less suitable for them more when they were explained by our explana-
tion method. In other words, articles which are often ignored by users (presented on lower
list positions), users found more interesting - while the explanations provide reasons for
it. The figure thus clearly shows that explanation make articles more attractive and the
recommendation more understandable.

Finally, we can conclude that participants clicked on the articles with explanations
more than on the articles without explanations. This was supported in the context of pre-
cision, when we obtained higher values for individual users and also for whole groups.
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Overall, we can evaluate the explanations in this case as a success in terms of impact on
the understandably and precision of recommendations.

RQ2: Is there one explanation style that is preferred by users?

Firstly, we watched how often users clicked on various explanation approaches or
styles. We discovered that the articles with explanations based on the content of articles
had greater percentage of clicks (more than double) then articles with explanation based
on similar users.

If we look at the precision in the context of each group we can see a similar result (Fig-
ure 14). In this graph, it is confirmed that the increase between the individual approaches
are about twice as big. The first graph indicates that all users prefer one approach to ex-
planation - content-based explanation.
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Fig. 14. Precision on articles with various explanations types for both groups (settings).

We hypothesize that the dominance of content based explanations was caused by two
main reasons - Character of individual methods for explanation and Character of experi-
ment. As our aim was to observe different preferences over various explanations types, the
ratio between content and collaborative explanations was fixed to 0.5 (we ignored assign-
ment mechanism from Equation1). First case was caused by nature of explanation based
on similar users. In this approach, it was necessary to find someone else who reads the
new article recommended for actual user. If there is nobody who reads this article, then
we cannot use this type of explanation. This means that we explain a few more articles
with content based approach then with approach based on similar users.

Second case was, in our opinion, caused by nature of experiment itself, which was
attended by 17 participants. Problem was, that not all of these participants knew each
other. Therefore, content based explanations could be more attractive for participants. If
one does not know the person mentioned in the explanation based on similar users, he/she
is less interested to click on the following article.

In this chapter we evaluate our approach with several experiments. Results of these
experiments show that the idea of hybrid explanations make sense. We showed that dif-
ferent users prefer different type of explanations and that is first step towards the creation
of the method of hybrid explanation.



Towards Understandable Personalized Recommendations: Hybrid Explanations 199

7. Conclusions

In our work, we address the topic of recommendations presentation via web. Recom-
mender systems are trying to solve the problems of information overload but often act as
a black box. Users do not know how they recommend them each item or why these sys-
tems store a personal information about user preferences. In the context of these problems,
we can speak about distrust of users.

To increase users’ satisfaction and attitude to recommendations, the explanations are
often used. Generally, the topic of the trust and human-computer interactions is a widely
researched nowadays. In this paper, we proposed a method of presentation and explana-
tion, which would be interesting for users while also address some of the problems of
recommendation systems followed in our research questions.

To find out answers, we proposed an approach to explanation of the recommendations
together with a suitable and transparent presentation of these explanations and recom-
mendations themselves. This is the so-called hybrid method of personalized explanation
of recommendations. The basic characteristics of this method are:

– The method is independent of the recommendation technique (black-box explana-
tions)

– The method provides a personalized type of explanation that combines two approaches
to explaining a) Content-based explanation; b) Collaborative-based explanations

We performed several experiments to evaluate proposed approach. We conducted a
users study of system ExplORe using an eye-tracking tool (eye-tracker). We have mainly
focused on obtaining basic information about the location and structure of presentation of
explanations. Subsequently, we used this information to design the user interface of our
system.

To answer our research questions, we conducted long term experiment in the domain
of news. The results of the experiments have shown that users prefer articles with expla-
nations compared to the article without explanations. We also found that users strongly
preferred the content-based explanations compared to collaborative-based. The most in-
teresting finding was that the explanations were able to convince participants to read less
suitable articles (items that have been placed on the lower position in the list of recom-
mendations (Fig. 15)). This is extremely useful from the business perspective, as we were
able to increase the precision of recommendations, while the recommended method re-
mains untouched. Last but not least, by using a questionnaire, we subsequently found
that a large majority (15/17) of participants believe that the explanations can reduce their
distrust in recommendation systems and thus actually increase the transparency of recom-
mendations. This is a promising outcome, which can be used in further, large scale, online
experiment.

As our aim was to explore the idea of personalized explanations, there are several
other aspects, which should be addressed in following research. The idea of personalized
explanations is to provide various explanations for various users. We proved, that users
with similar demography prefers similar explanation approaches. However, this seems to
be more important for users with different demographic (e.g., elderly users).

These results were obtained within the domain of news. However, we believe that
the similar approach can be successful also in other domains, but this has to be proven
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Fig. 15. The improvement of precision (recommendations ”with explanations” compared
to recommendations ”without explanations”) on recommendation list position.

by another experiment. Only big difference within these experiments will be the use of
different characteristics of recommended items than with articles.

To sum up, we proposed a novel method of hybrid explanation of recommendations,
which is independent on the recommender approach. Proposed method improved the pre-
cision of lower-positioned items in the recommendation list. Moreover, the participants
express positive attitude to explanation as an approach for distrust reduce.

We see a great potential that our method brings into the area of recommender systems.
This method has the potential of reducing the problems associated with the recommen-
dations. However, in the future, the personalized explanation can be used in many other
areas. The method is designed to include more explanation styles as explored in our ex-
periments. This is useful for application in various domains. For instance the collaborative
explanations can be considered as privacy issue in some domains (e.g., pharmacy e-shop).
On the contrary, only users friends (after explicit agreement) should be used for such ex-
planation style.

From our perspective, the most interesting area is to find which type of explanation
is suitable for different type of articles. Thus, we can personalize explanation not only to
user but also to items of recommendations (e.g., different type of articles). Second area
is the context of user. Idea behind this concept is to show different types of explanation
based on the context (e.g., season, weather, etc.) of the actual user.
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