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Rud̄era Boškovića 32, 21000 Split, Croatia

maja.braovic@fesb.hr

Abstract. Automatic analysis of retinal fundus images is becoming increasingly
present today, and diseases such as diabetic retinopathy and age-related macular
degeneration are getting a higher chance of being discovered in the early stages
of their development. In order to focus on discovering those diseases, researchers
commonly preprocess retinal fundus images in order to detect the retinal landmarks
- blood vessels, fovea and the optic disk. A large number of methods for the auto-
matic detection of retinal blood vessels from retinal fundus images already exists,
but many of them are using unnecessarily complicated approaches. In this paper we
demonstrate that a reliable retinal blood vessel segmentation can be achieved with
a cascade of very simple image processing methods. The proposed method puts
higher emphasis on high specificity (i.e. high probability that the segmented pixels
actually belong to retinal blood vessels and are not false positive detections) rather
than on high sensitivity. The proposed method is based on heuristically determined
parametric edge detection and shape analysis, and is evaluated on the publicly avail-
able DRIVE and STARE datasets on which it achieved the average accuracy of
96.33% and 96.10%, respectively.

Keywords: Retinal blood vessels, fundus images, heuristic analysis, image segmen-
tation.

1. Introduction

According to the World Health Organization (WHO) [27], some of the leading causes of
visual impairment are glaucoma, diabetic retinopathy and age-related macular degenera-
tion. These diseases can be identified and/or monitored by using a non-intrusive technique
called retinal fundus imaging. Retinal fundus imaging is usually performed in hospitals
or clinics with a specialized digital mydriatic or non-mydriatic fundus camera the output
of which is an image of the retina of the eye. This image shows various retinal landmarks
such as blood vessels, optic disc, fovea and macula, but it can also show abnormalities that
could potentially represent a sign of disease. Traditionally, an analysis of these images and
their subsequent diagnosis was performed by ophthalmologists, specialized medical doc-
tors trained to be experts in the field of ophthalmology. Unfortunately, this analysis was
often both costly and slow. Today, many automated methods for the detection of abnor-
malities in retinal images exist (e.g. [3], [7]), and they often include the segmentation of
retinal blood vessels.

In this paper we propose a heuristically inspired automated method for the segmen-
tation of retinal blood vessels from retinal fundus images. This method is based on a
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modified SUSAN edge detector [37] [38] and shape analysis. For shape analysis we used
commonly employed measures such as compactness, rectangularity and eccentricity, and
gave detailed analysis of thresholds and constraints we used for their values. The proposed
method was evaluated on two publicly available retinal image datasets, DRIVE (Digital
Retinal Images for Vessel Extraction) [25] [41] and STARE (STructured Analysis of the
Retina) [14] [15], on which it achieved the average accuracy of 96.33% and 96.10%, re-
spectively. When compared with a number of existing methods on the same datasets, it
achieved the overall highest accuracy and specificity, and the lowest false positive rate
(FPR).

The proposed method can serve as one of the first steps in automatic systems whose
goal is to detect various retinal abnormalities from retinal fundus images. The application
of the proposed method is not limited to medical use only, as there are other applications
that use retinal blood vessel segmentation as well (e.g. biometrics [4], [8], [11]).

This paper is structured as follows. In Section 2 we give an overview of the related
work. In Section 3 we give an overview of the proposed method for the automatic seg-
mentation of retinal blood vessels. In Section 4 we present an evaluation of the pro-
posed method and compare it to various state-of-the-art methods on two publicly available
datasets. In Section 5 we give a conclusion and discuss future work.

2. Related work

Methods for automatic retinal blood vessel segmentation can broadly be categorized as
either being based on classifiers, matched filters or rules.

Classifier-based methods are fairly recent and they use classifiers to either segment
the blood vessels or to improve the segmentation results obtained in some other way.
Different classifiers are used for this purpose, such as SVM [42], Bayes [39] or neural
networks [19] [21], and they usually perform binary classification, i.e. classify pixels into
vessel or non-vessel categories.

Matched filters for blood vessel detection in retinal images were introduced by Chaud-
huri et al. in [6], where they were constructed on the basis of several properties of the
blood vessels, one of them being the property that the gray-level profile of the blood ves-
sel’s cross-section can be approximated by a Gaussian curve. Chaudhuri et al. constructed
12 kernels (for 12 different orientations with angular resolution of 15◦) to detect piece-
wise linear segments that belong to blood vessels, and for each pixel of the image only
kept the maximum of responses to those kernels. Matched filters or their improvements
and modifications are commonly used today in retinal blood vessel detection, for example
in [2], [5], [18], [40], [43] and [44].

Rule-based methods incorporate methods for retinal blood vessel segmentation that
are based on mathematical morphology, line detection, various transforms, etc. Exam-
ples of these kinds of blood vessel segmentation methods are [1], [12], [20], [22], [23],
[24], [29], [34] and [35]. Nguyen et al. [24] used multi-scale line detection for retinal
blood vessel segmentation in order to avoid the drawbacks of the basic line detector. San-
thi et al. [35] used Shearlet transform in combination with mathematical morphology,
connected component analysis and length filtering in order to segment retinal blood ves-
sels. Mendonc̨a et al. [22] used differential filters and morphological processing for reti-
nal blood vessel segmentation. Their method included the detection of vessel centerlines
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that were later expanded by a region growing process. Miri and Mahloojifar [23] used a
method based on a curvelet transform in order to enhance the retinal image and prepare
it for blood vessel segmentation. They performed edge detection by using multistruc-
ture elements morphology, and removed false blood vessel edges by using morphological
operators by reconstruction, connected component analysis and length filtering. Salazar-
Gonzalez et al. [34] used a graph cut technique to segment the retinal blood vessels.
Akram and Khan [1] proposed a retinal blood vessel segmentation method that involved
2-D Gabor wavelet and multilayered thresholding technique. Martinez-Perez et al. [20]
proposed a method for segmentation of retinal blood vessels in both red-free and fluo-
rescein images. It was based on multiscale analysis and able to detect blood vessels with
different properites (e.g. width or length). Panchal et al. [29] presented an algorithm for
retinal feature extraction and some of the methods that they used were edge detection,
thinning operation, and scanning window (of size 3x3 pixels) analysis that searched for
ridges and bifurcations. Hatanaka et al. [12] proposed a blood vessel detection method that
used a square double ring filter. The width of the inner square was set to 3 pixels, while
the width of the outer square was set to 39 pixels. The output image obtained when this
filter was applied to the retinal fundus image represented the differences in average pixel
values in the square and the rim regions. Hatanaka et al. [12] also presented a method for
the detection of blood vessels crossing sections that used a ring filter the radius of which
was experimentally set to 40 pixels. The edge detection method that we used in this paper
is somewhat similar to the blood vessel detection method presented in [12].

Algorithms for the automatic segmentation of retinal blood vessels are commonly
evaluated on DRIVE (Digital Retinal Images for Vessel Extraction) [25] [41] and STARE
(STructured Analysis of the Retina) [14] [15] image datasets. DRIVE dataset consists of
40 retinal fundus images that are divided into training and testing sets, each of which
contains 20 images. The images in the testing set have two ground truth segmentations
of blood vessels each. The first of these two segmentations is commonly used as a gold
standard. STARE dataset [16] contains 20 images that have two ground truth segmenta-
tions of blood vessels each. The first ground truth segmentations are provided by Adam
Hoover [16] and are commonly used as a gold standard. In this paper we evaluated the
proposed method on DRIVE and STARE datasets, as they are most commonly used in the
evaluation of retinal blood vessel segmentation methods.

Additional information on the various blood vessel segmentation methods and tech-
niques in digital retinal images acquired from fundus cameras can be found in [9].

3. Proposed method

The proposed method for retinal blood vessel segmentation encompasses iterative edge
detection and shape analysis procedures. An iterative approach in this case assumes the
modification of heuristically determined parameters used for edge detection and/or shape
analysis at each iteration of the algorithm, thus allowing these methods to detect retinal
blood vessels in different lighting conditions. 20 images from the training set of images
from the DRIVE dataset were used in the heuristic determination of all of the parameters
for edge detection and shape analysis procedures that we used in our method.

A brief overview of the proposed retinal blood vessel segmentation method is given
in Figure 1. It can se seen that the proposed methods consists of 3 parts: preprocess-
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ing step, heuristic image analysis step, and postprocessing step. Preprocessing step in-
cludes image sharpening and smoothing. Heuristic image analysis step is the main part
of the proposed method and it includes the derivation of heuristic rules that we used in
the proposed method. Postprocessing step encompasses morphological closing operation.
Proposed method is schematically shown in Figure 2. Thresholds shown in Figure 2 are
explained in detail in section 3.2.

Fig. 1. Overview of the proposed method. The input image was taken from the DRIVE dataset

3.1. Preprocessing

Color fundus images often have low contrast between blood vessels and image back-
ground, so some image enhancement technique is usually necessary to improve later seg-
mentation results. For this purpose we employ a 3x3 sharpening filter to the original input
image, and a 3x3 Gaussian smoothing filter to the obtained resultant image. Gaussian
smoothing filter is used to lower the effects of noise in the subsequent fundus image anal-
ysis.

The proposed method uses RGB values of image pixels in the process of extraction
of the circular retinal fundus image area from the darker background, but uses grayscale
images for every other step of the algorithm.

3.2. Heuristic image analysis

Heuristic image analysis is the main part of the proposed method for retinal blood vessel
segmentation. As shown in Figure 2, it consists of 3 iterations that are detailed in the text
below.

1. iteration
Edge detection is the first intuitive step in the segmentation of retinal blood vessels

from fundus images. The edge detection method that we decided to use is similar to
the SUSAN (Smallest Univalue Segment Assimilating Nucleus) edge detector [37], [38].
SUSAN edge detector examines a circular neighbourhood (whose radius is usually 3.4
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Fig. 2. Proposed method. The input image was taken from the DRIVE dataset

pixels) around each pixel and compares the brightness of the central pixel to those in
its neighbourhood. In SUSAN edge detector, neighbouring pixels that have the same or
similar brightness as the central pixel are called USAN (Univalue Segment Assimilating
Nucleus), and from the USAN’s size, centroids and second moments, features and edges
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on the image can be detected. Since blood vessels in retinal images appear darker than the
background [6], an edge detector like the SUSAN edge detector can provide good edge
detection results. Instead of using original SUSAN edge detector, in this paper we used
a modified version. This modified version uses larger size of the local pixel neighbour-
hood than it is usually used in the original SUSAN edge detector, and rectangular pixel
neighbourhood instead of a circular one.

The edge detection method that we used in the segmentation of retinal blood vessels
can be summarized as follows. For each pixel of the grayscale retinal image we examine
a rectangular local neighbourhood and compare the grayscale intensity of each pixel in
the neighbourhood to the one in its center. If the intensity of the central pixel is lower
than the intensities (temporarily increased by a small threshold t1 = 4) of more than
t0 = 50% of neighbouring pixels, and if its intensities in the RGB color space are all
above a certain threshold t2 = 39, then we assume that the center pixel potentially belongs
to a blood vessel. Threshold t0 was chosen with the purpose of locating pixels that are
likely to belong to either the edges of blood vessels or to their inner pixels. It allows
us to dismiss pixels that are part of a bright uniform area that does not have any sort
of edge in its vicinity and therefore probably does not belong to a blood vessel at all.
Threshold t1 is used to lower the effects of noise on the final blood vessel segmentation
and was chosen on the basis of a graph shown in Figure 3. This graph shows how the
accuracy, sensitivity, specificity and false positive rate (FPR) change for this step of the
proposed method when the threshold t1 changes. The final value of t1 = 4 was selected
as a trade-off between the accuracy, sensitivity and specificity (which we tried to keep
high), and FPR (which we tried to keep low) of the edge detection method that we used.
Even though the accuracy was higher when the threshold t1 assumed values higher than 4,
the negative impact that this increase would have on the sensitivity of the edge detection
method that we used would be greater that the positive impact this increase would have
on the accuracy, specificity or FPR, i.e. sensitivity would decrease more than the accuracy
or specificity would increase or FPR decrease, as can be seen from Figure 3.

Fig. 3. Accuracy, sensitivity, specificity and FPR of edge detection algorithm given the local neigh-
bourhood size of 19x19 pixels and different values of threshold t1
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Threshold t2 is used to ignore the dark pixels that are outside of the circular fundus
image area and was estimated heuristically. Other methods for blood vessel segmentation
(e.g. [23]) often use Otsu’s method [28] for this purpose, but since thresholding the chan-
nels of an RGB image with threshold t2 usually accomplishes the separation of a circular
fundus image from the darker background very well, we used that instead as it was simple
to implement.

The size of the local pixel neighbourhood used in the edge detection part of the retinal
blood vessel segmentation in this paper was determined heuristically and fixed at 19x19
pixels. If this size was smaller, the algorithm would have had problems with the detection
of inner blood vessel pixels because the local neighbourhood around one of those pixels
would be too uniform to be picked up by the modified SUSAN edge detector. If this
size was larger, it would introduce too much noise, especially in the macula region of
the retina. To illustrate our point, Figure 4 shows examples of blood vessel segmentation
using modified SUSAN edge detector for local neighbourhoods of different sizes. Local
neighbourhood size of 19x19 pixels was chosen as a trade-off between the amount of
noise and the amount of accurately segmented blood vessel pixels.

Fig. 4. Examples of edge detection for local neighbourhoods of different sizes. (a) Image from the
DRIVE dataset, (b) edge detection for 9x9 neighbourhood, (c) edge detection for 19x19 neighbour-
hood, (d) edge detection for 35x35 neighbourhood

In order to remove the noise from the image obtained after edge detection, we first ex-
tract the connected components that represent possible blood vessel pixels (regions) from
the image, and then perform shape analysis of each of those regions. For each of those
regions we calculate 4 shape descriptors: their area, perimeter, compactness and rectan-
gularity. The area is defined as the total number of pixels in the region. The perimeter is
defined as the number of pixels on the border of a region, and in the process of its calcu-
lation we used 8-connectivity. 8-connectivity is commonly used in image processing and
more information about it can be found in [31]. Compactness is defined as the ratio of the
squared perimeter of the region and the region’s area [17]. Rectangularity is defined as the
ratio of the region’s area and the area of the minimum bounding rectangle of that region
[32].

The region R is likely to belong to a blood vessel if the constraints 1 and 2 are true.
Image regions that satisfy these constraints are the output of the first iteration of the pro-
posed method.
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compactness(R) > CC1
(1)

rectangularity(R) < CR1
(2)

The parameters CC1 and CR1 were set to 25 and 0.25, respectively, and were chosen
on the basis of graphs shown in Figure 5. These graphs show how the accuracy, sensitivity,
specificity and FPR change for different values of parameters CC1

and CR1
after the first

iteration of the proposed method. It can be seen from Figure 5 that the two best options
for threshold CR1

are 0.2 and 0.25, as the accuracies associated with them are two of
the highest ones in the graph (the accuracy associated with CR1 = 0.2 is 0.959701, and
the accuracy associated with CR1 = 0.25 is 0.959691). Additionally, specificity and FPR
are similar for these two options - specificity is a little bit higher for CR1

= 0.2 than it
is for CR1

= 0.25, and FPR is a little bit lower, but these are small differences, as can
be seen from Figure 5. However, sensitivity for CR1

= 0.25 is significantly higher than
the one for CR1 = 0.2, and this was the reason why we used CR1 = 0.25 instead of
CR1 = 0.2 in the first iteration of the proposed method. When it comes to parameter CC1 ,
we decided to use CC1

= 25 because that was the point in the graphs in Figure 5 where
the sensitivity was kept relatively high, FPR was slightly decreasing and specificity was
slightly increasing. It can be seen from Figure 5 that CC1

= 20 was also a good option,
but we chose not to use it as it had slightly higher FPR and slightly lower specificity
in comparison to CC1 = 25, and it also decreased the accuracy of the overall proposed
method.

2. iteration
Even though the majority of blood vessel regions satisfied the constraints 1 and 2,

some of them did not. Thinner blood vessels and blood vessels the color of which is very
similar to the color of the background might not satisfy these constraints, as illustrated in
Figure 6. Figure 6 shows the results of edge detection for local neighbourhood of 19x19
pixels, and it also shows the regions that satisfy and do not satisfy constraints 1 and 2. It
can be seen that the regions labeled as noise contain a small number of blood vessels that
the edge detection method failed to extract in their entirety. These blood vessels are mostly
represented only by their unconnected fragments, and each of those fragments is treated
as a different region. Since the observed areas are very small, they do not demonstrate
the same characteristics in terms of compactness and rectangularity as blood vessels that
were not fragmented as much.

Since some of the blood vessel regions were segmented as noise because of their frag-
mentation, we performed additional shape analysis on all of the regions that were detected
as possible blood vessel regions by an edge detection algorithm, but dismissed after the
initial shape analysis procedure. In this additional shape analysis we used compactness
and eccentricity (the ratio of the length and width of a minimal bounding rectangle of a
region, where length is the longer side of the rectangle [10]) as shape descriptors in a way
shown in constraints 3 and 4. Image regions that satisfy the constraints 3 and 4, alongside
the output of the first iteration of the proposed method, represent the output of the second
iteration of the proposed method.

compactness(R) > CC2
(3)
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Fig. 5. Graphs used in the process of determination of parameters CC1 and CR1

Fig. 6. (a) Image from the DRIVE dataset, (b) edge detection for 19x19 local neighbourhood, (c)
regions labeled as blood vessels after shape analysis, (d) regions labeled as noise after shape analysis

eccentricity(R) >= CE1
(4)

The parameters CC2
and CE1

were set to 40 and 2.0, respectively, and were chosen on
the basis of graphs shown in Figure 7. These graphs show how the accuracy, sensitivity,
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specificity and FPR change for different values of parameters CC2
and CE1

after the
second iteration of the proposed method. It can be seen from Figure 7 that the two best
options for parameter CE1

are 2.0 and 3.0, because the accuracy and specificity associated
with them are high, and FPR is low. Since the sensitivity is visibly higher for CE1 = 2.0
than for CE1 = 3.0, we chose 2.0 as the value for parameter CE1 . Furthermore, we used
40 as the value for parameter CC2

because the accuracy associated with it was one of the
highest in the first graph shown in Figure 7. The accuracy and specificity associated with
CC2

= 45 and CC2
= 50 were slightly higher than the one associated with CC2

= 40, and
their FPR was also slightly lower, but CC2 = 45 and CC2 = 50 had lower sensitivity in
comparison to CC2 = 40. We decided to use CC2 = 40 instead of CC2 = 45 or CC2 = 50
because, out of all the tests we performed, the use of this value gave the highest accuracy
results for the overall proposed method. We should mention that the Sinthanayothin et al.
[36] used a rule similar to constraint 3 in their blood vessel segmentation procedure. In
the post-processing stages of their blood vessel detection method, one of the rules that
they used was that the compactness of an isolated region should be above 39 in order to
possibly belong to a blood vessel.

Fig. 7. Graphs used in the process of determination of parameters CC2 and CE1
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3. iteration
In order to locate possible blood vessel pixels that were left undetected by the previous

two iterations, we perform two additional steps. In the first step we perform edge detection
on the original fundus image with parameters t0 = 53% and t1 = 4, and neighbourhood
size of 19x19 pixels. The reason why we set threshold t0 to 53% instead of 50% as we
used previously is because we wanted to make edge detection a little bit stricter in this
iteration of the proposed method because most of the blood vessels pixels that exist in
the input fundus image have been found until now. This stricter rule (which we derived
heuristically) for edge detection allowed us to work with fewer pixels in this iteration of
the proposed method, and therefore speed it up. The resultant image we obtain after the
edge detection process is a binary image where white pixels correspond to detected edges,
and black pixels to the background. Any white pixel in this image that was segmented as
a blood vessel pixel in the first two iterations of the proposed method is transformed into
a black pixel to eliminate it from further analysis. In the second step we perform shape
analysis of the connected components of this new image, and only treat regions that satisfy
constraints 5 and 6 as possible blood vessels. These regions, alongside the blood vessel
pixels detected in the first two iterations of the proposed method, represent the output of
the third iteration of the proposed method.

compactness(R) > CC3
(5)

eccentricity(R) > CE2 (6)

The parameters CC3
and CE2

were set to 20 and 2.5, respectively, were chosen on
the basis of graphs shown in Figure 8. These graphs show how the accuracy, sensitivity,
specificity and FPR change for different values of parameters CC3 and CE2 after the third
iteration of the proposed method. It can be seen from Figure 8 that the two best options
for parameter CE2

are 2.5 and 3.0, because the accuracies associated with them are the
highest. We decided to use CE2

= 2.5 instead of CE2
= 3.0 because the sensitivity

associated with CE2
= 2.5 was mostly higher than the one associated with CE2

= 3.0.
When it comes to parameter CC3 , the value we decided to use for it was 20 because we
found that to be a good trade-off between high accuracy, sensitivity and specificity, and
low FPR.

3.3. Postprocessing

Morphological closing operation (dilation followed by erosion) [30] [33] is applied to the
image obtained by heuristic image analysis. The purpose of this postprocessing step is to
fill in any small openings that the image might contain. The resultant image represents the
final retinal blood vessel segmentation, i.e. the output image of the proposed method.

Figure 9 shows an example of retinal blood vessel segmentation using the proposed
method. Evaluation of the proposed method on DRIVE and STARE datasets is given in
section 4.
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Fig. 8. The process of determination of parameters CC3 and CE2

4. Results and discussion

The proposed blood vessel segmentation method was implemented in C++. For various
image processing related functions we used the OpenCV library [26]. In the evaluation of
the proposed method we used commonly employed statistical measures: sensitivity (true
positive rate, TPR), specificity (true negative rate, TNR), false positive rate (FPR), and
accuracy. These measures are defined in terms of true positives (TP), true negatives (TN),
false positives (FP) and false negatives (FN). In our case, TP represents pixels accurately
identified as belonging to the blood vessles, TN representes pixels accurately identified
as belonging to the image background, FP represents pixels inaccurately identified as
belonging to the blood vessles, and FN representes pixels inaccurately identified as be-
longing to the image background. Sensitivity, specificity, accuracy and FPR are defined
by equations 7, 8, 9 and 10.

Sensitivity =
TP

TP + FN
(7)

Specificity =
TN

TN + FP
(8)
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Fig. 9. Retinal blood vessel segmentation using the proposed method. First row shows images from
the DRIVE dataset, while the second row shows corresponding segmentations obtained by the pro-
posed method

Accuracy =
TP + TN

TP + FP + TN + FN
(9)

FPR =
FP

FP + TN
(10)

The proposed method was evaluated on DRIVE and STARE image datasets. For the
evaluation of our method we used 20 images from the testing set of images from the
DRIVE dataset, and for their ground truth segmentations of blood vessels we used the
segmentations provided by the first observer as that is the usual practice amongst re-
searchers. When it comes to the STARE image dataset, 20 images were accompanied by
ground truth segmentations of blood vessels so we used them in the evaluation of our
method. For their ground truth segmentations of blood vessels we used the segmentations
provided by the first observer as that is the usual practice amongst researchers.

The values for TP, TN, FP and FN that we obtained for the DRIVE database were the
following: 405834, 5950875, 70380 and 172111, respectively. The values for TP, TN, FP
and FN that we obtained for the STARE database were the following: 447894, 7692080,
133867 and 196159, respectively. We used these values in the calculation of sensitivity,
specificity, FPR and accuracy of the proposed method for blood vessel segmentation. Sen-
sitivity, specificity, FPR and accuracy of the proposed method was rounded to 4 decimals,
as can be seen from Tables 1 and 2.

Tables 1 and 2 show the comparison of the proposed method against various other
methods on the images from the DRIVE and STARE datasets, respectively. Retinal blood
vessel segmentation results of the methods that we compared against our own method
were taken from the original papers where those methods were published, as shown and
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cited in Tables 1 and 2. The results we obtained for the proposed method are shown in
Tables 1 and 2 in terms of average sensitivity, specificity, FPR and accuracy.

Method
Sensitivity

(TPR)
Specificity

(TNR)
FPR Accuracy

Mendonc̨a and Campilho [22]

(Input: gray-intensity images)
0.7315 / 0.0219 0.9463

Mendonc̨a and Campilho [22]

(Input: green channel images)
0.7344 / 0.0236 0.9452

Kande et al. [18] / / / 0.8911

Xu and Luo [42] 0.7760 / / 0.9328

Zhang et al. [44] 0.7120 / 0.0276 0.9382

Marín et al. [19] 0.7067 0.9801 / 0.9452

Miri and Mahloojifar [23] 0.7352 / 0.0205 0.9458

Yin et al. [43] 0.6522 0.9710 / 0.9267

Salazar-Gonzalez et al. [34] 0.7512 / 0.0316 0.9412

Melinscak et al. [21] 0.7276 / 0.0215 0.9466

Sreejini and Govindan [40] 0.7132 0.9866 / 0.9633

Zhao et al. [45] 0.742 0.982 / 0.954

Proposed method 0.7022 0.9883 0.0117 0.9633
Table 1. Performance evaluation of different retinal blood vessel segmentation methods
on the DRIVE dataset

It can be seen from Table 1 that the proposed method has higher accuracy on the
DRIVE dataset than any of the listed methods except for the one proposed in [40], the
accuracy of which is the same as ours. On the other hand, it can be seen from Table 2
that our method has higher accuracy on the STARE dataset than any other listed method,
and that includes the one presented in [40]. The results that we obtained on the STARE
dataset are even more significant given the fact that we did not train our method on that
dataset, but rather only on the training part of the DRIVE dataset.

It can be seen from Tables 1 and 2 that the sensitivity of our method is not as high as it
is in most methods the results of which can be seen in those tables. We found that the most
probable reason for this is the fact that our method has higher specificity than any other
method listed in Tables 1 and 2. From the experience we gained while working on the
proposed blood vessel segmentation method, the higher the sensitivity was of our method,
the lower the specificity was. When faced with choosing between the higher sensitivity or
higher specificity of the proposed method, we chose higher specificity. In this case, higher
specificity meant that the proposed method would locate fewer of the blood vessels on the
DRIVE and STARE datasets than it would have if it had higher sensitivity, but that the
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Method
Sensitivity

(TPR)
Specificity

(TNR)
FPR Accuracy

Kande et al. [18] / / / 0.8976

Zhang et al. [44] 0.7177 / 0.0247 0.9484

Marín et al. [19] 0.6944 0.9819 / 0.9526

Salazar-Gonzalez et al. [34] 0.7887 / 0.0367 0.9441

Sreejini and Govindan [40] 0.7172 0.9687 / 0.9500

Zhao et al. [45] 0.780 0.978 / 0.956

Yin et al. [43] 0.7248 0.9666 / 0.9412

Proposed method 0.6954 0.9829 0.0171 0.9610
Table 2. Performance evaluation of different retinal blood vessel segmentation methods
on the STARE dataset

blood vessels it would locate would have a higher probability of actually belonging to the
blood vessels and not the image background or other retinal features or signs of various
retinal diseases. Furthermore, Tables 1 and 2 also contain information about the FPR. It
can be seen from Tables 1 and 2 that the FPR of our method is the lowest out of all the
other compared methods listed in Tables 1 and 2 whose FPR is known, which means that
the number of pixels that the proposed method inaccurately identified as belonging to
retinal blood vessels (i.e. FP) is lower than in those other methods.

It can be seen from the text above that we decided to put higher emphasis on the
specificity rather than on sensitivity of the proposed method. This decision was made in
the wake of our future research where we plan to use the proposed method in the seg-
mentation and classification of retinal diseases. In that research we will use the proposed
method to remove pixels belonging to retinal blood vessels from the retinal fundus im-
ages in order to have a more reliable retinal disease segmentation and classification later
on. If the sensitivity of the proposed method was higher, its specificity would decrease
and this would cause problems because the proposed method would probably detect some
signs of the disease as retinal blood vessels, which would exclude these pixels from the
automated retinal disease segmentation and classification. This would, of course, perhaps
cause the automated method to miss out on signs of a disease, which in our opinion is a
larger problem than having false signs of a disease that can easily be disregarded by an
experienced ophthalmologist once the automated system for retinal disease classification
and segmentation raises an alarm.

Additionaly, we tested the proposed method on 20 images from the STARE dataset
that we divided into two sets: images of healthy retinas that do not show any signs of
the disease (9 images), and images of abnormal retinas that do show signs of the disease
(11 images). Information about which image from the STARE dataset correspondes to
which of these sets was obtained from [13]. Results that we obtained are given in the
form of average sensitivity, specificity, FPR, and accuracy, and shown in Table 3. It can
be seen from the table that the accuracy and specificity of the proposed method were
high and the FPR was low for both of the image sets used. Sensitivity was significantly
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lower on the images that showed retinas with signs of the disease, but this was expected
given that a large number of retinal diseases can appear similar in color to retinal blood
vessels. The proposed method is designed in such a way that it rathers fails to detect a
pixel belonging to a retinal blood vessel than incorrectly detecting other pixels (usually
connected to retinal abnormalities) as retinal blood vessels. As discussed previously, this
decision was made in the wake of our future research where we plan to use the proposed
method in the segmentation and classification of retinal diseases.

Healthy retina Abnormal retina
Sensitivity (TPR) 0.7647 0.6264

Specificity (TNR) 0.9802 0.9850

FPR 0.0198 0.0150

Accuracy 0.9620 0.9602
Table 3. Performance evaluation of the proposed method on the healthy and abnormal
retinal images from the STARE dataset

Based on the results shown in Tables 1 and 2 and the discussion regarding them, we
can conclude that the proposed method has the overall highest accuracy and specificity,
and the lowest FPR, which would make it effective to use in retinal blood vessel segmen-
tation. However, the reader should keep in mind that the proposed method was tested on
low-resolution images from the DRIVE and STARE datasets. If it is to be used on high-
resolution retinal fundus image datasets the heuristically determined parameters should
probably be adjusted accordingly.

5. Conclusion

In this paper we presented a novel method for iterative retinal blood vessel segmenta-
tion based on heuristic image analysis. The presented analysis included the derivation of
heuristic rules and thresholds that we used in edge detection and shape analysis of retinal
fundus images with the ultimate aim of achieving automatic and high accuracy retinal ves-
sel segmentation. The proposed method can be used in biometrics or in computer-aided
diagnosis in the medical field of ophthalmology. It was evaluated on the publicly avail-
able DRIVE and STARE datasets on which it achieved the average accuracy of 96.33%
and 96.10%, respectively. It achieved the overall highest accuracy and specificity and the
lowest false positive rate out of all the methods it was compared against, and the obtained
results indicate that it is effective in retinal blood vessel segmentation. In our future work
we intend to expand the research proposed in this paper to the automatic detection of
retinal abnormalities such as diabetic retinopathy, age-related macular degeneration and
glaucoma.
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