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Abstract. Intelligent Transportation Systems (ITSs) and their applications are 

attracting significant attention in research and industry. ITSs make use of various 

sensing and communication technologies to assist transportation authorities and 

vehicle drivers in making informative decisions and provide leisure and safe 

driving experience. Data collection and dispersion are of utmost importance for 

the proper operation of ITSs applications. Numerous standards, architectures and 

communication protocols have been anticipated for ITSs applications. In recent 

years, crowdsourcing methods have shown to provide important benefits to ITSs, 

where ubiquitous citizens, acting as mobile human sensors, help respond to 

signals and providing real-time information. In this paper, the problem of 

mitigating crowdsourced data bias and malicious activity is addressed, when no 

auxiliary information is available at the individual level, as a prerequisite for 

achieving better quality data output. To achieve this goal, an innovative algorithm 

is designed and tested on a crowdsourcing database of lane change evaluations. A 

three-month crowdsourcing campaign is performed with 70 participants, resulting 

in a large number of lane changes evaluations. The proposed algorithm can negate 

the noisy ground-truth of crowdsourced data and improve the overall quality. 

Keywords: crowdsourcing, intelligent transportation systems, subjective ratings, 

lane change evaluation, bias reduction, malicious activities, fuzzy logic. 

1. Introduction 

Road accidents constitute a major social problem in modern societies. Approximately 

1.35 million people die every year on the roads worldwide, and another 20 to 50 million 

sustain non-fatal injuries as a result of road traffic accidents [1]. It is estimated that lane-

change crashes account for 4 to 10 % of all crashes. These injuries and fatalities have an 

immeasurable impact on the families affected, whose lives are often changed irrevocably 

by these tragedies, and on the communities in which these people lived and worked [2]. 

In the meantime, careful and lawful drivers are not rewarded for their responsible 

driving. According to [3] in the Belonitor project in Denmark by rewarding the 

participants’ good driving behaviour, the percentage of kilometres they travelled within 
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the speed limit increased from 68% to 86%, and the number of kilometres driven a safe 

distance from the car in front rose from 58% to 77%. However, as soon as the feedback 

and reward system ended, most drivers returned to their old habits. Most participants 

acknowledged that the combination of feedback and reward had a strong positive effect. 

For driving evaluation reports in general, there are three main sources of data that 

researchers are utilizing. The first source of data collection is by sensors [4] during the 

act of driving vehicles. The second main category is from the CAN bus data [5], which 

basically records everything on the running state of the car, such as car speed, steering 

wheel, gps location, brake and other. The third category includes video data [6], which 

often derive from a mobile phone or a dashcam. To this end, the first research question 

is addressed: Is it possible to perform a reliable driver’s evaluation out of video data by 

utilizing crowdsourcing solutions? 

Crowdsourcing, in general terms, is the act of taking a job traditionally performed by 

a designated employee and outsourcing it to an undefined, generally large group of 

people (a “Crowd”) in the form of an open call [7]. Technically speaking, 

Crowdsourcing is a distributed problem-solving and production model. In such a model, 

initially, the problems are formulated in a format that can be understood easily by 

technical and non-technical people. This model is used in many applications. For 

instance [8], proposed an approach to develop a crowd sensing framework to allow an 

easier cooperation between the citizens and the authorities by collecting information on 

crimes and suspects through an e-participatory infrastructure. Specifically, in 

transportation it has emerged as a novel mechanism for accomplishing temporal and 

spatial critical tasks with the collective intelligence of individuals and organizations. 

In ITSs, Xiao Wang [9] performed a quantitative analysis of related research topics 

and categorized seven kinds of main crowdsourcing based ITSs services: Crowdsourced 

geospatial data collection, which is contributed by non-expert end-users for altruistic 

reasons, which both fully utilize end-users’ significant local expertise and provide better 

data and temporal coverage. Urban traffic planning and management, which focuses on 

bus arrival time prediction, common trajectory pattern identification, shortest-path 

computing, optimal route planning, customized deployment of cycle length and signal 

transition time of traffic light systems, travel information recommendation, etc. Green 

transportation, which aims to reduce fuel consumption and carbon emission, and to 

provide a highly efficient trip mode for both public and private transports using 

crowdsourcing based mobile applications. Social navigation, which leverages public 

online information with users’ social network resources, providing real time exploration 

in novel and strange environments. Road condition monitoring and assessment, which 

enables people to effectively take part in solving time-spatial critical traffic tasks 

without generating the additional financial burden on the transportation agencies with 

the help of social media sites like Facebook, Twitter, YouTube, and Flickr. Smart 

parking, which is a long-standing problem in ITSs, because searching for street parking 

and navigating to it in a crowded urban area impose great societal and environmental 

challenges. Traffic network construction and communication, where employees’ 

ubiquitous roadside units and vehicular ad hoc networks integrate the capabilities of new 

generation wireless networks and provide infrastructural support of the inter-vehicle, 

vehicle-to-roadside and inter-roadside communications in hybrid vehicular ad hoc 

networks. 
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In this research, a crowdsourced geospatial data collection solution for peer-to-peer 

lane change vehicle evaluations is proposed. To this end, the second research question is 

addressed: How can workers’ bias and malicious responses be reliably mitigated? It is 

proved that data acquired from tasks that comprise a subjective component (e.g. ratings, 

opinion detection, sentiment analysis) is potentially affected by the inherent bias of 

crowd workers who contribute to the tasks [10]. In addition, workers may not take tasks 

seriously. Gadiraju [11]  in his research analysed the malicious behaviour in the crowd 

and defined five categories of untrustworthy workers. Ineligible Workers (IW), who do 

not comply to the prior stated pre-requisites, e.g. ‘Please attempt this task only after you 

successfully complete 3 tasks. Fast Deceivers (FD), who give random answers in order 

to finish a task as fast as possible, e.g., entering random numerical values. Rule Breakers 

(RB), who do not provide the required quality of the answer, e.g., giving 1 keyword, 

when the task requires at least 3 keywords. Smart Deceivers (SD), who conform to the 

rules but give semantically wrong answers. Finally, Gold Standard Preys (GSP), who 

follow instructions and provide valid responses but are caught with providing different 

answers on repeated test questions during the evaluation. In the context of 

crowdsourcing, subjective tasks with numerical responses, three of the mentioned 

categories are applied, namely FD, SD and GSP. Consequently, an algorithm to negate 

this effect is proposed as a worker might provide biased and/or malicious feedback. 

The rest of the paper is structured as follows: Section 2 contains related work. In 

Section 3, the proposed crowdsourcing framework is described and explained. Section 4 

describes the 3-month crowdsourcing campaign conducted and discusses the 

experimental results. Last, section 5 concludes this paper by pointing out some future 

research directions. 

The three major contributions of this paper are summarized below: 

• An innovative algorithm is designed to negate the effect of bias and malicious 

activities with regards to subjective crowdsourcing environments. 

• A crowdsourcing peer-to-peer evaluation framework is proposed, which mainly 

focuses on lane-change driving acts. 

• A large-scale crowdsourcing campaign is carried out with regards to lane-change 

evaluations and results demonstrate the effectiveness and overall data quality 

improvement. 

2.  Literature Review 

One of the main and most challenging issues that still exist in crowdsourcing 

applications, especially in subjective studies where no ground truth exists, is ensuring 

the reliability of workers’ ratings. For that purpose, in case of crowdsourced datasets 

that record auxiliary information from participants (such as gender, age, income or 

education level), the work in [12] proposed to apply quasi-randomization techniques in 

which pseudo-inclusion probabilities are estimated based on covariates available for 

samples and non-sample units. In other approaches such as in [13, 14], in order to 

reduce sample bias and adjust the non-probability samples to the target population 

distributions, pseudo-sampling weights are estimated that are predictive of the outcome 

of interest and/or the probability of selection. Wang et al. [15] propose a multilevel 
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regression and post-stratification (MRP) method, which is an extension of the 

hierarchical regression modelling. The work in [16] focuses on debiasing crowdsourcing 

answers to estimate the average innate opinion of the social crowd with a small number 

of samples and depends on the social dependency among workers. Other common 

techniques used to correct worker bias are Bayesian Additive Regression Trees (BART), 

Inverse Probability Bootstrapping [17], the Least Absolute Shrinkage and Selection 

Operator, LASSO [18] and the Propensity Score Adjustment [19]. However, these 

approaches record large samples of highly relevant variables. In this research, minimal 

information is available at the individual level because it is common that workers in 

volunteered geographic information applications do not provide auxiliary individual 

information apart from the measure of interest and the geographical information. 

Researchers have also studied worker bias estimation techniques in crowdsourcing 

platforms. The works in [20, 21] study the data annotation bias, when data items are 

presented as batches to be judged by workers simultaneously and propose models to 

characterize the annotating behavior on data batches. However, they focus on binary 

answers and their goal is to properly categorize each data item instead of estimating 

worker bias and malicious activity. In [21], the authors show that crowdsourcing 

workers have both bias and variance and propose an approach to recover the true 

quantity values for crowdsourcing tasks with an unsupervised probabilistic model to 

jointly assess task difficulties. In [22] the proposed scheme aims to solve the above 

problem by building and using probabilistic graphical models for jointly modeling task 

features, workers' biases, worker contributions and ground truth answers of tasks, so that 

task-dependent bias can be corrected. In order to achieve effective models, the 

aforementioned approaches need a large number of worker responses and additionally, 

they do not consider workers’ malicious activities at all. On the contrary, the proposed 

algorithm performs well and improves data output even when the number of worker 

responses is low. In addition, it detects and negates the effect of malicious activities. 

Quality control in the data output is also approached with task assignment techniques. 

For example, [23] investigates the accuracy of workers by evaluating their performance 

on the completed tasks and predicts which tasks the workers are well acquainted with; 

[24] propose a framework comprising an inference model and an online task assigner. 

They prove that inserting a gold standard question helps estimate the worker accuracy 

and supports blocking of poor workers; [25] estimate the workers’ accuracy according to 

their previous performance and the core quality-sensitive model is able to control the 

processing latency; [26] developed a quality-sensitive answering model, which guides 

the crowdsourcing engine to process and monitor the human tasks. The model achieves 

reliable results by providing an estimated accuracy for each generated result based on 

the human workers' historical performances. Different from the previous approaches, in 

this research, only non-auxiliary subjective tasks are considered. Moreover, while these 

works focus on selecting the reliable workers to perform the tasks, they do not consider 

workers’ bias or malicious activity combined in their responses and they do not focus on 

estimating quantitative values, such as evaluations. Authors in [27] aim to reliably 

identify crowdsourced events by selecting a small subset of human sensors to perform 

tasks. Similarly, to the algorithm proposed in this research, they exploit linear regression 

to estimate worker bias in each task and attempt to eliminate it, the moment workers 

provide their ratings. However, in their setting, they assume that, although answers 
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might be subjective, all are considered as truthful. Hence, they do not take malicious 

activities into consideration at all. 

Researchers in the field have acknowledged the importance and need for techniques 

to deal with inattentive workers, scammers, incompetent and malicious workers. Authors 

in [11] analyzed the prevalent malicious activity on crowdsourcing platforms and 

studied the behavior exhibited by trustworthy and untrustworthy workers. Eickhoff et al. 

[28] aimed to identify measures that one can take in order to make crowdsourced tasks 

resilient to fraudulent attempts. The authors concluded that understanding worker 

behavior better is pivotal for reliability metrics. Difallah et al. [29] reviewed existing 

techniques used to detect malicious workers and spammers and described the limitations 

of these techniques. In another relevant work by Gadiraju et al. [11], the authors 

proposed to design and plan micro-tasks such that they are less attractive for cheaters. In 

order to do so, the authors evaluated factors such as the type of micro-task, the interface 

used, the composition of the crowd and the size of the micro-task. All previous research, 

however, does not take into consideration workers’ bias in the datasets. 

To the best of the authors’ knowledge, no study has reported a similar algorithm to 

evaluate workers’ performance and the use of crowdsourcing techniques for lane-change 

vehicles’ evaluation. A novel algorithm is presented to mitigate bias and malicious 

activity on workers’ ratings and improve overall quality of data output.These 

instructions and the corresponding MS Word document template are based on the 

corresponding Springer instructions and MS Word document template for preparing 

camera ready papers to be published in the Springer series Lecture Notes in Computer 

Science. 

The preparation of manuscripts which are to be reproduced by photo-offset requires 

special care. Papers submitted in a technically unsuitable form will be returned for 

retyping, or canceled if the volume cannot otherwise be finished on time. 

3. Framework Overview 

3.1. System overview 

A first high-level overview of the proposed architecture is presented in Figure 1. In 

general, the requester will post tasks to a crowdsourcing platform as an input. These 

tasks will be given to a pool of workers for evaluation. The workers’ submitted 

responses will be the raw data for the system. Raw data will be processed through the 

recommended algorithm to negate crowdsourced data bias and malicious activities. 

Finally, the proposed algorithm will output the data with improved overall quality. 
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Fig. 1. System Overview 

3.2. Problem formulation  

Given a set of workers denoted as   that take part in the system and a set of 

events denoted as , the goal is data acquisition regarding an evaluable event. 

During this process, it is very important to acquire as many reliable ratings R for as 

many events as possible. More specifically, the goal is the goal is to populate a database 

of tuples of the form ,  where w is a worker, e is the event and r is the 

rating provided by  for an event . Given that subjective events that are evaluable may 

contain bias and/or malicious activity, the framework of data acquisition has the 

following two secondary goals. First goal is that worker  should not be biased. 

Therefore, bias, denoted as , which indicates the likelihood of providing ratings 

above or lower than the average rating must be calculated. Second goal is that worker 

should not be deceitful. The level of maliciousness, if any, is denoted as  and 

must be measured. Both goals, calculating  and  are important for the 

realization of the primary goal, acquiring reliable ratings for events. In the next section, 

the framework that realizes the above goals to achieve the primary goal of acquiring 

reliable ratings for as many evaluable events as possible from a crowd of workers is 

described. 
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3.3. Framework  

In a nutshell, the framework works as follows. Initially, a crowdsourcing system with a 

well of events to be rated into  itemset  is formulated. Each event  is 

associated with the following attributes:  . Attribute  is the 

event’s unique identifier in the framework, and  corresponds to the current 

location in terms of latitude, longitude of the event. The total set of possible ratings  is: 

 

 
 

Ratings are mapped to values between 1 and 5 to stay compatible with the 5-star 

rating paradigm proposed by [30] and used by most recommender systems. In the 

system, a worker  has the following attributes:  

where  is the worker’s unique identifier in the system,  represents bias based 

on expertise and skills when estimating the evaluation of an event,  correspond 

to the worker’s maliciousness score, and   is used to store information about the 

evaluations completed by the worker .  The calculated value for the event’s rating is 

denoted as and computed based on input from all workers in the set . The 

crowdsourcing answer of worker  to the event  is denoted as . In the rest of the 

section, the proposed algorithm for mitigating bias and malicious activity is described. 

3.4. Worker Bias 

Similar to the intuition of authors in [27], worker ratings are considered having a bias 

which is defined as a linear function of their answers (x-axis) with respect to the 

difference of their ratings from the average rating when all workers in W are considered 

(y-axis). Each worker , who is requested to evaluate an event, is assumed to 

provide an answer  with a bias  and thus the estimated debiased response is: 

 

 
 

The bias  is defined as a linear function of the worker’s response. Thus, it is 

possible to estimate the difference from the average value for each worker’s response 

. Consequently, linear regression is exploited, to adjust the worker’s bias estimation 

whenever the worker provides a response. Linear regression is a useful tool in many 

applications to model the relationship between a scalar response and one or more 

explanatory variables. For this framework, the matrix points are defined from the 

worker’s response  and its difference from the average value of the event. Thus, the 

response provided for each event’s evaluation and the respective difference from 
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the average rating is recorded and the ratio among these two dimensions is defined. This 

is computed easily using simple linear regression that produces a linear function: 

 

 

where  is the slope and  is the intercept of the line, which are calculated from the 

linear regression. This way, an estimation for the difference of each worker’s rating 

compared to the average rating from all workers by computing  for each rating 

 is made. 

3.5. Worker maliciousness  

In this section, the quality of each worker is described by estimating the worker’s weight 

in a simplified setting. To estimate each worker’s maliciousness, a fuzzy logic controller 

is utilized.  

Fuzzy logic has proven itself as a promising mathematical approach for addressing 

subjectivity, ambiguity, imprecision, and uncertainty of linguistic expressions [31]. A 

fuzzy logic inference system may contain many inputs and outputs and allows the 

implementation of the rules described in a natural language. An explanatory diagram is 

shown in Figure 2. The input consists of numerical signals and are called ‘crisp’, which 

are later translated into the fuzzy sets through the fuzzification process. A fuzzy set is a 

pair consisting of linguistic variables. Different membership functions are used to 

perform the fuzzification process. Often, triangular, or trapezoid functions are used to 

keep the computational cost low. After the transformation into linguistic variables, the 

inference rules could be applied. After that process, a so-called defuzzification is needed 

to generate a sharp output value. 

 

Fig. 2. Fuzzy logic inference diagram 

Fuzzy logic controllers are used in many applications. For instance [32], developed a 

system with the internet of things (IoT) concept for making right decision according to 

the situation for monitoring and determining fire confidence and reduce the number of 

rules by doing so sensor activities also reduced and extend battery lifetime as well as 
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improve efficiency whereas [33] developed an efficient and intelligent IoT 

communication system to ensure data security with network consistency. 

The proposed fuzzy logic maliciousness evaluator has a ‘2 input – 1 output’ structure. 

First input is based on a Euclidean distance similarity measure between the vector 

distance of the estimated debiased worker’s evaluation to the estimated average debiased 

evaluation. Second input is the relative normalized number of times the worker’s 

estimated vote is above the estimated debiased average evaluation of the event. More 

formally, the fuzzy logic controller will solve the following problem: 

Given two sets of numbers between 0 and 1, where 1 is excellent, that respectively 

represents the Distance Score and the Over-Under Score of a crowdsourcing worker, 

what maliciousness weight should be assigned? 

In the following paragraphs, the calculation process of the controller’s input is 

described. 

For the first input, namely Distance Score: let  be a random worker, W the whole 

set of workers and E events. Also, let  be the vector 

of debiased ratings the random worker provided. Similarly, let 

 be the vector of average debiased 

evaluations. Based on the Euclidean-distance similarity vector similarity, the Distance 

Score is computed as follows: 

 

 
 

This result in a value in the range of [0,1]. The higher the score, the better the results 

for the worker, indicating that no malicious activity is detected. Of course, any other 

suitable similarity measure can be seamlessly used instead, depending on the context for 

which the framework is used.   

For the second input, namely Over-Under score: Once again,  is assumed to be a 

random worker, W the whole set of workers and E is the total number of events. For 

each crowdsourcing event, the number of times the worker’s estimated vote is above the 

estimated debiased average evaluation of the event,  and the number 

of times less  is tracked. Consequently, the Over-Under score is 

calculated as follows: 

 

 
 

In a similar manner as with the Distance Score, this result in a value in the range of 

[0,1]. With this score alone, it is not safe to make assumptions about the worker. 

Combining Distance with the Over-Under score, fuzzy sets can be created. The set of 

rules for the fuzzy logic system are shown in Table 1. To train the fuzzy inference 

system, two datasets of evaluations were formulated. For the first dataset, a local police 

department of Athens is contacted where three traffic enforcement officers (experts) 

assisted by performing lane-change event evaluations. Specifically, officers performed 
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132 lane-change evaluations and for each event, the averaged of their response was 

calculated to minimize any possible bias. Their evaluations are all considered truthful 

and, for the framework, the ground truth of these events. For the second dataset, for the 

same set of events, the average of the evaluations made by the 70 workers from the 

crowdsourcing campaign was calculated. Finally, based on the two sets of evaluations, 

the fuzzy logic controller’s fuzzy rules and membership functions were manually 

adjusted by trial and error until the root mean square of the framework was minimal. 

Table 1. Fuzzy logic evaluation rule-base 

Worker weight 
Over-Under score 

Low Average Excellent 

Distance score 

Low Low Below Average Average 

Average Below Average Average Above Average 

Excellent Average Above Average Excellent 

 

Fig. 3. Worker weight fuzzy evaluator 3D surface 

The output variable represents the maliciousness of a worker and is denoted as: 

. The three-dimensional surface of the designed fuzzy logic inference 

mechanism is displayed in Figure 3 and the corresponding fuzzy logic rules in Figure 4. 

Variable  provides an estimation on how malicious a worker may be in the 

ratings provided. The closest to the upper bound, 1, the better the score for the worker. 

Hence, to better improve the data quality, the top-K workers are selected with the 

highest score achieved. The next step after acquiring the fuzzy logic’s output and 

selecting the top-K workers is to assign each worker a weight which is calculated as 

shown in equation (5) where  is the selected set of workers with the best score. 
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Fig. 4. Worker weight fuzzy evaluator rules 

3.6. Event output computation  

Finally, the last step is to determine the output of the event. The output of the event is 

computed using the following equation: 

 

 
 

Thus, the average value of the retrieved ratings is computed after selecting the top-K 

workers with the best  score and eliminating the estimated bias and 

maliciousness for each of those individual workers. 

4. Experimental results 

With regards to subjective crowdsourcing environments, the proposed algorithm is a 

promising solution. It combines linear regression techniques to negate the effect of 

human bias and a fuzzy logic controller with a trained fuzzy inference system to detect 

the low-skilled workers. In the paragraphs below, the 3-month crowdsourcing campaign 

conducted is described and the experimental results are discussed. 

The proposed algorithm was evaluated by analyzing the results from a 3-month 

crowdsourcing campaign of 70 workers1. Specifically, the data were collected from 7
th

 

December 2020 to 19
th

 March 2021. The campaign was performed locally, in the 

department’s research lab in University of West Attica. Participants were all adults with 

                                                           
1 More information on datasets and applied software can be found here: GitHub 

https://github.com/kpsaraftis/CrowdsourcingReliableRatings
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a valid driving license registration. Of them, 29 (41%) were female and 41 (58%) were 

male, with an age ranging from 19 to 54 years. Most of the participants (72.8%) were 

University graduates. For the purposes of the experiments, no other personal information 

is published since in this study, the problem of mitigating crowdsourced data bias and 

malicious activity when no auxiliary information is available at the individual level is 

addressed. 

 

Fig. 5. Assigned lane change event 

The first 132 lane change videos were extracted from the UAH-DriveSet [34] which 

is a public collection of data captured by their driving monitoring application, DriveSafe 

by various testers in different environments.  Thus, workers were given lane changing 

acts to rate in the form of videos through a 5-point Likert scale. These lane change 

videos cover national highways, state highways and district roads but no rural or village 

roads. Additionally, videos cover all traffic volume scenarios, from light to high traffic 

roads. 

Figure 5 shows frames of a lane-change event’s video clip with the accompanying 

task request. A valid worker’s participation required all 132 events to be completed, so 

the total experiment’s evaluation dataset contains 9240 lane change evaluations. 

In Figure 6, in a clustered bar chart, the total number of answers that were retrieved 

for each of the ratings for all events is presented. There are 2 noticeable observations 

made on the chart. Workers’ most preferred response was the neutral number 3 (Neither 

good nor bad) which is a small indication that they were unable to decisively decide 

whether a lane change is more or less than safe. In addition, the total number of ‘1’ as a 

feedback, which is the worst evaluation possible, exceeds the total number of ‘5’ which 

indicates the best response ( ); these are the video footages, city authorities 

need to reevaluate. 
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Fig. 6. Number of evaluations for each lane change event rating 

In Figure 7, the average evaluations provided by the workers for each individual lane 

change event were presented. The first 40 lane change events ( ) out of 132 in 

total are classified as ‘1’ (Dangerous) and ‘2’ (Need improvement). Further actions 

should be planned for these drivers who performed so poorly.  

 

 

Fig. 7. Average evaluations made per lane change event 

In Figure 8, the average evaluation is presented that each individual worker provides 

for the lane changes in total, whereas in Figure 9 the assigned weight for each worker is 

illustrated. It appears that in both cases, workers can be classified into two large 

categories. The first 32 workers ( ) appear to provide low responses on average 

while the rest appear to provide higher responses. In the meantime, in figure 9, 

the graph results show that the worker weights are clustered into the following 

mentioned weight classes: 

 34 workers (  have a weight in the range [0.2205 – 0.2755], 

 5 workers  have a weight between [0.4704 – 0.4719], 

 145 workers  between [0.6996-0.7603] 
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 17 and the rest of the workers a range [0.8121 - 0.95].  

Clustered results arise, due to the fuzzy logic input variables, over-under and distance 

scores as these are depended on the average debiased score of each task. Therefore, the 

variables act like a ranking scale and the better the worker’s data quality is, the larger 

the assigned weight will be.  

 

Fig. 8. Average evaluation made per worker (original dataset) 

 

Fig. 9. Average evaluation made per worker  

The root mean square error (RMSE) was used to evaluate the accuracy of the 

recommended algorithm in terms of reliability and effectiveness. Specifically, RMSE is 

a goodness-of-fit measure of how close the suggested values from different models are, 

to the initial values. Higher RMSE values indicate poor results, while a smaller RMSE 

indicates better performance. The relevant formula of RMSE is denoted in equation (7) 

where  is the sample size and  the difference between each evaluation to the average. 
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RMSE is used under three different baseline approaches to better test the proposed 

algorithm. Specifically: 

Random sampling, where the average evaluations from a random set of workers are 

computed and is denoted by the equation (8) where . 

 

 
Average sampling from the workers who had acquired the best individual  

score, where their average initial evaluation is computed. Specifically, it can be obtained 

as shown in equation (9), where  

 
 

Finally, RMSE calculation based on the recommended algorithm is specified by the 

following formula:  

 
For the above equations (8, 9, 10),   represents the complete set of workers in the 

datasets that have evaluated lane change events ,  represents the total number of 

events and  the varying sample size. 

Primarily, for the first set of experiments, the proposed algorithm was examined in 

terms of effectiveness and accuracy when the number of malicious workers in a dataset 

varies. For that purpose, the initial 70-worker dataset is injected with a varying number 

of malicious workers, denoted as , where  is the total number of 

malicious workers. Truly random evaluations were submitted for each of their lane 

change task assignments, to simulate real life malicious workers. Figure 10 presents the 

RMSE(Recommended) score for the lane change events under various numbers of 

sample size (5-35) and  malicious workers. In all cases where the sample size varies 

and the injected malicious workers were in the range , the algorithm 

manages to perform well and keep RMSE minimal (0.112–0.2108). As variable  

increases, so does RMSE(Recommended) with performance ranging in (0.5669-0.6066). 

Therefore, the proposed model has a limitation when the number of malicious users’ 

ratio is known in advance and exceeds 41.6% of the total worker population.  

For the rest of the experiments, two versions of datasets were compared in terms of 

RMSE. The first dataset is the initial, which contains the evaluations of 70 workers for 

132 lane change events and the respective algorithm’s data processing results. The 

second dataset is injected with 15 malicious workers (  of the total worker 

population), with the same approach as in the first set of experiments. The injected 

malicious workers do not exceed the proposed model’s ratio limitation as described 

before.  
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Fig. 10. Varying malicious users sample size evaluation 

For both the initial dataset and the dataset with 15 added malicious workers, Figure 

11 and Figure 12 respectively, present the RMSE score for the lane change events under 

various numbers of sample size (5-30). It makes sense that, in all cases, RMSE 

decreases as the sample size increases in all approaches. In addition, it is also reasonable 

that RMSE(Average) has high initial scores (0.71 on the initial dataset and 0.74 on the 

malicious) because biased workers retain better fuzzy logic scores. Furthermore, results 

from the charts show that the recommended algorithm outperforms all other cases, 

especially when the sample size is very small. So, by taking 5 workers as a sample, the 

original dataset results were RMSE(Random) = 0.278, RMSE(Average) = 0.717, 

RMSE(Recommended) = 0.21, whereas with the malicious dataset, results were even 

better: RMSE(Random) = 0.394, RMSE(Average) = 0.742, RMSE(Recommended) = 

0.179. 

 

Fig. 11. Varying sample size evaluations (Original dataset) 
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Fig. 12. Varying sample size evaluations (Malicious dataset) 

Figures 13 and 14 illustrate how RMSE behaves when the sample size is kept to 15 

workers, but the number of total workers varies from 30 to 50 and lastly at 70 workers. 

For the malicious dataset, for each worker group population, 5 valid workers are 

replaced with 5 malicious. Thus, the first 30 worker population had 5 malicious workers, 

the second 10 and the third 15. Both charts show that the recommended algorithm 

outperforms the two baseline approaches. In addition, although RMSE(Random) and 

RMSE(Average) were increased in the malicious dataset in comparison to the initial, the 

proposed algorithm performed similar results. Finally, the proposed algorithm is 

resilient to malicious workers, since RMSE values range between 0.15 and 0.192. 

 

Fig. 13. Varying total workers evaluations (Original dataset) 
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Fig. 14. Varying total workers evaluations (Malicious dataset) 

Results prove that the proposed method has many benefits. The inherit human bias is 

estimated by exploiting linear regression for each task and negates it before the fuzzy 

logic controller accepts it as an input. Moreover, as a worker may not always be 

trustworthy, the construction of the fuzzy logic controller proved to be a suitable 

solution for estimating her quality. The worker’s quality estimation is then used to select 

the best  for an improved data output quality. 

5. Conclusion 

Crowdsourcing applications have been proposed in intelligent transportation systems for 

multiple case studies and undeniably it has been an effective tool in bringing people 

together to solve a problem that affects their community. However, crowdsourcing, like 

all systems, has its own set of limitations that must be resolved through proper planning 

and understanding of the system. Specifically, there are concerns about data quality and 

data management.  

To address these concerns, in this paper, a novel algorithm is proposed to address the 

problem of mitigating crowdsourced data bias and malicious activity to evaluable 

subjective events when no auxiliary information is available at the individual level as a 

prerequisite for achieving better quality data output. Experiments involving a 

crowdsourcing campaign of 70 workers for three months are conducted to evaluate lane 

changes. Results reveal that the proposed algorithm outperforms in terms of RMSE all 

other baseline approaches. It should be noted that the settings for the proposed algorithm 

are tailored for the lane change event. Different traffic events may require a modified 

version of the proposed algorithm. In pursuit of a more universal approach, additional 

experiments with other traffic events should be performed and investigate what 

modifications may be required. 
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There are many potential enhancements regarding the current framework. Initially, 

since data anonymization is of crucial importance nowadays, the information recorded 

for each crowd worker can be protected using relevant techniques [35]. Additionally, a 

mobile application for real-time vehicle evaluations could automate the data gathering 

process. Lastly, the fuzzy logic controller has room for improvements to further improve 

its accuracy and assign even better worker weights. 
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