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Abstract. In the present work, we inquire the use of game theoretic techniques for
the development of recommender systems. Initially, the interaction of the two as-
pects of the systems, query reformulation and relevance estimation, is modelled as
a cooperative game where the two players have a common utility, to supply optimal
recommendations, which they try to maximize. Based on this modelling, three ba-
sic recommendation methods are developed, namely collaborative filtering, content
based filtering and demographic filtering. The different methods are then combined
to create hybrid systems. In the weighted combination, the use of game theoretic
techniques is extended, as it is modelled as a cooperative game. Finally, the meth-
ods are combined with the use of a genetic algorithm where game theory is used for
the parent selection process. Our work offers a baseline for the efficient combina-
tion of recommendation methods through game theory and in addition the novelty
method, Choice by Game, for the parent selection process in genetic algorithms
which offers consistent performance improvements.
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1. Introduction

Information retrieval systems, consist of two aspects, namely the formulation of an opti-
mal query to best represent the target user’s need of information and the estimation of the
documents’ relevance to this query [29,16]. According to Rocchio’s fundamental theory
[26], the optimal query reformulation, in text retrieval, is achieved through relevance feed-
back [11]. In more detail, the query is reformulated through an iterative process, where
the system returns results and based on the user’s feedback on the results, expands the
terms of the query. Depending on the individual situations, the feedback signal might be
implicit, such as clicks or play-lists, or blinded, assuming the top-k returned results as
relevant ones [31]. The same ground rules could be applied to recommendation systems
after making some modifications. In recommender systems where there is no initial query
provided, the user’s need is represented by a profile based on its historical interactions s
and may be inferred from other similar user profiles [30]. As far as the second aspect is
concerned, the main goal is to assign relevance scores to the available documents given
the query. The classic retrieval model [24] and its variations, BM25 [25], and language
models [34], utilize term weighing to calculate the relevance scores.
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In related work [36], based on game-theoretical analysis, a new equilibrium theory
of information retrieval is proposed, according to which, the two basic aspects of Infor-
mation Retrieval are correlated and participate in a cooperative game. More specifically,
the query reformulation player would refine the query that is the best response to the re-
sults returned from the given retrieval model player, i.e., formulate an optimal query that
would maximize its utility. Simultaneously, the retrieval model player would also need
to produce the document relevant estimation that is the best response toward the formu-
lated query. The game play provides the retrieval solutions that is in a Nash equilibrium
or multiple Nash equilibria [19] when each becomes the best response to the other. In the
recommendation systems setting, this novelty equilibrium theory is evaluated through a
practical implementation in collaborative filtering tasks and the experiments show that,
it outperforms the query reformulation and retrieval model reformulation, when applied
separately.

In this paper, in order to confirm that, the modelling of the recommendation process
as a cooperative game offers performance improvements, we apply this equilibrium the-
ory [36] in more recommendation methods, namely collaborative filtering, demographic
filtering, content based filtering and hybrid combinations of the three [7], while scaling
the experiments in a larger dataset. The experiments show that the initial claim [36] is
confirmed for the variations of the recommendation methods, however the same does not
apply for the scaled experiments. Thereinafter, we extend the integration of game the-
ory in recommendation systems by developing novelty algorithms. An algorithm for the
weighted combination of two recommendation methods is developed, where the weights
of every method derived from a cooperative game [6]. The methods are the players of
the game and they are, initially, assigned with a weight. During the game, which is an
iterative process, every player chooses a strategy, i.e. increase, or decrease its weight to
maximize the common utility. An equilibrium is reached when the two players can not
increase their utility by altering their weights. This algorithm is evaluated with experi-
ments in two datasets where, although different combinations of methods are attempted,
the weighed combination through game excels in performance compared to the individ-
ual methods combined. Finally, game theoretic techniques are also applied in genetic
algorithms, where the parent selection process is modelled as a game. Two user-based
recommendation methods are executed, and the resulting top-k users are combined to
create an initial population for the genetic algorithm. In the method Choice by Game, the
probability of two individuals being selected as parents, is calculated through a game and
is proportional to the utility of the combination. The results of the experiments in two
datasets show that, the Choice by Game method offers consistent performance improve-
ments when compared to the existing Choice by Roulette method and to the individual
methods from whom derived the initial population for the genetic algorithm.

Although a simple linear retrieval model is used for the basic recommendation meth-
ods, our work offers a baseline for the efficient development of hybrid recommendation
systems through game theory, which could be applied to more refined systems. Utilizing
our algorithms, two recommendation methods can be combined linearly or through a ge-
netic algorithm resulting to a hybrid that provides more qualitative recommendations than
the individual methods. Furthermore, the Choice by Game method can be used not only in
recommendation systems, but in the various applications [27] of the genetic algorithms.
Briefly, the paper is organized as follows. In the following section (Section 2), we con-
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duct a brief review of and how has game theory utilized to produce more efficient and
improved recommender systems. Then, in Section 3, we present the baseline of previous
research on the modelling of the recommendation process as a cooperative game. In Sec-
tion 4, we elaborate on the basic recommendation methods that were developed using this
modelling. The integration of game theory and recommendation systems is extended on
Section 5, where we introduce two algorithms for the efficient combination of two rec-
ommendation methods, namely linearly and through a genetic algorithm. Both algorithms
utilize game theoretic techniques. In Section 6 the practical implementation used for the
experimental evaluation of all the above algorithms is explained, while in Section 7 the
results of the experiments in two datasets are presented. In the epilogue of this paper
(Section 8), the conclusions of our inquiry is discussed along with suggestions for future
research.

2. Related Work

2.1. Recommender Systems

On the Internet, there is an overabundance of options, choices and products, rendering it
impossible for users to browse and evaluate all of them, in order to choose the most de-
sirable ones. In our daily lives we rely on the recommendations of others, such as friends
or critics, for the selection of movies, restaurants, products, etc. On the Internet, this role
is carried out by the recommendation systems [5]. These systems are a subset of infor-
mation filtering systems and aim to present the most relevant products from a set, making
predictions about users’ preferences. In the initial stages of recommender systems, the
collaborative filtering method was developed, where recommendations are based on the
preferences of users who are relevant to the target user. Other methods such as demo-
graphic filtering and content based filtering were later developed [23]. The demographic
filtering, like the collaborative filtering is based on users’ similarity while content based
filtering is based on item similarity, meaning that the systems suggest to the user items
similar to those they have already evaluated and rated highly [17]. The ever-increasing
need for efficient recommendations has led to more sophisticated systems that often uti-
lize two or more methods, these are hybrid recommender systems [3], or draw on meth-
ods and techniques from other scientific fields [35]. The evolution of recommendation
systems has led to extending their usage in other fields other than improving users’ online
experience, even in the education [20]. State of the art recommendation systems utilize
neural networks and matrix factorization to develop better performing systems [22]. Hi-
erarchical Recurrent Neural Networks are currently one of the most efficient methods to
achieve felicitous recommendations [21]. In our research, however, we do not utilize such
sophisticated methods but rather, try to find ways to efficiently combine recommendation
methods and techniques.

2.2. Recommender Systems and Game Theory

Game Theory is the scientific field that studies games, which are interdependence situa-
tions of players [18]. Techniques from this field are widely applied in various scientific
fields with machine learning being one of the latest. The combination of recommender
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systems and game theory is an innovative field of research with a relatively limited litera-
ture.

However, researchers have already utilized game theoretic techniques to various as-
pects of recommender systems. Such techniques have been used to balance accuracy and
coverage of recommendations through rough sets [2], to counterpoise profit of strategic
content providers to application usability [4] and to find an equilibrium between quali-
tative recommendations and data privacy [10]. Moreover, game theory has been used to
locate trustworthy users in a set more efficiently and consequently provide more accurate
recommendations [1] and even to provide a novel formulation of the recommendation
process i.e., as a cooperative game between the user and the systems enhancing the pro-
cess as a whole [33]. In our work, we follow a more straight-forward approach, as we
attempt to provide more efficient and qualitative recommendations through game theo-
retic techniques.

3. Baseline of Previous Approach

As mentioned in the previous section, any retrieval process consists of two main aspects.
The first aspect is to formulate the query to best represents the user’s need for information.
The second aspect is to calculate the relevance of the available documents or items to the
query and select the most relevant ones. In recommendation systems instead of a query, a
profile is used to represent the preferences of the target user. Since there is no initial query,
the profile is based entirely on the user’s historical interactions with the products, for ex-
ample their ratings and comments. The goal of the retrieval models remains the same, that
is, to estimate the relevance of available items to the profile and select the items that are
more likely to satisfy the target user. When it comes to text retrieval, the classic models
assign weights to query terms so that each word has a different weight when calculating
relevance. Term weighting can also be adapted, in recommendation systems, utilizing past
interactions as terms. Although recommendation systems are a subset of information fil-
tering systems, they can be formulated using information retrieval techniques. In this case
in particular, instead of filtering the non-relevant users, in every iteration of the algorithm
the users are classified as relevant and non-relevant and both sets contribute to the query
and retrieval parameters reformulation. Namely, both offer information to the system in
order to conclude to the recommendations.

3.1. Modelling

According to related research [36], for the modelling of the recommendation process as
a game, the profile of the target user q and a set of objects D are defined. Each object di
of the set D can be a product, a service, or another user, since the recommendations for
the target user can be derived from the relevant users. The profile and each object of the
set are represented by a vector of attributes. The attributes vary depending on the recom-
mendation method used. The recommendation process can be modelled as a cooperative
game with three key elements: players, their strategies, and profit functions. The game is
collaborative, as the common goal of the two players and the means of maximizing their
utilities is to provide qualitative recommendations.
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Definition 1. (Game of Recommendation Process)
The game is defined as follows:

– Players: the query reformulation Q and the retrieval model reformulation M,
– Strategies: SQ and SM are two finite sets of strategies, which are available to players

Q and M, respectively. A strategy sQ ∈ SQ can for example be the weight gain of
an item in the user profile which is more relevant than the rest of the items to better
represent their user preferences,

– Utility Functions: uQ and uM define the utilities of players Q and M respectively
and depend on the players’ strategies. Equilibrium occurs when both players have
no motivation to change strategy. That is, when a unilateral change of strategy will
reduce the profit of the player who changed.

The utility of the retrieval model M depends on the successful distinguishing the rel-
evant objects from the non-relevant ones.

uM (sQ, sM ) =
1

|Dr|
∑

di∈Dr

log p(r = 1|di, q;w)−

1

|Dn|
∑

di∈Dn

log p(r = 0|di, q;w)
(1)

where:

– Dr, Dn are the sets of relevant and non-relevant items respectively,
– w is the weight vector of the retrieval model for each attribute,
– p is the probability that the object is relative (r = 1) or non-relevant (r = 0) given

the profile q, the object di and the weights w

The probability is calculated using the sigmoid function

s(x) =
1

1 + e−x
(2)

where:
N∑
j=1

wjqjdij (3)

j being an element of the characteristic vectors of length N, x is the inner product of the
vectors w, q, di. The gain of M increases if an object belongs to the relevant, i.e. di ∈ Dr

and the model has a high probability of distinguishing it as so and vice versa, decreases if
the probability is low. The same applies to non-relevant items. Therefore, in the iterative
process of reshaping the weights w, the strategy that appropriately shapes the probabilities
and maximizes its profit is chosen. On the other hand, the utility of player Q is based on
the feedback from the retrieval model

uQ(sQ, sM ) =
1

|Dk|
∑

di∈Dk

log p(r = 1|di, q;w)−

1

N − |Dk|
∑

di /∈Dk

log p(r = 0|di, q;w)
(4)

where:
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– Dk are the top-k objects as classified, based on relativity, by the recovery model
– N is the set of all available objects

The method of calculating the probability remains the same. The player Q also tries to
configure the probabilities appropriately in order to maximize its utility with the differ-
ence that its available strategies aim at reformulating the profile q instead of w. When
there is no apriori knowledge of the relevant and non-relevant objects, we assume the
top-k as relevant and the others as non-relevant. In that case, the players Q and M share a
common utility function.

3.2. Cases: ConvQ - ConvM – Game

For the application of the above modelling of the recommendation process as a game,
three cases are distinguished [36], the reformulation of the user’s profile, the reformu-
lation of the weights of the retrieval model and the simultaneous reformulation of both.
Let q be the target user’s profile, di an object of the set d, w the weights of the retrieval
model and θi the relevance score of the object di to the profile q. In all three cases, players
try to maximize their utility using gradient ascent. Gradient ascend is an iterative algo-
rithm for finding the maximum of a differential function. In the case of Retrieval Model
Reformulation, θi is calculated as follows:

θi = sigmoid(q⊤wdi) (5)

while in the case of Profile Reformulation, the calculation method of θi is defined as:

θi = sigmoid(q⊤di) (6)

where q⊤ is the inverse vector of q, q⊤wdi is the inner product of q, w, di and respectively,
q⊤di is the inner product of q and di.

Case 1: Profile Reformulation In this case, the player Q tries to maximize its utility uQ

by reformulating the profile q while the weights w remain constant.

∂uQ(sQ, sM )

∂q
=

1

|Dk|
∑

di∈Dk

(1− θi)di−

1

N − |Dk|
∑

di /∈Dk

θidi

(7)

q ← q + η
∂uQ(sQ, sM )

∂q
(8)

q is updated with gradient ascent as shown in the above equations Eq. (8) and Eq. (10),
where η is the learning rate. We call this case ConvQ.



Development of Recommendation Systems Using Game Theoretic Techniques 1139

Case 2: Retrieval Model reformulation Similarly, in this case player M tries to maxi-
mize its utility uM by reformulating the weights w while the profile q remains constant.
w is updated using the gradient ascent as shown in the following equations, where η is the
learning rate. We call this case ConvM.

∂uM (sQ, sM )

∂w
=

1

|Dr|
∑

di∈Dr

(1−]θi)qd⊤i −

1

|Dn|
∑

di∈Dn

θiqd
⊤
i

(9)

w ← w + η
∂uM (sQ, sM )

∂w
(10)

Case 3: Game In the third case, which we call Game, both q and w change. Player Q
changes their strategy and reshapes the profile q in response to the strategy chosen by M,
who does the same by updating w based on the reformulation of q. Their interaction is a
collaborative game.

4. Equilibrium of the Recommendation Process

The modelling of the recommendation process as a cooperative game is product of related
work [36], in which, it was applied and evaluated on the collaborative filtering method.
We expand the usage of this methodology to other two fundamental recommendation
methods and four hybrid combinations of them.

4.1. Collaborative Filtering

In the Collaborative Filtering algorithm, the set of objects D consists of user profiles and
each element of the vectors di and q represents a product from the set of available prod-
ucts to be recommended. The value of every elements is the rating of each user for the
corresponding product. The recommendation system identifies the users di ∈ d who are
most relevant to user q, i.e. users who have similar ratings to the target user. The collab-
orative filtering method is based on the assumption that two users who have rated a set
of products similarly, will have the same satisfaction or dissatisfaction from products that
have not yet rated [8]. Therefore, the user for whom the recommendations are intended is
likely to be satisfied with products that the relevant users have rated highly. The aim of
the system is to predict the user’s ratings for the products that he has not evaluated and to
present to him the products for which he has provided a high rating. To do this, the system
first identifies the k most relevant users. K is a number smaller than the total number of
users and varies depending on the application. The predicted rating for each product is the
average ratings of the top-k users for that product. The products with the highest predicted
rating are then recommended to the target user.
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4.2. Demographic Filtering

The demographic filtering method is based on the assumption that users with similar
demographics will have the same preferences on products. In this algorithm, the profile q,
and the objects di of set D are still user profiles, for the representation of which vectors
are used. The elements of each vector represent a demographic characteristic, such as age,
gender, occupation, place of residence and more. The same steps as described above for
the collaborative filtering algorithm are followed, to generate recommendations.

4.3. Content Based Filtering

For the content based filtering algorithm the di objects are products and the elements of
the vectors representing each di ∈ D are characteristic of the products. The user q profile
is also a feature vector where each attribute has a value according to the preferences of
the user. The profile is created based on previous ratings of the user. More specifically,
we consider a set of N products P ⊂ D, each product pi ∈ P for i ∈ [1, N ] has been
rated by the user with ri. Each of these products is represented by a vector of attributes c
and pi,j is the value of the product for the attribute cj ∈ c. The element qj in the profile q
represents the preferred value of the attribute cj by the target user, and it is calculated by
the formula:

qj =

∑N
i=1 pi,j ∗ ri∑N

i=1 ri
(11)

So instead of the bipartite user to item graph an item to item graph is utilized to result in
the recommendations for the target user.

4.4. Hybrid Methods

Hybrid1 and Hybrid2 algorithms are hybrid recommendation algorithms that use the
above methods. They are serial filtering algorithms, in the sense that the algorithms are ex-
ecuted sequentially, and the results of the first are used to reinforce the recommendations
of the second. The cases developed and presented below are combinations of collaborative
filtering and demographic filtering or content based filtering.

Hybrid1.1: Demographic Filtering after Collaborative Filtering The Hybrid1.1 algo-
rithm is the combination of collaborative filtering and demographic filtering. It is a simple
algorithm that identifies users who have similar demographic characteristics to the target
user, among users who have already been judged to be relevant based on their ratings.
Running collaborative filtering results in a set of users who are relevant to the target user.
This set is then used in demographic filtering to generate the k final users from whom the
recommendations derived.

Hybrid1.2: Collaborative Filtering after Demographic Filtering Hybrid1.2 combines
the two algorithms like Hybrid1.1 but in a different order. More specifically, running de-
mographic filtering creates a set of relevant users from which, after collaborative filtering,
the top-k most relevant are chosen. Essentially, the Hybrid1 algorithms apply double fil-
tering on the set of users D. Once with demographic criteria and once with their product
ratings.
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Hybrid2.1: Content Based Filtering after Collaborative Filtering In the combination
of content based filtering and collaborative filtering where collaborative filtering is per-
formed first, the procedure is as follows, the system performs collaborative filtering from
which the top-k users derived. Then, a set of products is created, containing the products
that are highly rated by the top-k users. This set is used for the content based filtering
algorithm. In other words, the system selects the products that the relevant users liked and
filters them for the final recommendations.

Hybrid2.2: Collaborative Filtering after Content Based Filtering In the case of Hy-
brid2.2, first content based filtering is performed resulting in the top-k products, which are
more relevant to the target user. These products are given more weight to the calculation
of the most relevant users when performing collaborative filtering. More specifically, in q
and di, which are vectors and each of their elements represents a product, a second ele-
ments is created for the representation of each of the top-k products. Thus, these products
have a double weight and affect the relevance score of users that collaborative filtering
will identify.

5. Game Theory in Hybrid Systems

In this section, we present two methods of integrating game theory to recommendation
systems. Initially, the linear combination of two recommendation methods is modelled as
a game. In the second hybrid system, two methods are combined with a genetic algorithm
and the game takes place in the selection stage where the novelty method Choice by Game
is used.

5.1. Equilibrium in Linear Combination

The Hybrid3 algorithm is a hybrid algorithm of linear combination of two recommenda-
tion methods. The algorithms of each combination run simultaneously and independently
and each produces a score vector according to its predictions. Each element of the vectors
corresponds to a product and the value of the element is the rating that the algorithm pre-
dicted for it. These vectors are combined linearly to obtain the final ratings predictions. If
RA, RB are the predicted ratings and α, β are the weights of the algorithms A, B respec-
tively, then the final prediction of the ratings of a product, R results from the combination
as follows:

R = RA ∗ α+RB ∗ β (12)

Initially the weights have values α = 1 and β = 0 which change while their sum remains
constant (α+ β = 1). The final weights occur after a cooperative game.

Definition 2. (Game of Recommendation Methods Combination)
The game is defined as follows:

– Players: A, B are the algorithms that are combined to produce recommendations and
have initial weights α, β respectively

– Strategies: sA and sB for players A, B respectively are to reduce or increase their
weights
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– Utility function: u is common for both players and they try to maximize it. A state of
equilibrium occurs when neither of the players benefits from changing their strategies
or when one of the two weights reaches a certain upper limit.

More specifically, let rA, rB be the vectors of estimated scores of the algorithms A, B
respectively and q the target user’s profile. The scores rA, rB are combined according
to equation Eq. (12) resulting to the vector r. The players’ common utility is defined as
the correlation of the vectors r and q. The method for calculating correlation may differ
in applications. In each round of the game the weights are renewed, α decreases and β
increases by a constant c. Then the score vector r is recalculated with the updated weights.
At the end of each iteration the new utility u is calculated. The game ends when the utility
decreases or when β = 1 and α = 0.

5.2. Equilibrium in Genetic Algorithm

Collaborative filtering and demographic filtering identify the top-k most relevant users to
the target user. These users can be represented as vectors every element of which cor-
responds to a product and the value of the element is the user rating for this product.
These vectors can be used as the initial population for a genetic algorithm. Each user is
an individual of the initial population and each element of the vector that describes them
is a chromosome. The genetic algorithm is performed iteratively and in each iteration,
the fittest individuals, i.e. those who are more relevant to the target user in terms of their
ratings, pass on to the next generation or reproduce and their offspring pass on to the
next generation. The fitness function may differ depending on the characteristics of each
application. The stage of selection is modelled as a cooperative game.

Definition 3. (Game of Individual Selection)
The game is defined as follows:

– Players: A, B are the parents, who will participate in the reproduction
– Strategies: sA and sB are the individuals whose chromosomes will be combined to

produce an offspring
– Utility function: u is common to both players and they try to maximize it. Each pair

of strategies has a chance to be chosen, which is proportional to the utility it offers.

More specifically, let D be the population of the genetic algorithm and di, dj two indi-
viduals of the population. If the fitness of the individuals is based on their correlation to
the target user’s profile q, calculated by a function f , namely fitness(di) = f(di, q) and
fitness(dj) = f(dj , q) then the shared utility of the players for choosing this pair of
individuals is calculated as follows:

u(di, dj) = (fitness(di) + fitness(dj) ∗ f(di, dj)) (13)

In each generation the utility for every combination of individuals is calculated and
the probability of a combination being selected for reproduction is the utility of this com-
bination to the sum of the utilities of all combinations. The goal of the algorithm is to
create a population with a higher fitness than the initial, so the algorithm terminates when
the sum of the fitness of the new generation is lower than the previous one or when a
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predetermined number of generations is exceeded. The recommendations derived from
the final population, as described above for the collaborative filtering algorithm.

The following simple example is presented to illustrate the algorithm. Let a target user
uT and three users u1, u2 and u3 who represent the choices of the two players A and B i.e.
parents in the crossover stage of the genetic algorithm. The parents aim to select the most
dominant users, those who, when reproduced will result in an offspring that is closest to
the target user. Every user is represented by six chromosomes ci for i = 1, . . . , 6 which
are their rating to a corresponding movie. In this example we will use euclidean distance
to calculate the fitness of every user, so this is now a simple minimization problem.

Table 1. Choice by Game Example.

c1 c2 c3 c4 c5 c6
uT 0 3 2 4 2 1
u1 1 3 2 2 4 2
u2 2 2 3 4 3 1
u3 1 5 1 5 2 1

Chromosomes of Individuals

Player B
u1 u2 u3

Player A
u1 - 17.42 25.31
u2 17.42 - 21.16
u3 25.31 21.16 -

Costs of Strategies

The chromosomes of every individual are presented in the table on the left. Respec-
tively, the cost of the players’ choices, calculated using equation 13, are presented in the
table on the right. The players aim to minimize their cost i.e. the distance to the target
user. The lower the cost the higher the probability of a user combination to be chosen
for the crossover stage. Of course the element of randomness exist in every stage of a
genetic algorithm, however for the sake of this example we suppose that the most domi-
nant pairs are chosen for the crossover stage. In this example the most dominant pair of
users are (u1, u2) and (u2, u3) with approximate costs of 17.42 and 21.16 respectively, so
these two pair of choices will have a higher probability to be chosen and their offspring
will proceed to the next generation. The crossover and mutation methods as well as the
probabilities thereof depend on every problem’s characteristics.

6. Implementation

The evaluation of the algorithms was based on two sets of experiments, for which the
MovieLens 100k and MovieLens 25M datasets were used [12].

6.1. MovieLens 100k

The MovieLens 100k dataset contains:

– 100,000 ratings from 943 users for 1,682 movies,
– demographic data for each user which includes age, gender, occupation, and zip code

Pre-processing The collaborative filtering and demographic algorithms were implemented
and evaluated for this dataset using user ratings and demographic data, respectively. Pre-
processing is performed so that the data takes the appropriate form to run the algorithms.



1144 Evangelos Sofikitis and Christos Makris

For the collaborative filtering, user profiles are created, which are represented by vectors
of ratings. Users have not rated all the movies in the set, so the missing ratings are initial-
ized with 0. Next step in the preprocessing is the test-train Split, which is done in a ratio
of 1 to 3, i.e. 75% is the set of users from which the most relevant users derived and the
remaining 25% of users are used to evaluate the algorithms. From each user of the test
set, we keep the 75% of the ratings as its history and the remaining 25% for evaluating the
recommendations of each algorithm. For the demographic filtering, a different procedure
is followed. The data is already in the form of user profiles, so the first step is omitted,
however another pre-processing is required. Some of the demographics are categorical
variables, so they are converted to numeric. In addition, unlike ratings, each feature in
demographic profiles has a different scale, so we normalize the values of each of the four
features on a scale of 0 to 1. Then apply train-test split with a ratio of 1 to 3 as described
above.

Experiments For every one of the collaborative filtering, demographic filtering, Hy-
brid1.1 and Hybrid1.2 algorithms we distinguish the three cases ConvQ, ConvM and
Game, which have been described above. For each user of the test set we execute the
algorithms and their cases to compare the results. For the Hybrid3 and Hybrid4 algo-
rithms the cases differ. More specifically, for the linear combination algorithm, Hybrid3,
we compare the case in which the weights of the combined algorithms result from a co-
operative game with the case where the weights, α and β, are constant. Respectively for
the Hybrid4 genetic algorithm we consider two cases, in which the method of selecting
parents for reproduction differs. We compare the selection method Choice by Game with
the existing method Choice by Roulette.

Collaborative Filtering: after selecting the target user, the three cases ConvQ, ConvM
and Game are executed sequentially. For the ConvQ case, we first calculate the relevance
of the users in the train set to the target user. We consider top-k users as relevant and
the rest as non-relevant. The parameter k has been given the value 100, since after ex-
periments it showed the best results. The user profile is then reformulated according to
equation Eq. (8). The learning rate η, is set to 0.1. This process is repeated until the profit
converges to a maximum, using the threshold 10−4. In most cases, the utility function con-
verges before 50 iterations, so the profile is updated 50 times. The learning rate, the ratio
of convergence and the iterations are based on precedents experiments [36]. In the case of
ConvM the same procedure is followed except that the retrieval model is updated accord-
ing to equation by Eq. (10). Finally, for the Game, the profile and the retrieval model are
reformulated simultaneously in order to maximize their common utility. In each iteration,
player Q chooses the best strategy in response to the strategy of M, who does the same.
When neither player has an incentive to change their strategy, i.e. to reformulate the pro-
file or retrieval model respectively, equilibrium occurs, and the profit function converges
to a maximum.

Demographic Filtering: The same procedure as collaborative filtering is followed, ex-
cept that instead of rating profiles, the top-100 users are calculated based on demographic
profiles. The iterations for the convergence of the utility function with the gradient ascent
method are reduced to 25 from 50. The demographic profiles consist of 4 characteris-
tics versus the 1, 682 characteristics of the rating profiles, therefore faster convergence
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can be achieved. At the end of each case the demographic profiles are replaced with the
corresponding rating profiles to calculate the predicted ratings.

Hybrid1.1 & Hybrid1.2: The Hybrid1.1 algorithm combines collaborative filtering and
demographic filtering methods to perform double filtering. More specifically, collabora-
tive filtering is initially executed to identify the top-200 most relevant users, who are then
filtered again using the demographic filtering method resulting to the top-100 final users.
The Hybrid1.2 algorithm is similar to Hybrid1.1 except that the demographic filtering
precedes the collaborative filtering.

Hybrid3: The Hybrid3 algorithm is a linear combination of collaborative filtering and
demographic filtering. The individual algorithms are executed, and the predicted ratings
are calculated. Then, for each movie, the weighted average of the two ratings is calculated
using as weights the α, β, which have the initial values 1 and 0, respectively. The utility
function is calculated with the inverse hyperbolic sine of the inner product of the predicted
ratings and the target user’s profile q

u = sinh−1(r⊤q) (14)

The next step is to renew the weights, subtracting 0.01 from α and adding it to β, i.e.
α = 0.99 and β = 0.01. This process is repeated until the utility is reduced or β has a
value of 1 and α 0. To evaluate the above algorithm, we also implement a simple linear
combination, where the weights have a constant value of 0.5, i.e. the ratings are derived
from the average of the individual scores.

Hybrd4: The Hybrid4 algorithm combines the results of collaborative filtering and de-
mographic filtering. Once the two algorithms are executed, their top-100 users are used
as the initial population of the genetic algorithm. For each individual, there is a possi-
bility of mutation in which a chromosome randomly takes on a value. The probability
of reproduction and mutation is 0.7 and 0.05 respectively. During reproduction, the two-
point crossover method is used. The algorithm terminates when the generation limit is
exceeded, which is set to 100, or when the sum of the fitness of the individuals of the cur-
rent generation is lower than that of the previous one. The fitness of an individual di is the
inverse hyperbolic sine of the inner product of di and the target user’s profile q multiplied
by the correlation of q and di calculated by the Spearman’s ρ correlation

fitness(di) = sinh−1(q⊤di) ∗ ρ(di, q) (15)

To evaluate the efficiency of the Choice by Game method, the same algorithm is imple-
mented with the Choice by Roulette method and their results are compared.

6.2. MovieLens 25M

The implementation of the algorithms for the MovieLens 25M data set is similar to that
for the MovieLens 100k dataset. The main difference is due to the size of the second
dataset, which makes it more difficult to handle, while the methods used for the first
dataset are prohibitive, due to time complexity. In addition, the MovieLens 25M dataset
does not contain demographic characteristics but movie-tag correlations, which describe
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the content of the movies. Therefore, content based filtering is implemented instead of
demographic filtering. The MovieLens 25M set contains:

– 25,000,095 ratings from 162,541 users for 62,423 movies
– 1,093,360 movie correlations with 1,128 tags

Pre-processing As mentioned above, this data set is significantly larger than the pre-
vious one, so the same preprocessing methods cannot be used. To address this, instead
of representing profiles as vectors, an inverted index is used. The same procedure is fol-
lowed for the train-test split as well as for the user ratings in the test set. The preprocessing
required for content based filtering is to create profiles for the movies based on the movie-
tag correlations. In addition, a corresponding profile should be created that presents the
preferences of the target user.

Experiments For the collaborative filtering, content based filtering, Hybrid2.1 and Hy-
brid2.2 algorithms the three cases ConvQ, ConvM and Game are examined while for the
Hybrid3 and Hybrid4 the same cases described for the MovieLens 100k are used.

Collaborative Filtering: The collaborative filtering algorithm is the same as in the Movie-
Lens 100k dataset. For every target user, the set of available users from which the top-100
are retrieved, is limited to the 1,000 most relevant users, instead of using the whole train
set, for time efficiency.

Content Based Filtering: this algorithm follows the same procedure as collaborative fil-
tering and top-750 most relevant movies are retrieved. The predicted ratings derived from
their degree of relevance to the target user.

Hybrid2.1: Firstly, the collaborative filtering algorithm is executed, and the top-100 most
relevant users are retrieved. From each of these users the 10 movies with the highest rating
are selected to create a set of 1,000 movies. Content based filtering is applied to this set
to retrieve the top-750 movies for the user.

Hybrid2.2: The top-750 most relevant movies for the target user are retrieved from the
content based filtering. Then, the user’s profiles are modified adding a duplicate element
for each of the top-750 movies. Doing so, these movies affect the top-100 user retrieved
from the collaborative filtering.

Hybrid3: For the MovieLens 25M, collaborative filtering and content based filtering are
combined linearly. The utility function based on which the players of the game renew
their weights is the inverse hyperbolic sine of the inner product of the predicted ratings r
and the target user’s profile q, multiplied by the Spearman’s ρ of r and q.

Hybrid4: For the Hybrid4 algorithm, in this dataset we use as initial population the top-
100 users from the collaborative filtering and Hybrid2.2 algorithms. The same comparison
is made between the parent selection methods, i.e. selection by game and selection by
roulette. As a fitness function, which determines the individuals of each generation, the
inverse hyperbolic sine of the inner product of the vectors describing the target user and
the individual of the population, is used. The probability of reproduction and mutation
and the maximum number of generations remain the same.
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7. Results

After the algorithms are executed, we evaluate the results [13]. The metrics used for the
evaluation are Normalized Discounted Cumulative Gain and Precision for the first 10 and
the first 30 recommendations, Mean Average Precision and Mean Reciprocal Rank i.e.
NDCG@10, NDCG@30, P@10, P@30, MAP and MRR [28]. For the dataset MovieLens
100k experiments are run for the entire test set, while in the MovieLens 25M dataset the
experiments for the ”Game of Recommendation Process” algorithms were very time con-
suming so experiments could not be performed for the entire test set. However, the results
are reliable, because we focus on the comparison of the algorithms and not their actual
scores on the metrics. The comparisons are confirmed with t-test for each algorithm [15].
For the collaborative filtering, demographic filtering, content based filtering, Hybrid1 and
Hybrid2 algorithms we compare the cases ConvQ, ConvM and Game. For Hybrid3 we
compare the cases Game and Simple, i.e. the determination of weights for the linear com-
bination with game and the simple linear combination respectively as well as the results
of the Game with the individual algorithms that are combined. Respectively, for the Hy-
brid4 we comp-selecting parents for reproduction, we also compare the Game with the
individual algorithms as for Hybrid3. The best value of each algorithm for the respective
metric of evaluation is written in bold.

It should be noted that, the Content Based Filtering algorithm tested on the Movie-
Lens 25M dataset returns 750 movies out of 62,423 movies as recommendations for the
user. Having predicted ratings for only 750 movies, it is difficult to evaluate the algorithm
as it is very likely that the target user has rated only a few of them or even none. This is a
common problem in recommendation systems address by many elaborate solving meth-
ods [14,32]. However, we resolve in a simplified method, during the evaluation we delete
the movies that the user has not rated to easier evaluate the algorithms. This affects the
evaluation metrics greatly, however the absolute values of the metrics used in the evalua-
tion are not relevant. Rather we focus on the comparison of the algorithms to determine
which is more efficient and since this method is used in every algorithm their relative
efficiency is not altered.

7.1. MovieLens 100k

Table 2. Collaborative filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.80551 0.86006 0.54746 0.44802 0.43742 0.25880
ConvM 0.80566 0.86012 0.54788 0.44689 0.43296 0.26080
Game 0.80815 0.86205 0.55000 0.44845 0.43737 0.26085

The Game case of collaborative filtering shows better results than ConvQ and ConvM
in five out of six metrics, while the ConvQ case shows better performance only based on
the metric MAP. Overall, the Game case is the best in the collaborative filtering algorithm.
These results are in accordance to previous experiments [36].
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Table 3. Demographic filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.77903 0.83975 0.53771 0.44562 0.41965 0.26056
ConvM 0.76436 0.83055 0.53432 0.44251 0.41149 0.26079
Game 0.77918 0.84131 0.53602 0.44477 0.42429 0.26353

In the demographic filtering algorithm, the Game case performs better on all metrics
except Precision, for the first 10 and 30 results. So, overall, the Game case outperforms
the other cases.

Table 4. Hybrid1.1 filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.77903 0.83975 0.53771 0.44562 0.41965 0.26056
ConvM 0.77795 0.84034 0.53898 0.44605 0.42010 0.26070
Game 0.77880 0.84036 0.53898 0.44675 0.41920 0.25979

In the Hybrid1.1 algorithm, the Game case performs better for the NDCG@30, P@10
and P@30 metrics, the ConvQ case for the NDCG@10 and MAP metrics, while the
ConvM case outperforms only the metric MRR. So, we can assume that the Game case is
the best of the three.

Table 5. Hybrid1.2 filtering results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.78641 0.84782 0.54110 0.44718 0.42750 0.26964
ConvM 0.78395 0.84637 0.53898 0.44647 0.42691 0.26478
Game 0.78676 0.84794 0.54068 0.44703 0.42839 0.26854

In Hybrid1.2 algorithm, Game shows better results on the metric NDCG@10, NDCG@30
and MAP, while ConvQ on P@10, P@30 and MRR. So, these are the two best cases, but
we cannot say that one is outperforms the other.

Below, in Table 6, we compare the results of the Game case of the Hybrid3 algorithm,
with the results of the individual algorithms that are combined, i.e. the Game cases of
Collaborative Filtering (CF) and Demographic Filtering (DF). We also compare the two
cases, Game and Simple, of Hybrid3. The aim is to determine whether the linear combi-
nation yields better results than the two algorithms and whether the combination using a
game is more efficient than a simple combination. The results show that the Collaborative
Filtering method performs better according to the metrics NDCG@10 and NDCG@30,
the Demographic Filtering in the metric MRR, while the linear combination of the two
shows better results in the metrics P@10, P@30 and MAP, therefore we can conclude
that the Hybrid3 algorithm excels the two individual algorithms combined. In addition,
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Table 6. Hybrid3 results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.80815 0.86205 0.55000 0.44845 0.43737 0.26085
DF 0.77918 0.84131 0.53602 0.44477 0.42429 0.26353

H3 (Game) 0.80795 0.86159 0.55042 0.44859 0.43741 0.26183

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H3 (Simple) 0.79729 0.85371 0.54576 0.44788 0.43226 0.27150
H3 (Game) 0.80795 0.86159 0.55042 0.44859 0.43741 0.26183

the linear combination using game is more efficient than the simple linear combination,
as it shows better results in all metrics except MRR.

Table 7. Hybrid4 results for the MovieLens 100k dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.80815 0.86205 0.55000 0.44845 0.43737 0.26085
DF 0.77918 0.84131 0.53602 0.44477 0.42429 0.26353

H4 (Game) 0.81118 0.86233 0.55127 0.44972 0.43739 0.26190

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H4 (Roulette) 0.77347 0.83472 0.54195 0.44421 0.42848 0.25773
H4 (Game) 0.81118 0.86233 0.55127 0.44972 0.43739 0.26190

To evaluate Hybrid4 we make the same comparison as for Hybrid3. As shown above,
on Table 7, when comparing the genetic algorithm, Hybrid4, with the individual collab-
orative and demographic filtering algorithms, which are combined, the genetic algorithm
excels in all metrics, except MRR. Similarly, in the comparison of the different parent
selection methods, the Choice by Game method show a consistent performance improve-
ment over Choice by Roulette.

7.2. MovieLens 25M

Table 8. Collaborative filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.79442 0.85507 0.58550 0.51083 0.43954 0.23508
ConvM 0.79285 0.85353 0.58700 0.51017 0.43932 0.23011
Game 0.79292 0.85436 0.58400 0.51067 0.43782 0.23203

As shown above (Table 8), for the collaborative filtering, the Game case does not
show better results in any metric, unlike ConvQ, which is the most efficient on all metrics
except P@10. Therefore, the ConvQ case excels the other two cases.
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Table 9. Content based filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.75590 0.77239 0.36500 0.16383 0.42211 0.39969
ConvM 0.76139 0.78382 0.37450 0.18650 0.44950 0.40544
Game 0.76612 0.78302 0.35600 0.16033 0.42157 0.41650

Based on the results of Content Based Filtering as presented in Table 9, the ConvM
case excels, since it shows better results in four out of six metrics while the Game case in
only two.

Table 10. Hybrid2.1 filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.73204 0.76125 0.34800 0.19433 0.41748 0.37929
ConvM 0.72591 0.75460 0.36950 0.19950 0.42829 0.39349
Game 0.73524 0.76375 0.33900 0.18933 0.40660 0.39910

Table 11. Hybrid2.2 filtering results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@10 MAP MRR
ConvQ 0.74198 0.81873 0.54400 0.48967 0.40090 0.22376
ConvM 0.74414 0.81919 0.54450 0.49117 0.40493 0.21798
Game 0.74195 0.81995 0.54350 0.49217 0.40316 0.22553

As shown in Tables 10 and 11, where the results of Hybrid2.1 and Hybrid2.2 are
presented respectively, the Game case yields better results in three out of six metrics and
the same applies for the ConvM case. Therefore, we cannot consider that one of the two
cases prevails.

Table 12. Hybrid3 results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.79292 0.85436 0.58400 0.51067 0.43782 0.23203
CB 0.76612 0.78302 0.35600 0.16033 0.42157 0.41650

H3 (Game) 0.79365 0.85527 0.58350 0.51100 0.43846 0.23117

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H3 (Simple) 0.77583 0.84160 0.56850 0.50350 0.42228 0.23116
H3 (Game) 0.79365 0.85527 0.58350 0.51100 0.43846 0.23117

For the Hybrid3 algorithm, we compare the results as for the experiments in the
MovieLens-100k dataset. As shown in Table 12, the Game case of the Hybrid3 outper-
forms the two individual algorithms combined, as it shows better results in all metrics
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except MRR and P@10. Also, the Game case is a more efficient than the simple linear
combination, based on all metrics.

Table 13. Hybrid4 results for the MovieLens 25M dataset.

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
CF 0.79292 0.85436 0.58400 0.51067 0.43782 0.23203

H2.2 0.74195 0.81995 0.54350 0.49217 0.40316 0.22553
H4 (Game) 0.80882 0.86029 0.59350 0.51000 0.45030 0.23711

NDCG@10 NDCG@30 P@10 P@30 MAP MRR
H4 (Roulette) 0.79782 0.84916 0.58850 0.50600 0.44753 0.23860

H4 (Game) 0.80882 0.86029 0.59350 0.51000 0.45030 0.23711

As shown in Table 13, the Hybrid4 algorithm outperforms the algorithms collaborative
filtering and Hybrid2.2 filtering from which the initial population is derived, as it achieves
better performance based on all metrics except P@30. In addition, the method Choice by
Game leads to better overall results compared to Choice by Roulette, as it is a more
efficient based on all metrics except MRR.

Summing up, to draw conclusions, we categorize the algorithms based on the way
they were modelled as games, thus distinguishing three categories. The first category in-
cludes the algorithms in which the ”Game of Recommendation Process” is used, i.e. the
algorithms collaborative filtering, demographic filtering, content based filtering and their
combinations, Hybrid1 and Hybrid2. The second category concerns the Hybrid3 algo-
rithm, which uses the ”Game of Recommendation Methods Combination” and finally, the
third category, which includes the Hybrid4 genetic algorithm where the ”Game of Indi-
vidual Selection” is used, where each parent is considered player of a cooperative game.
For the first category, the initial experiments in the MovieLens-100k dataset lead to the
conclusion that the recommendation process can be improved if modelled as a game,
since in all algorithms except Hybrid1.2, the Game case provides better results than other
cases. This conclusion is overturned by the experiments in the MovieLens-25M dataset
since the Game case does not outperform in any algorithm. For the experiments in the
MovieLens 25M dataset, the same parameters as for MovieLens 100k were used instead
of being experimentally optimized, because the experiments were very time consuming.
Presumably, the fact that the same parameters were used is responsible for the reduced
performance of the Game case. For the second category, i.e. for the Hybrid3 algorithm,
although different combinations where performed for MovieLens 100k and MovieLens
25M, in both cases the weighted combination using game outperformed the individual
algorithms combined and the simple weighted combination as well. Finally, for the third
category, the Hybrid4 algorithm, experiments in the MovieLens 100k dataset show that
the use of the top-k users of the collaborative filtering and demographic filtering algo-
rithms as the initial population of the genetic algorithm results in better recommendations
than the two algorithms, if the Choice by Game method is used, while the same does not
apply for the Choice by Roulette method. This conclusion is confirmed and reinforced by
the experiments in the MovieLens-25M dataset since the results are the same although
different algorithms were combined.
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8. Conclusions & Future Work

As mentioned above, the purpose of the present study is to develop recommendation sys-
tems using game theoretic techniques to further inquire and confirm the claim that the
recommendation process can be improved by utilizing game theory[36]. After a series of
experiments on different datasets for recommendation algorithms developed using game
theoretic techniques, we conclude that a recommendation system can become more effi-
cient when game theory is integrated to it. The algorithms developed do not only concern
the recommendation systems, since they can be applied to information retrieval systems
as well as in machine learning in general. An important finding is the method Choice by
Game as it brings about a significant performance improvement over the existing method
Choice by Roulette.

For the future work, better integration of Nash equilibrium theory into algorithms
may lead to improved results. In particular, the execution of the Hybrid3 and Hybrid4
algorithms is interrupted when an equilibrium state is found, but this state is probably a
local maximum of the utility function and not a total one. So, algorithms need to be fur-
ther developed to find the total maximum. Regarding the Hybrid3 algorithm, it would be
interesting to adapt to more players, i.e. in a linear combination of more than two methods
of recommendations [9]. Finally, it is important to further research and apply techniques
of game theory in more methods and scenarios of recommendations and Machine Learn-
ing in general, since it is possible that new optimization techniques will emerge for this
field.
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