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Abstract. The increased criminal activity associated with unauthorized entry into
facilities has become a global concern. Traditional mechanical locks suffer from
drawbacks such as key loss, theft, duplication risks, and time-consuming opera-
tion. Therefore, biometrics has been explored as a key to accessing a restricted
area. However, some challenges still need to be solved in developing such systems,
including user registration, response speed, maintainability, and the ability to dis-
tinguish between real and fake individuals. This paper proposes and develops a
biometric lock system (BLS) whose opening is performed by recognizing a per-
son’s face. It solves the challenges of re-training, antispoofing, real-time response,
and works inside an embedding system. The proposed BLS overcomes these chal-
lenges using a pre-trained network called FaceNet for feature extraction and coding
into 128-dimensional vectors. We use the characteristic vector provided by FaceNet
and a cosine distance to recognize the persons. It also incorporates ResNet18 + re-
mote photoplethysmography (rPPG) to avoid spoofing. The architecture was imple-
mented in a BLS, demonstrating an impressive false acceptance rate of 0% under
varying lighting conditions, with an average response time of 1.68 seconds from
facial detection to door opening. The BLS has easy maintainable devices, provid-
ing enhanced security by accurately identifying individuals and preventing unau-
thorized access. The system can distinguish between real and fake people without
using specialized hardware. Making it a versatile solution suitable for homes, of-
fices, and commercial spaces. The results underscore the potential efficacy of our
proposed BLS in mitigating security challenges related to unwarranted access to
restricted facilities.
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1. Introduction

Building burglary is a security issue that remains one of the main problems in the
Americas according to worldwide incidence rates [40]. Only some countries, such as the
United States, Mexico, and Canada, have reduced their rates in the last 15 years. However,
cases such as Brazil, Ecuador, Guatemala, and Chile have alarmingly increased crime
rates. Some locks are used regularly to protect buildings, houses, and offices, which are
activated mechanically, electronically, smartly, and hybrid.

The facility or asset protection is done according to its importance (i.e., the bank
deposit lock differs from a building lock). The type of lock is defined by the asset’s char-
acteristics, such as the security level, user number, and response time. The scenarios may
vary depending on these concepts since the security levels for protecting a bank vault are
higher than for a house or office. Using the same example, the number of users allowed
in both restricted areas varies.

Mechanical locks boast resilience in power outages and durability owing to their ro-
bust materials. Nevertheless, they rely on physical keys susceptible to loss, duplication,
and time-consuming operation, presenting challenges during emergencies or high-traffic
scenarios. Conversely, electronic locks, including RFID cards, passwords, cryptography,
NFC, biometrics, and hybrid systems, offer keyless entry, remote monitoring, and swift
response times but are rendered useless without electricity and hinge asset security on
the safety of accompanying devices or password management, often incurring higher
costs. RFID cards [46] emulate traditional keys with enhanced user-friendliness and speed
but remain vulnerable to loss or theft. Common passwords bolster security but heighten
the risk of forgetting access credentials. Advanced techniques like one-time passwords
(OTP) [43], IoT [43], cryptographic solutions [8], and NFC devices [42] necessitate addi-
tional devices for code or signal generation, elevating security levels but increasing user
complexity and usability challenges in having to manipulate these devices.

Cost of the approaches related to smart locks are based on biometrics. These locks use
the features present in the user’s body as an access key [28]. Several user’s body features
distinguish one from the other, e.g., fingerprints [33, 45, 66], eye iris [44, 57, 58], vein
patterns [54,62], voice [13,27,65], face [6,7,17,47], among others. These locks are easy
to use, have a high response speed, and do not require additional devices or keys.

A hybrid lock consists of two or more unlocking techniques to increase the secu-
rity of the systems [18, 23, 31]. They are used mostly in restricted areas, such as safes,
bank vaults, and militarized areas. They are characterized by being difficult to use and
prolonged access response.

There are some differences with respect to the biometric features implemented in a
lock. Facial recognition requires less user cooperation with the system. Unlike finger-
print, vein, or voice recognition, the user has minimal interaction with the system [5]. The
fingerprint or vein recognition requires the user to directly contact a scanner for the bio-
metric readings. Alternatively, for an iris reading to be effective, the user must position
his/her eye in proximity to an iris scanner. Therefore, showing a face to a camera is a
simple task that almost anyone, including children, can do.

Face recognition techniques can be divided into three approaches: local, holistic, and
hybrid [32]. Local approaches [2, 50] only use some features present on the face (eyes,
mouth, nose, etc.), generally having faster processing speed but poor recognition effec-
tiveness. Holistic approaches [9, 20] use the entire face for feature extraction, with high
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effectiveness and speed with adequate hardware. Hybrid approaches [11,37] combine the
benefits of holistic and local approaches. However, they are slow to process but highly
effective.

The most widely used technique in the field of face recognition is convolutional neural
networks (CNNs) [1]. Due to their high specialization in image processing, they are a
holistic approach that can represent facial features in small information vectors. The main
disadvantage of CNNs is the high demand for data since they require high training to
reach high rates of recognition effectiveness.

This training can take many hours of work depending on the number of users to be
registered. This process presents a disadvantage since the administrator must stop the lock
operation with each new user registration to train the facial identification system until the
process finishes. In addition, the registration images of users to a facial recognition system
are limited by the number of possible samples to be captured during the registration. This
means that taking a few thousand pictures to train a CNN model is not feasible since
this process would be unaffordable for the administrator and the users to register. This
constraint is related to One-shot learning, which refers to a model that needs to be learned
to classify with only one opportunity [38] (or shot).

Facial recognition locks can also be spoofed by users who present people’s printed or
digital photographs in front of a camera, making another challenge in developing facial
recognition biometric locks. However, there are few proposals to deal with this type of
attack. Some of these techniques directly involve the user by requesting some movement
to verify a real person (e.g., blinking [14]).

Others use thermal cameras [64] with simple convolutional neural networks trained
to identify real faces [10]. These techniques have shortcomings in that they can increase
hardware costs (thermal cameras), can be spoofed by videos (blinking), or the light con-
ditions and quality of a photograph could allow intruders to gain access.

In summary, biometric locks based on facial recognition are a viable alternative for
building access control due to their effectiveness, response time, and ease of use. For its
development, it is necessary to overcome some challenges: the amount of data available
for user registration (one-shot-learning), detection that users are real (anti-spoofing) with-
out impacting the ease of use and avoid the use of specialized hardware not to raise costs,
and finally implement a recognition system in a maintainable embedded system.

Our proposal takes a strategic two-phase approach to development. The first phase
involves coding and integrating face recognition techniques, specifically addressing the
challenges of one-shot learning and anti-spoofing. In the second phase, we design a mod-
ular system of independent devices that seamlessly work together as an electronic door
lock, ensuring a comprehensive and robust solution.

In this work, as the solution for One Shot Learning, we selected a CNN architecture
named FaceNet [52], which extracts the characteristics of the faces and stores them in
a vector, thus compares them to identify people based on their similarities. The main
advantage of FaceNet is that it is a pre-trained network, so it does not require numerous
images for facial identification. Hence, it can extract the features of new faces with a
single image and store them in a vector. Another important feature of FaceNet is the
effectiveness demonstrated during its development. According to the results obtained by
the authors, it reached 99.67% effectiveness with training of more than 500 million images
from more than 10,000 different subjects of all races, ethnicities, and ages.
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To avoid spoofing through photographs displayed on the camera, a pre-trained CNN
for facial skin detection called ResNet18 [21] and the remote photoplethysmography tech-
nique (rPPG) [34] were used. ResNet18 extracts small sections of the image correspond-
ing to the user’s facial skin. These skin extracts are processed with an rPPG algorithm,
which can identify the heart rhythm through the light reflection changes caused by the
blood circulation under the skin. Photographs do not show a change in reflected light,
while videos depend directly on the device’s luminance, which is why the rPPG functions
as an anti-spoofing filter. The ResNet18 is a low-density network that decreases the per-
formance impact on the computer and, in conjunction with a lightweight mathematical
algorithm such as rPPG, provides a low computational cost reality detector.

We integrated an anti-spoofing system (rPPG), a feature extractor (ResNet18), and a
facial recognizer (FaceNet) in an embedded system to develop a biometric lock with a
zero percent false positive rate with a real-time response speed. It is important to mention
that the ResNet18 + rPPG + FaceNet offer a balance between effectiveness, speed being
executed, and reality detection compared to other prototypes highlighted in the state of
the art, which, in some cases, demonstrate high performance in one aspect but too low or
no performance in another.

Finally, a biometric-lock system (BLS) capable of controlling access through facial
recognition was developed. The BLS was divided into three modules: (i) user interfaces
and control, which describe the interaction of the hardware elements (Camera, Jetson
Nano, display, and Arduino UNO) that are responsible for running the facial recognition
system (FRS) and door opening, as well as interacting directly with the user, (ii) FRS,
which represents the software responsible for processing the images received for registra-
tion or authentication of users of facial recognition by implementing ResNet18 + rPPG
to validate that the faces received belong to real people and FaceNet for the face charac-
teristics extraction, and (iii) Power circuit, this module is responsible for managing the
electrical energy to lock and unlock the door.

This three-phase modulation allows us to visualize the elements of the prototype indi-
vidually. Thus, it is possible to perform individual maintenance on each hardware device
separately, increasing the maintainability of the BLS. Although there are BLS alternatives
on the market, most of these devices are completely hermetic, making the maintenance
task difficult, in addition to their high costs.

The scenario proposed in this work is to generate a lock capable of allowing access
to a large number of people, which can vary from the size of a family (3-8 members)
to a corporation of workers (100-200 members). It is also necessary not to require any
key, password, card, or additional device, as well as to reduce the user’s cooperation to
only present his/her face to the camera. Therefore, it is considered a real-time response
speed (0-2 seconds) to avoid a backlog of people trying to gain access to the building.
This time was determined by observing a school RFID access control system under actual
operating conditions. Also, a false acceptance rate (also known as false match rate, FMR)
under 0.1% according to the regulations of NIST [19].

Therefore, the main contributions of this work are enumerated as follows:

– We propose a novel three-module architecture for facial recognition (ResNet18 +
rPPG + FaceNet) available in 5. ResNet18 and rPPG are responsible for calculating

5 https://github.com/MisaelZazueta/Face-Recognition-Door-Lock
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the visible heart rate on the user’s face to rule out those who do not have a heartbeat,
thus limiting facial recognition to real faces and not intruders seeking to circumvent
the system through photographs or videos. All real faces are passed to FaceNet for
identification with a single sample of the person’s face; we do not carry out a learning
stage; instead, we use the characteristic vector provided by FaceNet and cosine simi-
larity to distinguish and recognize the persons listed in our database. This architecture
avoids specialized equipment or further interaction with the user. It also provides a
lightweight architecture suitable for running on embedded devices such as the Jetson
Nano.

– We designed an interface and control interface architecture that consists of four el-
ements (Jetson Nano, Camera, LCD Display, and Arduino UNO) for the software
execution. This architecture is based on deep learning techniques (Jetson Nano) ca-
pable of making decisions (Boolean) and sending signals (Arduino UNO) to a power
circuit to control the energy flow for an actuator. These interfaces are also respon-
sible for generating the necessary images (Camera) to be processed by the software
and interacting with the user as visual support (LCD screen).

– We built a BLS based on facial recognition by integrating the facial recognition sys-
tem, the user and control interface architecture, and a power circuit. This BLS is
suitable for the use suggested in the above-proposed scenario and is maintainable due
to its software and hardware modules division.

According to the obtained results, the BLS has a high degree of security. This is
because the system did not allow access to people not registered in the system, i.e.,
it obtained a 0% false acceptance rate (0 false positives). The system had only non-
identification errors for some users. That is, it obtained an average false rejection rate
9%. However, the rate of people who achieved at least one successful access was 95.12%.
In addition, the successful results showed an effectiveness of 91% in all shots. Finally, the
response time from face detection to door opening averaged 1.68 seconds. These results,
in conjunction with a 100% effectiveness in antispoofing, demonstrate a balance between
the parameters sought for BLS development.

The following sections of this paper are organized as follows. Section 2, Related Work,
briefly describes some of the work done by other authors. Section 3 describes the Materi-
als and Methods used to develop the work. Section 4 discusses the results obtained in the
BLS testing stages. Finally, Section 5 contains the conclusions inferred from the results
obtained.

2. Related Work

The development of biometric door locking systems is a topic that computer re-
searchers are addressing to develop security devices with better quality standards. How-
ever, some approaches specialize in hardware or software, and the minority of these de-
velopments encompass hardware and software. The following is a summary of some of
the work related to solutions proposed by other authors. First, we describe work on bio-
metric locks based on facial recognition, each using different hardware devices and facial
recognition techniques to perform their tasks. Afterward, we describe outcomes with fa-
cial recognition techniques to visualize an overview of what is currently being used by
the scientific community in terms of facial recognition.
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In [41], the authors use a Raspberry Pi to run the facial recognition software. Because
this device has limitations in running deep learning-based applications, a Neural Com-
pute Stick 2 (NCS2) is added as an auxiliary device. Deep learning-based classification
tasks are processed on the NCS2. Also, they use an electromagnetic lock driven by a coil,
which in turn responds to the signals emitted by a GPIO output of the Raspberry Pi. A
third party developed the implemented facial recognition. It consists of a neural network
optimized for microcontrollers called MobileNet [24], combined with a Single Shot De-
tector (SSD) [36] system to detect that it is a real person. The results correspond to an
accuracy of 88.75% in facial recognition with a population of 16 people and five repeti-
tions per person. In addition, the system did not fail in any of the five attempts to deceive
the design through digital photographs displayed on smartphones.

The authors of [35] developed a face recognition system implemented on a Jetson
Nano microcomputer. A Haar algorithm performs face detection and FaceNet performs
face recognition [52]. This system does not mention any reality detection stage to verify
that the recognition applies only to real people. A reed switch initiated the algorithm once
a person opened the door. Their results showed an accuracy of 97.7%

The paper [26] describes a door lock based on a Raspberry Pi microcontroller. Other
hardware elements in this paper are a solenoid in charge of activating and deactivating
the door lock, a relay to control the voltage flow to the solenoid, a camera module, and a
buzzer that works as an audible alarm against intruders. Facial recognition is based on a
simple convolutional neural network (CNN) [49]. The database comprised 1100 images,
of which 1040 were for training and 60 for testing. The testing process was performed
on five registered people and five not registered. Giving 120 samples at 0.5 m, 1.0 m,
and 1.5 m distance and four-light conditions: morning, afternoon, evening, and night. The
accuracy in 1.0 m and 0.5 m was 100% in all light conditions. The accuracy obtained at a
1.5 m distance was 97.5% in the morning, afternoon, and evening. At night it was 100%.
The average accuracy was 97.83%.

A hierarchical system is developed in [60]. In this work, two neural networks oper-
ate together to determine the identity of individuals. A ResNet101 [29, 30] was modified
to define the faces from images. Subsequently, the FaceNet [52] extracts a feature vec-
tor from the face, which is compared inside the database to identify the person. All this
is executed inside a Raspberry Pi 4 microcontroller. The door lock is composed only of
a servo-motor that transforms the electrical signals into mechanical movements(i.e., it
rotates to drive a sliding door once it receives electrical signals directly from the micro-
controller). In addition, this system sends e-mail notifications to the administrator every
time someone interacts with the facial recognizer. The accuracy obtained was 87.36%.
The tests consisted of a total of 230 samples.

In [15], a facial recognition system is described whose main feature is the inclusion
of a stage of reality detection of the person by blinking eyes. This has the limitation that
intruders can show videos of authorized persons blinking to the camera. The detection of
faces in the images is performed by a technique called Histogram of Oriented Gradients
(HOG) [16], which generates a vector of features. This vector is classified by a simple
Support Vector Machine (SVM) [22]. The software is run on a Raspberry Pi 3 B+ micro-
controller. The power module for the proposed door lock consists of a relay, a solenoid,
and a power supply. Furthermore, an ultrasonic sensor is included to detect if a person is in
front of the Pi-Camera used to obtain the images. The results generated in this work were
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92.68% of maximum accuracy in optimal lighting conditions, and the average execution
time was 10.196 seconds.

In [51], two different methods are used for face recognition. The first one is based on
a local binary pattern histogram (LBPH) algorithm [55]. Each histogram created by this
algorithm represents each image in the database. Then, histograms generated by a real-
time video are compared with those in the database. The Euclidean distance between his-
tograms is obtained. The second method uses a Histograms of Oriented Gradients (HOG)
algorithm [16], which extracts a 128-dimensional feature vector from each face. Like the
previous algorithm, the Euclidean distance between the vectors obtained in real-time and
those found in the database is calculated. Both algorithms are run on a Raspberry Pi,
which controls a MOSFET switch that activates and deactivates the solenoid that locks
the gate. A magnetic sensor tells the system if the door has been closed to relock the
solenoid. Also, a system to detect the presence of users nearby is used. This uses an Ar-
duino, a motion sensor (PIR), and a lamp. When the motion sensor sends a signal to the
Arduino, it turns on the room lamp. The accuracy of the LBPH method was 98%, while
HOG was 96%, in a total of 200 tests for each.

Related work describing the development of a biometric lock based on facial recog-
nition focuses primarily on the interaction of hardware elements and facial recognition
software. In the works described above, there is an imbalance in the anti-spoofing issue,
since, there are few authors who address this issue to prevent malicious attacks by intrud-
ers. In this work, a biometric-lock system is developed that approaches all the necessary
aspects for implementing a door security system based on facial recognition, with the ad-
vantages of embedded devices, but with an individual focus on facial recognition and an
anti-spoofing technique using a Resnet18 + rPPG technique that calculates the heart rate
from changes in the user’s skin tone.

3. Materials and Methods

Hardware and software complement each other to develop a biometric-lock system
(BLS) that allows users to access a restricted area through facial recognition. The devel-
opment methodology to construct the architecture proposed for the BLS is divided into
three modules, as shown in Figure 1. The first module refers to the development of the
Facial Recognizer System (FRS). It is composed of two blocks: (i) User Registration and
(ii) User Authentication, up to the interaction of the information exchanges that exist be-
tween the modules. The second module, named User and Control Interfaces, consists of
four hardware elements and executes the logic tasks. The third is the electronic module,
named Power Circuit, for locking and unlocking the access door when receiving a signal.
We explain each module in the following subsections.

3.1. Facial Recognizer System FRS

FRS is divided into two main blocks. The User Registration block has the purpose
of registering the people who can unlock the door to gain access, this task is done by
an administrator. On the other hand, the User Authentication block is in charge of facial
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Figure 1. Development methodology to construct the BLS architecture.

recognition of all persons (users) who show themselves in front of the camera and grant
(or not) access to the restricted area.
User registration User Registration block registers users that the system will allow ac-
cess to once they are facially recognized and is divided into two stages that describe the
image flow and processing as shown in Figure 2.

As shown in Figure 2-(a), in the first stage, a photograph of the user’s face (xi) is
provided frontally by Source. Also, enter the user’s name (c+) by which he/she will be
identified.

Before storing the user data (photo and name), two copies of the images are generated
in the Data Augmentation module. These copies correspond to images derived from the
original user’s photograph, one with a treatment that brings the user’s face closer and the
other with a slight change in the angle of the face. In this way, it is sought to cover certain
angles or distances of the user in front of the Camera. These three images are stored in a
directory (D) per user called the user’s name. This D is stored in the Local disk.

Then, in the second stage, as shown in Figure 2-(b), the L1 module sends the images
extracted from the Local disk (xj) to the Face Detection module. Face Detection detects
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(a) User photo and name capture stage. (b) Feature vector generation and storage.

Figure 2. Extraction of the architecture for the creation of the database.

and extracts faces from an image. This is achieved through models or molds in an XML
format called Haar Cascades, which contain features of a frontal face in a numerical data
matrix. If one or more regions of the image correspond successfully, these regions are
extracted as coordinates within the original image. If an image contains faces, and they are
detected, the image and its coordinates (xj , vi) are sent to Facenet module. This module
uses a neural network called FaceNet to extract the characteristics of the detected faces.

CNNs are composed of the feature extraction layer and the learning layer. The feature
extraction layer is made up of convolution and reduction (known as pooling) layers, and
the learning layer is typically a fully connected neural network. CNNs are designed to pro-
cess data in multiple arrays, for example, a color image composed of three-dimensional
arrays containing pixel intensities in RGB [63].

FaceNet is one of the Deep Learning-based facial recognition applications. It is a one-
shot learning algorithm that calculates the similarity distance for each face in Euclidean
space [61]. FaceNet [52] was created by Google in 2015, and it is a pre-trained CNN that
extracts the main features of faces and transforms them into a 128-dimensional vector
known as embedding, that represents the principal features extracted from the faces.

Conventional CNNs fail to solve the problem called one-shot-learning [12], which
is attributed to the inability to do optimal training with only one image per user in the
database. In contrast, FaceNet, being a pre-trained CNN with more than 500 million im-
ages, according to the authors, achieves a 99.63% effectiveness [52], which is more than
the effectiveness reached by the human eye.

FaceNet architecture, as shown in Figure 3, starts from a batch of face thumbnails
that works as a Deep Architecture (CNN) input. The Deep architecture transforms the
thumbnail image into a 128-D vector. This vector is normalized in L2 process, which
results in an Embedding of the face. The embedding is followed by Triplet Loss during
training.

Facenet module returns to L2 module a 128-dimensional vector (zi) corresponding
to the features of the face in the image.L2 also extracts the user’s name (c+) and assign
its to the zi. The final result of the images in database treatment is a Pickle file with
the extension “.pkl” (Z), which are all the identities of Euclidean positions in a 1x128
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Figure 3. FaceNet structure.

dimensions space stored in the Local disk module. Pickle is a Python module used to
serialize a file on a disk and then deserialize it back into the program at runtime.

In Z, all the feature vectors of the faces available in D are stored. Each time one or
more users are stored, all the feature vectors of the users stored in D must be re-calculated.

User authentication This process requires the interaction of five components as shown
in Figure 4. It starts with an image (xi, 160x160 pixels) sent to the Face Detection mod-
ule. The extracted image and coordinates (xi, vi) are dispatched to the Reality Detection
module.

Figure 4. Architecture extraction for facial identification.

Real faces must correspond to real people’s faces shown on camera in real-time, while
fake faces correspond to attempts to spoof the system using printed or digital photos. In
other words, in this module, a classification treatment is carried out with a CNN to the
regions obtained from the Face Detection module, becoming an anti-spoofing filter for
images of non-real people, such as photographs placed in front of the camera.

The Reality Detection module uses a typical CNN called ResNet18 that consists of
17 convolution layers and one fully connected network layer, and the activation func-
tion used is ReLU [21]. Its purpose is to extract small image regions corresponding to
the user’s skin parts. Then, remote photoplethysmography (rPPG) treatment detects heart
rates and classifies the extracted faces into real or false faces. The rPPG is a heart rate
measurement technique that calculates light reflected from the skin, this change is calcu-
lated by comparing the reflected light from one frame to the next. The amount of blood
in a specific skin area causes capillary dilation and constriction, which causes the light
reflected from the skin to change according to the volume of blood circulating [59]. This
heart rate measurement method reached a 98.97% test accuracy [56], using a 0.307 M
effective pixel camera (ours is 8.08 M effective pixels).
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When an image is filtered, and the result is a fake face Reality Detection sends a false
Boolean (bi), and the image (xi) with the face squared in red is displayed on the screen
as shown in Figure 7-(c). Otherwise, if the filtered face gives a true result, the Reality
Detection module sends the original image and its coordinates (xi, vi). Facenet module is
responsible for extracting the features from the faces present in the image and sending a
new 128D vector (zi) to the Calculator module. Then, the Calculator module calculates
the angles from this new vector with all the vectors (Z) extracted from the Local disk.

The angles between vectors are calculated by cosine similarity (CS) using the Equa-
tion 1 where ai is the resulting angle, wi is the feature vector obtained from the new image
generated in real-time, and zi is the representation of the feature vectors stored in Local
disk. The resulting values range is from 0 to 1 (ai ∈ R(0, 1)), where 1 is the biggest angle,
and 0 is the smallest. Figure 5 shows an example of a comparison between two vectors,
the separation angle and the defined threshold.

ai(wi, zi) = 1− wi · zi
||wi||2 · ||zi||2

(1)

Figure 5. Cosine similarity for comparison of two data vectors.

At this point, if the smallest angle is under a threshold (th), the Calculator module
extracts the name (c+) of the most similar vector, which is a person’s name. Otherwise, if
the smallest angle is not below the th, the name “Unknown” is assigned. Similarly, if two
or more vectors obtain the same CS and are below the th, “Unknown” is assigned.

We implemented a threshold of 0.30 based on the need to ensure greater similarity
between the feature vectors of the detected faces, which helps to strengthen the system’s
security and reduce the risk of confusion between users. We pointed out that decreasing
the similarity threshold raises the level of features required for a face to be recognized as
valid, resulting in a decrease in False Positive cases.

In contrast, in [53], a th of 0.40 was calculated using the C4.5 [48] algorithm, obtain-
ing a Recall of 96.42, which indicates the presence of False Positive cases. By adjusting
the threshold to 0.30 in our work, we seek to mitigate this problem and reduce the proba-
bility of misidentifications, prioritizing the security of the system.

It is essential to note that by lowering the threshold, it is possible to increase the rate
of False Negatives, i.e., cases in which a legitimate user may be erroneously rejected.
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However, in the context of security, it is preferable to go inaccurate in denying access
to a legitimate user than to allow access to an intruder. Therefore, by sacrificing some
False Negatives in favor of reducing False Positives, we are strengthening the integrity
and reliability of the facial recognition system.

Figure 6 shows a simulation of the CS obtained of a user’s face taken in real-time (wi)
compared to each of the previously recorded users (zn). Because z2 has the smallest angle
and is below the th, the output is assigned the z2 identity.The CS calculation process takes
one millisecond (0.001 seconds) on average per registered user, i.e., 1-300 registered users
have a minimal impact on the system response time.

Figure 6. Simulation of angle calculation between vectors for identity assignment.

Finally, the output generated by the Calculator module generates a new image created
with the same input image (xi). Still, the detected person’s face is framed with a green
square with its name on it and displayed on the Screen as shown en Figure 7-(a). Also, a
Boolean (bi) is sent to an Arduino UNO to unlock the door in case the facial recognition is
successful. Otherwise, if the result is unsuccessful, the image of the unrecognized person’s
face will be displayed on the screen in a red square with the word “Unknown” as shown
in Figure 7-(b).

(a) Successful facial recog-
nition in Screen.

(b) Unsuccessful facial
recognition in Screen.

(c) Spoof try rejected in
Screen.

Figure 7. Possible results showed in Screen.
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3.2. User and Control Interfaces

This module is responsible for performing the image acquisition and processing tasks
as well as the delivery of results that can be positive or negative for the unlocking or
blocking of the door, respectively. The Jetson Nano microcomputer, the Camera, and the
Screen are three key system interfaces due to the importance of their tasks. A cabinet was
designed and machined to protect and fix these interfaces to contain them in a strategic
position for their functions.

The Camera acquires images for two elementary purposes in the system. First, it takes
photographs to add users to the database used in the User Registration process, and sec-
ond, it captures the users’ images that will be facially identified by the User Authentication
process.

A microcomputer Jetson Nano runs the FRS. It receives the images from the Camera
and sends Boolean signals to an Arduino UNO as an output. This device executes the
looking and unlocking task sending signals to the Power Circuit module. This task is
delegated to the Arduino UNO to reduce the computational overhead generated on the
Jetson Nano. The Screen receives the output images from the Jetson Nano, and it works
as visual support so the users can see their faces.

The devices descriptions are:
– Camera: IMX219 is a 4.60mm diagonal CMOS (Type 1/ .0) active pixel type image

sensor with a square pixel matrix and 8.08M effective pixels. This chip is powered
by three power supplies, 2.8V analog, 1.2V digital, and 1.8V IF, and has low power
consumption [3].

– Jetson Nano: 472 GFLOPS of computing performance with a quad-core 64-bit ARM
CPU and an integrated 128-core NVIDIA GPU. It also packs 4GB LPDDR4 memory
in an efficient low-power package with 5W / 10W power modes and 5V DC input
[39].

– Screen: 7 inches touch IPS Screen connected via HDMI, 1024x600 hardware reso-
lution.USB protocol translator, converting the touch signal into standard multi-point
touch protocol to achieve smooth multi-point touch control. Powered with 5V via
micro-USB.

– Arduino UNO: is a development board based on ATmega328P, with 14 terminals for
data input or output. It works with a 16 MHz resonator, USB/Power jack connections
[4].

3.3. Power Circuit

Since the Arduino UNO device is capable of sending electrical signals in the range of
0V to 5V and the Electronic Lock is powered with 12V, a Power Circuit module is needed
to control the current flow required by the Electronic Lock with the Arduino UNO signals.
This Power Circuit is composed of three electronic devices: a Relay, a Power Source, and
the aforementioned Electronic Lock.

The facial recognition system will send a true or false value depending on the result
of the user’s identification. When the Arduino UNO receives a true value, it sends a 5V
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signal and activates the Relay. This device acts as a “switch”, i.e., when the Relay receives
the signal, it activates and allows the voltage flow (12V) from the Power Source to the
Electronic Lock. The Electronic Lock is a counter-plate that unlocks when receiving a
12V signal. This counter plate is located on the door frame. The door lock prevents the
door from opening until the counter plate is energized and allows manipulation.

– Electronic Lock: is a fixed device that, upon receiving an electrical signal, its opening
mechanism unlocks to allow a door to open.

– Relay: is an electronic device that distributes an electrical signal in two directions (A
or B). When the relay is in a normal state, it sends the signal in direction A, but when
it is activated, it sends the signal in direction B.

– Power Source: is an electronic device that transforms electrical energy from alternat-
ing current into direct current. It is commonly used to transform ordinary household
electrical energy (120 volts AC) into electrical energy for charging mobile devices
(5/12/24 volts direct current).

4. Testing and results

The Facial Recognition System (FRS) was developed, compiled, and executed in
Python language. It uses Tensorflow-GPU and Keras libraries to implement CNNs for
reality detection and facial recognition (ResNet18 and FaceNet). In the same way, the
“switch” process executed by the Arduino UNO was developed, compiled, and executed
in C++.

Three stages of FRS testing were performed: (i) face recognition testing with artificial
lighting, (ii) face recognition testing with natural lighting, and finally, (iii) reality detection
testing using printed and digital photographs and videos.

The individuals considered for testing the system represent a mixed sample of Mexi-
can people aged 14 to 40. Approximately 90% of the sample is in the 18 to 23 age range.
The skin tones of the individuals are diverse, ranging from tan to lighter skin tones.

The first testing stage was performed with artificial lighting on 85 users, 72 registered
users, and 13 non-registered users. The tests were conducted with illumination on the top
of the users’ heads to avoid shadows that would hinder facial recognition. The population
of test users registered 425 trials (5 for each user) to the FRS. From 360 registered-users
trials, the system successfully recognized 321 times (TP, True Positive) and 39 times failed
to identify the person (FN, False Negative), giving the result of “Unknown". No identity
assignment errors were recorded, i.e., the system did not confuse any user (registered or
not) with another (FP, False Positive). Within the controlled environment testing stage, 13
users who were not registered in the system were tested. The total number of attempts was
65. 100% of the cases were identified as “U", i.e., of all the cases predicted as “Unknown",
the real result the system gave was the same (TN, True Negative). Table 1 shows the
confusion matrix resulting from the tests in a controlled environment.

Tables 2 to 6 show the relationship matrices related to face recognition performed in
a controlled environment on 72 users (S) registered in the system. User number 23 was
recognized only once by the FRS, and 4 obtained a “U" (Unknown) result. During the
execution of the tests, different variables were observed that influenced the facial identi-
fication of some test subjects, e.g., face pose, glasses, or fringe. If any of these variables
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Table 1. Resulting confusion matrix for the controlled environment testing stage.
Predicted

Positive Negative

R
ea

l Positive 321 0
Negative 39 65

changed from the initial sampling, facial recognition showed delays and failed identifi-
cations. Therefore, as users attempted facial recognition and failed to make a successful
identification, they were asked to change these variables to cover the issues surrounding
the face presentation to the system.

Table 2. Relationship matrix of face recognition results with artificial lighting to registered users (1/5)
Predicted

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11 S12 S13 S14 S15 S16
S1 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S2 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S4 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
S5 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0
S6 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0
S7 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0
S8 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0
S9 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
S10 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0
S11 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0
S12 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0
S13 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0
S14 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0
S15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0
S16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2

R
ea

l

“U" 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 3
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Table 3. Relationship matrix of face recognition results with artificial lighting to registered users (2/5)
Predicted

S17 S18 S19 S20 S21 S22 S23 S24 S25 S26 S27 S28 S29 S30 S31 S32
S17 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S18 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S19 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0
S20 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
S21 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0
S22 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0
S23 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
S24 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0
S25 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
S26 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0
S27 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0
S28 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0
S29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S30 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0
S31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0
S32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5

R
ea

l

“U" 0 0 0 0 0 0 4 0 0 0 0 0 5 0 0 0

Table 4. Relationship matrix of face recognition results with artificial lighting to registered users (3/5)
Predicted

S33 S34 S35 S36 S37 S38 S39 S40 S41 S42 S43 S44 S45 S46 S47 S48
S33 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S34 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S35 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0
S36 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
S37 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0
S38 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0
S39 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0
S40 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0
S41 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
S42 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
S43 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0
S44 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0
S45 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0
S46 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0
S47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0
S48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5

R
ea

l

“U" 0 0 0 0 1 0 0 0 4 4 0 0 0 0 0 0
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Table 5. Relationship matrix of face recognition results with artificial lighting to registered users (4/5)
Predicted

S49 S50 S51 S52 S53 S54 S55 S56 S57 S58 S59 S60 S61 S62 S63 S64
S49 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S50 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0 0
S51 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0 0
S52 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0 0
S53 0 0 0 0 5 0 0 0 0 0 0 0 0 0 0 0
S54 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0
S55 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0 0
S56 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0 0
S57 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0 0
S58 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0 0
S59 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0 0
S60 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0 0
S61 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0 0
S62 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0 0
S63 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5 0
S64 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 5

R
ea

l

“U" 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0

Table 6. Relationship matrix of face recognition results with artificial lighting to registered users (5/5)

Predicted
S65 S66 S67 S68 S69 S70 S71 S72

S65 0 0 0 0 0 0 0 0
S66 0 5 0 0 0 0 0 0
S67 0 0 5 0 0 0 0 0
S68 0 0 0 4 0 0 0 0
S69 0 0 0 0 5 0 0 0
S70 0 0 0 0 0 5 0 0
S71 0 0 0 0 0 0 0 0
S72 0 0 0 0 0 0 0 5

R
ea

l

“U" 5 0 0 1 0 0 5 0

The faces of the users with the highest number of failed attempts showed a trend in
the images captured during the registration stage. For example, the presence of severe
occlusions in the eye area is notorious because the users had very thick eyebrows, wore
glasses and/or wore very pronounced bangs. Another factor detected in the registration
images is the darkening of the mouth area due to pronounced commissures. These factors
produce occlusions and shadows in critical areas of the user’s face during registration,
thus losing essential features of the user’s face and making it difficult to authenticate users
during testing is shown in Tables 2 to 6. Similarly, make-up influences the recognition of
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some users, i.e., if the user presents different make-up conditions during registration and
authentication, the BLS will tend to fail due to changes in facial features.

The second testing stage was performed outdoors under natural light conditions during
sunset. Table 7 shows the results obtained from testing 10 test users registered in the
system between 19:30 and 19:45 GMT-6. It is a time when the sun begins to set, and
the amount of light decreases considerably but without reaching total darkness. Testing
outdoors is to add a variable related to the amount of light available for face recognition
and reality detection.

At the end of this stage, the system failed to recognize 6 out of 50 attempts. Also,
within this stage, 25 tests were performed on five subjects not registered in the system.
As in the previous stage, the system did not recognize unregistered subjects. Table 7
shows the 44 facial recognition hits (TP), 25 successes in non-face recognition (TN), six
unsuccessful recognitions (FN), and 0 identity assignment errors (FP) obtained.

Table 7. Resulting confusion matrix for the uncontrolled environment testing stage
Predicted

Positive Negative

R
ea

l Positive 44 0
Negative 6 25

Table 8 shows the relationship matrix of the tests performed on users with natural
lighting.

Table 8. Relationship matrix of face recognition results with natural lightning to registered subjects
Predicted

S73 S74 S75 S76 S77 S78 S79 S80 S81 S82
S73 5 0 0 0 0 0 0 0 0 0
S74 0 5 0 0 0 0 0 0 0 0
S75 0 0 4 0 0 0 0 0 0 0
S76 0 0 0 5 0 0 0 0 0 0
S77 0 0 0 0 5 0 0 0 0 0
S78 0 0 0 0 0 2 0 0 0 0
S79 0 0 0 0 0 0 5 0 0 0
S80 0 0 0 0 0 0 0 3 0 0
S81 0 0 0 0 0 0 0 0 5 0
S82 0 0 0 0 0 0 0 0 0 5

R
ea

l

“U" 0 0 1 0 0 3 0 2 0 0

As in the previous testing stage, the users who presented more errors in the testing
stage, as shown in Table 8, demonstrated more shadows and occlusions on the face in the
capture of log images.

As the final results of the facial recognition tests in the first two stages, Table 9, 365
hits in face recognition (TP), 45 system failures in confusing registered subjects with un-
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known subjects (FN), 90 hits in non-recognition of non-registered subjects (TN), and 0
mistaken identity assignments to registered or non-registered subjects (FP) can be ob-
served.

Table 9. Resulting confusion matrix from the two face recognition stages of testing
Predicted

Positive Negative

R
ea

l Positive 365 0
Negative 45 90

Once the two stages of face recognition testing were completed, results were obtained
for the evaluation criteria: false rejection rate (FRR), false acceptance rate (FAR), accu-
racy, and F1. FRR (Equation 2) is a binary classification measure that provides an eval-
uation of how well the system avoids false negatives (FN). FAR (Equation 3) evaluates
how well false positives are avoided. Both measures generate values between 0 and 1;
the closer the result is to 0, the better the system evaluation. Accuracy is the most widely
used measurement in classification systems. It is calculated by dividing the total number
of hits by the total number of samples, i.e., accuracy is the percentage of hits in the system
(Equation 4).

FRR (False rejection rate) = 1− TP/(TP + FN) (2)

FAR (False acceptation rate) = 1− TN/(TN + FP ) (3)

Accuracy = (TP + TN)/(TP + FP + FN + TN) (4)

The evaluation criteria described above were applied to the results corresponding to
the face recognition tests in the two stages shown in Tables 1, 7, and 9. The evaluations
obtained are summarized in Table 10.

Table 10. FRS evaluation criteria results of tests in the face recognition stages
Evaluation criteria
FRR FAR Accuracy

C
on

di
tio

ns Artificial lightning 0.1083 0.0 0.9082
Natural lightning 0.1200 0.0 0.9200
Average 0.1098 0.0 0.9100

To verify that the system is robust to different types of lighting (natural or artificial),
a paired T-Student [25] distribution parametric analysis was performed. We proposed the
next hypotheses:

– H0: No significant difference exists in tests performed with natural and artificial illu-
mination.

– H1: There is a significant difference in tests performed with natural and artificial
illumination.
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A random sampling of 10 users from the artificial lighting test stage was generated for
comparison. Using the individual effectiveness obtained for each user (20% per successful
recognition) showed in Tables 2 to 6 and Table 8, the following data were obtained: mean
difference x̄ = −6, sample size n = 10, standard deviation Sd = 32.73. The degrees
of freedom (df = 9) and significance level (α = 0.05) are considered for the parametric
analysis. The corresponding T-Student statistic value is tα : 0.005, df : 9 = 2.2622.
Equation 5 was used and t = −0.5797 was obtained.

t =
x̄
Sd√
n

=
−6
32.73√

9

= −0.5797 (5)

Figure 8 shows that the t-value (statistic) obtained is within the confidence interval. H0

is accepted, i.e., no significant difference exists between the tests performed with artificial
and natural lighting. Because of this, the system is robust to changes in illumination from
natural to artificial or vice versa.

Figure 8. Paired T-Student distribution parametric analysis graph

In the last testing stage, 90 photographs and ten videos were submitted to the FRS.
None of the attempts were successful in spoofing the system (TN). In addition, the system
was recognized as real people in all 500 attempts in the previous two stages of testing
(TP). Thus, as shown in Table 11, the Reality Detection module obtained 500 TP and 100
TN.

Table 11. Resulting confusion matrix for the reality detection testing stage
Predicted

Positive Negative

R
ea

l Positive 500 0
Negative 0 100
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4.1. Discussion

In Table 12, we compared different works considering hardware, techniques involved
for facial recognition, and the performance results obtained.

For the hardware comparison, we show that the control interfaces of [15,26,41,51,60]
are based on different Raspberry Pi models. Some advantages of this device are its low
cost, its small size, which makes it easy to hide inside the room and its ease of use.
On the other hand, [35] and our proposal are based on Jetson Nano, which, unlike any
Raspberry Pi model, has an integrated GPU that accelerates the execution of algorithms.
However, it is larger in size and higher in cost. The devices used as power circuitry vary
in all cases but demonstrate a similarity of operation in power management. Hardware
costs vary in two price ranges, from $45 to $60, and from $225 to $250 USD. This is due
to the incorporation of a Neural Compute Stick 2 ( [41]) and the integrated GPU in the
Jetson Nano ( [35], ours), which provide additional support for image data processing and
improved response speed.

In [35,41,60] and our proposal, pre-trained One-Shot-Learning MobileNet and FaceNet
networks were used for face recognition. The main advantage of implementing this type of
network is saving training time that is usually required to properly input a neural network.
In addition, FaceNet was trained with more than 500 million images, while MobileNet
with 3 million. In the remaining cases, they trained their own models for facial identi-
fication, and being less dense, they require less computational power and generally less
execution time. While in the proposals [15,26,51], it is necessary to retrain the facial iden-
tification models each time a new user is required to register. This is because the models
need to learn to classify each of the classes created.

However, [26, 35, 60] exceed 96.00% in terms of successful recognitions. It is neces-
sary to remark that these proposals do not have an anti-spoofing stage, which is totally
inconvenient for face recognition tasks in security despite having a good response time
( [35]). [15] shows an effectiveness rate of 92.68%, but due to its anti-spoofing method, it
requires more than 10 seconds to open a door and an additional action (blink) by the user.
Our proposal is based on a CNN ResNet18 that makes image extractions corresponding
to parts of the skin and an rPPG algorithm that calculates the person’s heart rate by the
change of illumination on the skin caused by blood flow. This means that a printed or
digital image will not cause such illumination changes in the skin.

Most of the work tested in artificially lit areas, only [26] demonstrated an average
effectiveness of 97.5% in daylight conditions at four different times. [35] demonstrated
an effectiveness of 97.7% and a response time of 0.47 s, making it competitive for face
recognition tasks that require high response speed and do not require an anti-spoofing sys-
tem. The FAR demonstrated in [41] was 35.71%, which is not suitable for face recognition
systems. It means the system allowed access to 35 unauthorized people out of 100.

Our proposal demonstrated an average effectiveness of 91% and a response speed of
1.68s, which competes with the related work described above. The resulting average FRR
was 1.098%, corresponding to the 45 false-negative results, which denied access to users
registered in the system. In addition, a FAR of 0% represents non-existent false positives.
This shows that the system errors consist solely of false rejections. Of these, 95.12% of
the subjects succeeded in gaining access on at least one attempt. The system recognized
most of the users who were initially not recognized in their first attempt, after a small
adjustment of the face position with respect to the camera to reduce shadows, center the
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Table 12. Comparison of hardware, software, and performance of related work and the proposal
References

[41] [35] [26] [60] [15] [51] Proposed
H

ar
dw

ar
e Procesor

Raspberry + NCS2
$245

Jetson
Nano
$225

Raspberry Pi
$45

Raspberry
Pi 4
$61

Raspberry
Pi 3 B+

$50

Raspberry Pi
$45

Jetson Nano
$225

Power
circuit

Coil + Electro-
magnetic Lock

Reed
Switch

Relay +
Solenoid

Servo-
motor

Relay +
Solenoid

MOSFET +
Solneoid

Relay +
Electronic

Lock +
Power Source

So
ft

w
ar

e Recognition MobileNet FaceNet CNN
ResNet +
FaceNet

HOG +
SVM

LBPH HOG FaceNet

Liveness SSD - - -
Blink

detection
- -

ResNet18 +
rPPG

Pe
rf

or
m

an
ce

Recognition
tests

80 1260 120 230 - 200 200 500

Reality
tests

5 - - - - - - 600

Recognition
accuracy

88.75% 97.70%

Morning = 96.67%
Afternoon = 96.67%
Evening = 96.67%

Night = 100%
AVG = 97.5%

87.36% 92.68% 98.00% 96.00%
CE = 90.82%
UE = 92.00%

AVG = 91.00%

FRR 0% - 0% - - 4% 2%
CE = 1.083%
UE = 1.2%

AVG = 1.098%

FAR 35.71% -

Morning = 6.25%
Afternoon = 6.25%
Evening = 6.25%

Night = 0%
AVG = 4.76%

- - 0% 6% 0%

Reality
accuracy

100% - - - - - - 100%

Execution - 0.47 s - - 10.196 s - - 1.68 s

face in the image, among other aspects that could affect the recognition. But, we remark
that it does not grant access to unregistered users and does not confuse one user with
another. In this work, numerous tests on both aspects of user authentication (recognition
and reality) demonstrate that the system shows a balance of effectiveness, FAR, FRR, and
speed of response.

Table 13. Top selled Amazon facial recognition based door locks
Model Price (USD)

Necchuizo $365
We Technology $249

NGP $399

The Table 13 shows the top three best-selling commercial door locking devices with
facial recognition, according to Amazon.com in the US. They consist of electronic devices
that completely replace the door lock in question. In none of the cases are technical spec-
ifications of effectiveness, FAR, or FRR given. To operate, they require batteries every so
often. Being all-in-one devices, they are challenging to maintain in case any of the com-
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ponents fail. Likewise, they require mobile applications to control their user registration
and deletion operations, including WiFi connectivity.

Modulating the hardware provides high maintainability to the BLS because each de-
vice works individually and can be easily repaired or replaced. Also, this modulation
facilitates installation or change of location. On the other hand, there are similar commer-
cial locks on the market that achieve better aesthetics and smaller size, but because of this,
they increase the difficulty of maintenance and location changes. In addition, these locks
operate with disposable or rechargeable batteries, which is a disadvantage if replacement
is omitted in a timely manner. Finally, most commercial locks have a registration limit of
100 users, while FaceNet was trained with 10000 identities.

5. Conclusions

This paper presents a proposal for a biometric-lock system (BLS) that works as a
facial recognition lock. This system limits access to restricted areas by unlocking doors
to users previously registered as authorized persons.

We divide the development of this BLS into three main blocks. The first one refers to
the user and control interfaces, which are the devices used to interact with the user and
perform facial recognition tasks. The second block is composed of three devices, a relay
that controls the voltage flow, a power supply that generates the required voltage, and an
electronic lock that locks or unlocks the door opening. Finally, the third block describes
the development of the software for the registration and authentication of the users that
will interact with the system.

The biggest challenge during the development of the BLS was to produce facial recog-
nition software that is robust to photo and/or video attacks without the use of specialized
hardware and that is capable of running on embedded devices. Identifying real people
from non-real people is an extremely important feature as it represents a significant se-
curity aspect of facial recognition systems. Also, it is important to mention that there are
some works in the state of the art that achieve these objectives using different techniques
(blink detection, human detection). However, these techniques require actions by the user,
increasing their difficulty of use, and this causes a considerable increase in response time.
Because our proposal measures the heart rate at the same image of the user’s face, it
decreases user cooperation and response time.

Tests performed on the BLS show an effectiveness of 90.82% in artificial light and
92.00% in natural light. A T-Student test was performed to verify if there was a signif-
icant difference between the two lighting conditions. The results indicate the system’s
resilience to changes in illumination, showcasing no significant disparities. On average,
it achieved an effectiveness rate of 91.00% across all facial recognition trials, with the re-
maining 9% representing instances where user identification faltered. Notably, the system
exhibited a flawless False Acceptance Rate (FAR) of 0%, ensuring zero false positives or
user confusion. Furthermore, in a notable statistic, 78 out of 82 users (95.12%) success-
fully gained access after at least one of five attempts, demonstrating the system’s ability
to recognize users even if initial recognition fails by adjusting the facial positioning rel-
ative to the camera. Also, a 100% effectiveness rate was obtained in the anti-attack tests
on the system regarding the test carried out in the experiment. Finally, the average re-
sponse time obtained was 1.68 seconds. Nevertheless, an average FRR of 1.098% was
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obtained since some users presented occlusions in important face areas, such as the eyes
and mouth. These factors represent a future challenge to reduce the FRR and grant access
to registered users.

The results showed the competitiveness of the proposed BLS compared to the works
presented in the state of the art. However, it does not cover the security scenarios required
by maximum security buildings; banks, vaults, or prisons. In other words, the BLS has
the necessary effectiveness and speed to be implemented in medium security restricted ac-
cess locations such as offices, classrooms, houses, among others. The commercial devices
shown in Table 13 are generally put to the same use. Although these devices currently on
the market have significantly decreased in price, the modularization of our proposal could
considerably improve the cost-benefit of operating two or more locks with the same Jetson
Nano.

In future work, we will focus on improving the effectiveness of facial recognition
by implementing different image resolutions, modifying the thresholds for facial identi-
fication, or using other CNNs for image processing, such as MobileNet, VGGFace, and
DeepFace. Also, different actuators for door opening will be implemented to cover more
applications; magnetic locks, servo-motors, and pneumatic or hydraulic pistons, among
others. Finally, increase the number of doors operated by the same device to measure
operability.
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