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Abstract. The extensive spread of sarcasm on social media has attracted great 

attention to sarcasm detection. Topic-oriented sarcasm detection aims to 

determine the sarcastic tendency of a comment on a specific topic. Existing 

methods focus on using topics as contextual information to enhance 

comprehension of comment semantics. However, when topics and comments 

contain entities with knowledge information, accurately understanding the 

comment semantics becomes challenging. To this end, we investigate an Entity 

Knowledge-based Prompt Learning (EKPL) model that combines prompt learning 

and entity knowledge from knowledge graphs for topic-oriented sarcasm 

detection. Specifically, we use prompt learning to transform topic-oriented 

sarcasm detection from a classification task to a mask prediction task, while we 

incorporate entity knowledge into the prompt representation to enhance the 

expressiveness of its predictive mask words and the model's understanding of text 

semantics. Experimental results on the public ToSarcasm†  dataset illustrate that 

our EKPL model has a significant performance in topic-oriented sarcasm 

detection task. 

Keywords: Sarcasm detection, Entity knowledge, Prompt Learning, Knowledge 

graph, EKPL. 

1. Introduction 

As a crucial medium for online communication, social media platforms' real-time nature 

and convenience allow people to stay updated on trending topics and make comments at 
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any time. This has led to rich and diverse expressions of social media comments, such as 

irony, sarcasm, and humor. Sarcasm is a rhetorical device widely used by people and is 

characterized by indirectness [1]. The characteristic often leads to a significant contrast 

between the literal meaning of comments and the true emotions of users, resulting in 

misunderstandings of the comments. This brings huge challenges to user opinion mining 

and sentiment analysis [2]. 

With the advancement of deep learning, numerous deep learning-based methods have 

been proposed [3-4], greatly improving the detection performance. Most of the current 

research on sarcasm detection for social media comments focuses on sentence-level text 

sarcasm detection. However, social media users' comments typically revolve around 

specific topics or events. A topic may have multiple comments, which are intended to 

describe or subjectively reflect users' opinions on the topic. In light of this phenomenon, 

the study [5] proposed a topic-oriented sarcasm detection task. This task requires 

judging whether a comment is a sarcastic expression (i.e., sarcasm or non-sarcasm) on a 

specific topic, which is different from traditional sentence-level text sarcasm detection. 

To solve this task, they built a topic-oriented sarcastic expression prompt learning 

model. This model leverages prompt learning to utilize the Pretrained Language Model 

(PLM) and achieves better performance than models that utilize PLM based on features 

and fine-tuning, thereby effectively modeling the topic-oriented sarcasm detection task. 

topic:"因不接种疫苗致麻疹爆发 纽约市郊进入紧急状态"

comment:"妥妥的，智商税"

topic:"汤姆·霍兰德发问全球汽车巨头们会成为另一个诺

基亚吗？"

comment:"汽油车就是切用切珍惜吧，二氧化碳排完了就

没得排了，什么生物柴油乙醇汽油都是扯淡的，燃油车

以后就是军用车特种车还有点价值，毕竟还有点能量密

度高、后勤保障简单的优点"

 

Fig. 1. Two examples of topic-comment text pairs on ToSarcam 

As a new paradigm for utilizing PLM, prompt learning aims to effectively use pre-

training information by aligning the learning process with pre-training objectives. This 

approach overcomes the data starvation problem of fine-tuning. Previous PLM 

utilization methods, especially fine-tuning, have achieved great success under data-

sufficient conditions, but they tend to perform poorly in low-resource scenarios. Unlike 

methods that utilize PLM to directly output class distributions based on features and 

fine-tuning, prompt learning methods mask specific label words and make predictions 

like a cloze problem. (e.g., “这是一条针对话题1的<_>评论。” This is a <_> 

comment for Topic 1.). This greatly reduces the disparity between pre-training and 

target task. Additionally, in low-resource environments with a limited number of training 
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examples, prompt learning has also shown significant effectiveness [6-8]. Therefore, 

prompt learning is anticipated to enhance topic-oriented sarcasm detection task in real-

world scenarios. 

In addition, knowledge graphs can benefit topic-oriented sarcasm detection task 

through entity representation. Generally, topics are condensed, comments are 

subjectively tendentious, and both are filled with entities. These entities may appear in a 

variety of forms, such as aliases, abbreviations, and alternative spellings. Figure 1 shows 

two topic-comment text pairs in the ToSarcam dataset, which include entities such as 

“纽约市郊” (suburbs of New York City), “智商税” (IQ tax), “汤姆·霍兰德” 

(Tom Hollander), “诺基亚” (Nokia), and “汽油车” (gasoline car). In the 

comment “妥妥的，智商税” (Sure enough, IQ tax), the entity “智商税” (IQ tax) 

is a slang or metaphorical term. It refers to the consequences of not getting “疫苗” 
(vaccinated) leading to an outbreak of “麻疹” (measles) in the “纽约市郊” 
(suburbs of New York City). In another topic-comment text pair, the entity “汽油车” 
(gasoline car) is another name for the entity “燃油车” (fuel car), and they both refer 

to cars that need to use oil. In addition, the entity “生物柴油” (biodiesel) and the 

entity “乙醇汽油” (ethanol gasoline) refer to one type of diesel and gasoline 

respectively. These entities usually contain a lot of semantic information and 

background knowledge. Therefore, we can help the model understand these different 

entities by introducing external knowledge, thereby improving the model's accuracy in 

judging sarcastic comments. 

Topic Comment

Entity Linking Entity contextEntity 

Template

Prompt PLM Embedding Entity Encoding

Knowledge Graph

PLM Transformer

Knowledgeable Vebalizer

Labels

(a)Template Construction (c)Sarcasm Detection

(b)Feature Extraction
Dataset

Fig. 2. The frame diagram of the EKPL model 

For the model to understand these entities, we use the knowledge graph to obtain the 

corresponding entity information. The knowledge graph is a multi-relationship graph, 

which is composed of entity nodes and entity relationship edges. The relationship edges 

can describe the directional relationship between two entity nodes. The knowledge-level 

judgments and connections are beneficial to understanding the content of topics and 

comments because: (1) ambiguity can be avoided by linking each entity in topics and 

comments to its corresponding entity in the knowledge graph, and the problem of 

ambiguous entity mentions can be solved. (2) the knowledge graph can also provide 

more background information about entities, that is, entity context information. It helps 

to learn knowledge-level relationships among entities in topics and comments and 
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improves the performance of sarcasm detection. Therefore, the incorporation of external 

knowledge is crucial for topic-oriented sarcasm detection. 

In this paper, we propose an entity knowledge-based prompt learning model for the 

topic-oriented sarcasm detection task. The frame diagram of the model is shown in 

Figure 2. First, we design a topic-oriented prompt template for topics. Then we identify 

entities in topics and comments and obtain the corresponding entities using the 

knowledge graph Wikidata [9]. Next, we extract each entity’s directly connected 

neighbor entities in the knowledge graph as entity context information. Finally, the 

entity context information and entity information are integrated into prompt learning as 

external knowledge to enhance prompt guidance for topic-oriented sarcasm detection. 

To assess the EKPL model, we conducted experiments on the ToSarcasm dataset. 

The model proves effective in low-resource small sample environments and also 

achieves good performance when there are enough training examples. The primary 

contributions of this paper are as follows: 

(1) We propose an entity knowledge-based prompt learning model (EKPL), which 

effectively utilizes PLM through prompt learning for topic-oriented sarcasm detection. 

(2) We integrate entity knowledge and entity context knowledge extracted from the 

knowledge graph into prompt learning to enhance prompt guidance. 

(3) We carry out comprehensive experiments on publicly available datasets, with 

the experimental results showcasing the effectiveness and superior performance of our 

proposed model in both low-resource and data-rich scenarios. 

The rest of this paper is organized as follows: we introduce related work in section 2. 

In section 3, we explain our target task. And we introduce the details of EKPL in section 

4. Section 5 introduces the experimental content and provides a detailed analysis. In 

section 6 we conclude and look toward future work. 

The preparation of manuscripts which are to be reproduced by photo-offset requires 

special care. Papers submitted in a technically unsuitable form will be returned for 

retyping, or canceled if the volume cannot otherwise be finished on time. 

2. Related Work 

2.1. Sarcasm detection 

In recent years, scholars have increasingly focused on sarcasm detection in social media 

comments. Sarcasm detection for social media comments is a challenging task, which is 

related to multiple factors such as the authenticity of the comment, the author's intention, 

and the form of text. Following previous works [10-11], we define sarcastic comments 

as comments that convey sentiments or thoughts opposite to the user's genuine emotions 

or intentions. The rule-based and dictionary-based method requires researchers to 

manually design language rules [12] or extract simple statistical patterns from the corpus 

[13], and then learn through the statistical machine-learning method [14-15] to 

distinguish the sarcastic tendency of comments. 
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Thanks to its powerful data-independent modeling capabilities and excellent 

performance, deep learning technology has recently garnered significant attention in the 

realm of sarcasm detection. For example, the study [16] proposed a retrieval detection 

method for verbal sarcasm by retrieving implicit knowledge in the open domain. In [17], 

Wang et al. proposed a multi-modal mutual learning network for multi-modal sarcasm 

detection. In addition, transformer-based models have also been applied to sarcasm 

detection [18-19]. In fact, the determination of sarcasm depends heavily on the topic 

information. In [20], Lin et al. used the Latent Diliket Allocation (LDA) topic model to 

build a key feature vocabulary based on consumer topic reviews and discovered 

sarcastic feature words based on consumer review topics. In response to the problem 

that topic information cannot be used in multi-label emotion detection tasks, the study 

[21] proposed a topic-enhanced capsule network to learn the underlying topic 

information. In [22], Wu et al. performed topic modeling on input images and text and 

combined latent multi-modal topic features to enrich context. 

Topic-oriented sarcasm detection is a type of sarcasm detection, and they all need to 

detect the sarcastic tendency of sentences. The difference is that the former requires a 

specific topic to determine whether the sentence is a satirical expression for that topic. 

This means that the same sentence may have different sarcastic labels when the topic is 

different. Therefore, compared with traditional sarcasm detection, topic-oriented 

sarcasm detection is closer to real scenes and more challenging [5]. Inspired by the 

topic-oriented sarcasm detection task, this paper proposes an Entity Knowledge-based 

Prompt Learning (EKPL) model. Different from existing methods for this task, we 

utilize an external knowledge base to link entities in topics and comments, and we 

introduce entity context information to provide a better explanation of topics and 

comments. 

2.2. Prompt Learning 

Existing PLMS have demonstrated their strong performance in various classification 

tasks, such as ELMo [23], BERT [24], and Roberta [25]. Many studies are also 

exploring how to better utilize these PLMs. Previous studies are mainly divided into two 

ways to leverage PLMs: feature-based and fine-tuning. The feature-based approach 

regards the PLM as a feature extractor, while the fine-tuning approach treats the PLM as 

an initialized backbone for continued training on downstream tasks [26]. Despite the 

great success of the above methods, there is an inevitable huge disparity between the 

language model pre-training and the target task fine-tuning process [27-28]. 

Fortunately, many studies have explored another reliable paradigm for leveraging 

PLMs, called prompt learning. Prompt learning can show the potential to further 

improve performance by narrowing the disparity between language model pre-training 

and target task training [29-30]. Later, the study [7] proposed the Pattern Exploration 

Training (PET) method for few-shot learning. This method replaces labels with [MASK] 

tokens in a manually constructed template, converts the original classification task into a 

cloze form, and relies on the language model to predict the words filled in at [MASK]. 

In response to the problem that previous prompt learning-based methods did not 

consider external information, the study [31] proposed a knowledge-based prompt 

learning method. This method improves the coverage of labels by integrating external 
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knowledge bases and demonstrates the effectiveness of knowledge tuning in zero-shot 

and few-shot text classification tasks. In [32], Xie et al. proposed a method to extract 

prior knowledge from pre-trained language models using prompts. This method enables 

the model to effectively extract relevant information from a huge language knowledge 

base for different relationship types by designing specific query instructions. We 

leverage prompt learning to use Roberta for topic-oriented sarcasm detection, where the 

template combines entity knowledge information and learnable tokens. 

2.3. Knowledge information utilization 

In recent years, external knowledge information has attracted widespread attention in 

several natural language processing tasks [33-36], including sarcasm detection tasks. 

Some studies assist in judging the sarcastic tendency of a given text by introducing 

contextual information [37]. From a multimodal perspective, many studies utilize 

multimodal data such as images and videos to help with sarcasm detection [38-40]. In 

addition, some researchers have used knowledge graphs to extract information from text 

for sarcasm detection [10-11]. The good flexibility of knowledge graphs allows them to 

be used without external information (such as contextual information and image data). 

Therefore, we use knowledge graphs for topic-oriented sarcasm detection. 

The knowledge graph is composed of multiple entity nodes and edges describing 

entity relationships, which can provide rich auxiliary information for learning the 

semantic features of the context. Knowledge graphs are widely used in various fields 

through entity linking [41-43]. In [44], Hu et al. proposed a method to align knowledge 

representation with text representation by applying entity-linking technology. In [45], 

Dun et al. utilize attention mechanisms to adjust word representations and entity 

knowledge representations. In addition, some studies propose integrating knowledge 

information into prompt learning. In [16], Wen et al. used prompt learning to identify 

texts with connotative knowledge related to a given text, thereby improving the model's 

ability to understand text semantics. 

Different from the above methods, our EKPL model integrates knowledge 

information obtained from the knowledge graph into PLM and further enhances the 

comprehension of comment content by fusing knowledge information sequences to 

explore its application in topic-oriented sarcasm detection task. 

3. Task Modeling 

The topic-oriented sarcasm detection task is a binary classification task. Our research 

goal is to detect the sarcastic tendency of social media comments on specific topics. We 

formally define this task as follows: The input is a topic-comment text pair, which 

contains a topic text and a comment text. The topic text  1 2 3, , , , mT t t t t L  consists of 

m words, and the comment text  1 2 3, , , , nC c c c c L  consists of n words. Topic-

oriented sarcasm detection aims to predict the label {0,1}y  of a comment C  on a 
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specific topic T , where 1 represents sarcasm comments and 0 represents non-sarcasm 

comments. 

4. Methodology 

In this section, we first elaborate on the method for acquiring knowledge, then introduce 

the method of leveraging PLM through prompt learning in our topic-oriented sarcasm 

detection task. Finally, we detail its knowledge enhancement method.  

The overall architecture of the EKPL model is shown in Figure 3. The input of EKPL 

is the topic and comment text, and its output is the predicted probability of the labels. 

Specifically, we first leverage prompt learning to build a topic-oriented template and 

add learnable tokens to this template. Entity knowledge and entity context knowledge 

are then extracted from the knowledge graph and their representations are integrated into 

the template. Finally, we map the labels of sarcastic comments to corresponding words 

and predict them through a module called Veralizer. 

Entity Linking

RoBERTa Embedding 
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把加州点燃了.....上帝保佑,只烧到加州.伟大的美

利坚万岁,大火没点燃华盛顿......

美国加州山火几乎
被扑灭，但降雨和
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 Sequence for Entity Context

Literal
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(a)Template Construction 

(b)Feature Extraction

(c)Sarcasm Detection
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Fig. 3. The overall architecture of the EKPL model 
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4.1. Knowledge Acquisition 

Entity knowledge acquisition. The utilization of external knowledge to enhance the 

performance of PLM has been extensively researched [46-47]. The purpose of this part 

is to obtain relevant entity knowledge in topics and comments by knowledge graphs. 

The model can better comprehend the expression of topic and comment content in this 

way. Entity linking is the most common method of leveraging knowledge graphs. We 

use the TagMe [48] tool to distinguish entities in topics and comments as shown in 

Figure 4. Then we align the entities with the corresponding entities in the knowledge 

graph Wikidata [9]. For example, the topic mentions the entity “特朗普” (Trump), we 

link it to and align it with the entity “唐纳德特朗普” (Donald Trump) in Wikidata. 

Through this step, we get entity sequence  1 2 3, , , , nEN = en en en enL . 

topic:

        特朗普正在研究要求盟国负担100%的

驻军费，再加50% 会员费 

text:

        交更多保护费，又得不到实际的保护，

又随时被主出卖，真划算！

 特朗普   唐纳德特朗普 

 盟国   同盟国 

 驻军费   驻军部队所需费用 

 会员费   享受会员待遇所需费用 

 保护费   保护费 

 保护   保护安全 

性别

名字

姓氏

奖项

工作

政党

国籍
事件

特朗普

男性

川普

唐纳德

政治家

美国

IG诺贝尔奖

共和党

竞选美国总统

 

Fig. 4. The process of knowledge extraction 

Entity context knowledge acquisition. The entity context is obtained based on the 

corresponding entities aligned above. For entity ien , we define the entity context as the 

entity node adjacent to ien  in the knowledge graph. Therefore, we extract the entity 

node jen  that is related to the current entity ien  and has a distance of  iec en  as the 

entity context r: 

 

      , , 1
j ji i i j en enec en en en r en K d d      (1) 

where r  is the relationship between entity ien  and entity jen , K  is the knowledge 

graph, and d  is the distance between entity ien  and entity jen . For example, the entity 

nodes adjacent to the entity “唐纳德特朗普” (Donald Trump) are “美国总统” 

(President of the United States), “IG诺贝尔奖” (IG Nobel Prize), “政治家” 

(Politician), “共和党” (Republican Party) and so on. These adjacent entity nodes 

form the entity context of entity “唐纳德特朗普” (Donald Trump). Then we can get 

the entity context sequence:         1 2 3, , , , nEC ec en ec en ec en ec en L . 
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4.2. Prompt Learning 

To address the challenge of data scarcity during fine-tuning, we use a different PLM 

utilization paradigm, namely prompt learning. Similar to pre-training, prompt learning 

uses a cloze-style approach to the tuning process. Therefore, it makes more effective use 

of pre-training information, thereby further improving performance in data-scarce 

conditions [8]. In this section, we introduce in detail the proposed entity knowledge-

based prompt learning model, which uses entity knowledge in prompt learning to 

complete the topic-oriented sarcasm detection task. 

In the topic-oriented sarcasm detection task, the input to our model is a topic-

comment text pair that contains a topic text and a comment text. Assume that the topic 

contains m words and the comment contains n words. We denote the topic text sequence 

as  1 2 3, , , , mT t t t t L  and the comment text sequence as  1 2 3, , , , nC c c c c L . To be 

aligned with the pre-training process, we use a task-related template te  to encapsulate 

the input. This template is carefully designed and summarized based on the 

characteristics of the topic-oriented sarcasm detection task. We mask a keyword in the 

template and then add topics and comments to this template. The specific content and 

representation of the template are as follows: 

这是一条针对话题 “T ”的 [MASK] 评论 “ C ” 

(This is a [MASK] comment " C " for topic " T ") 

1 , , , , , , ,te te te

i wte z T z mask z C   L L  (2) 

Meanwhile, the use of entity information and entity context information containing 

rich knowledge can effectively promote the topic-oriented sarcasm detection task. 

Therefore, we propose a method to incorporate entity knowledge representations that are 

extracted from knowledge graphs into prompt learning. We add the obtained entity 

context to the template that we constructed as a supplementary explanation of the 

entities in the template, thereby forming a new interpretable template to advance our 

prompt learning model. 

4.3. Entity knowledge utilization 

First, we add the entity context sequence EC  obtained from the knowledge graph to 

the template te  to explain the large number of entities contained in the topics and 

comments in the template, thereby enhancing the guidance performance of the template.  

We splice the entity context sequence EC  after the template te  to form a new 

prompt p : 

这是一条针对话题 “T ”的 [MASK] 评论 “ C ”| EC  

(This is a [MASK] comment " C " for topic " T "| EC ) 

Inspired by [49], prompt with special learnable tokens can make prompt learning 

more effective. Therefore, we further add learnable tokens to the prompt p . We insert 

two special learnable tokens “<ht>” (head token) and “＜tt＞” (tail token) into the head 

and tail of the entity context sequence EC . The special learnable tokens are randomly 

initialized and updated during training. The specific content and expression of the 

prompt are as follows: 
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这是一条针对话题 “T ”的 [MASK] 评论 “ C ”|<ht> EC ＜tt＞ 

(This is a [MASK] comment " C " for topic " T "|<ht> EC ＜tt＞) 

 

1 , , , , , , , , ,te te te

i wp z T z mask z C ht EC tt   L L  (3) 

Then, we divide Roberta's encoder into two parts: embedding and transformer. As 

shown in formula (4): 

    _ _ _RoBERTa Encoder p RoBERTa Transformer RoBERTa Embedding p  (4) 

We input the prompt p into the embedding layer of Roberta for prompt embedding. 

As shown in formula (5): 

 

 1 , , , , , , , , , _te T te te te C EC

i mask w ht tte e e e e e e e e RoBERTa Embedding pL L  (5) 

where 
te

ie  is the embedding of the i -th word in template te . Te , Ce  and ECe  are the 

embeddings of topic text sequence, comment text sequence, and entity context sequence 

respectively. 
te

maske , hte  and tte  are the embeddings of mask <mask>, learnable tokens 

<ht> and <tt> respectively. 

Next, we encode the entity sequence EN  and entity context sequence EC  

separately. We encode entity sequence EN  and entity context sequence EC  with 

Roberta to obtain entity encoding  1 2, , ,EN EN EN

nEN r r r  L  and entity context encoding 

 1 2, , ,EC EC EC

nEC r r r  L : 

 1 1, , , ,EN EN

n nr r RoBERTa en enL L  (6) 

    1 1, , , ,EC EC

n nr r RoBERTa ec en ec enL L  (7) 

We utilize the Bidirectional Gated Recurrent Unit (Bi-GRU) to perform feature 

extraction on entity encoding EN   and entity context encoding EC . Bi-GRU utilizes 

gating mechanisms to capture long-term information of sequences and is less complex 

than Bidirectional Long Short-Term Memory (Bi-LSTM). The formulas are as follows: 

 1 1, , , ,EN EN EN EN

n nh h Bi GRU r r L L  (8) 

 1 1, , , ,EC EC EC EC

n nh h Bi GRU r r L L  (9) 

where 
EN

ih  and 
EC

ih  are feature vectors containing entity sequence information and 

entity context sequence information respectively. 

Knowledge integration. We choose the head feature 1

ENh  and tail feature 
EN

nh  in the 

feature vector 1 , ,EN EN

nh hL  that contains long-term and bidirectional entity sequence 

information output through Bi-GRU as the representation of entity knowledge. These 

two vectors are then added to the learnable tokens hte  and tte  in the prompt embedding: 

1
ˆ EN

ht hte e h   (10) 

ˆ EN

tt tt ne e h   (11) 

Next, we extract features from the prompt embedding containing entity knowledge to 

obtain prompt features through Roberta's transformer: 

 

 1 1
ˆ ˆ, , , , _ , , , ,te C te C

ht tt ht ttl l l l RoBERTa Transformer e e e eL L L L  (12) 
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After getting the prompt features, we perform a linear transformation on them: 

 

 1 , , , ,te C T

ht ttL l l l l W b  L L  (13) 

where W  is the weight matrix with dimension [256,768], b  is the bias vector with 

dimension [1,256] and L  is the output matrix. 

To better learn the relevant information between prompt and entity context, we 

introduce an Attention-over-Attention (AOA) mechanism after the output matrix L . 

This mechanism can further refine the relationship between hints and entity context by 

calculating the word pair correlation matrix, thereby improving the performance of the 

model. Firstly, we calculate an interaction matrix I : 

 
T

EC

iI L h   (14) 

where  
T

EC

ih  is the transpose of the entity context feature vector. 

Each row or column of this interaction matrix I  represents the word pair correlation 

between topic and comment. We perform softmax normalization on each row to obtain 

an attention matrix   of the prompt relative to the entity context. Then we perform 

softmax normalization on each column to obtain an attention matrix   of the entity 

context relative to the prompt. Then we average   by column to get the EC-level 

attention representation  , and do the dot multiplication with α to get the prompt-level 

attention representation  : 

= T    (15) 

Finally, the correlation representation s  between the prompt and the entity context is 

the weighted sum of the output matrix L  and the attention representation  : 
Ts L    (16) 

Veralizer. We use a module called Veralizer to simulate the process of predicting 

mask words in pre-training. This module maps labels to corresponding words, which are 

called mapping words. Inspired by [26], we convert each label into words with similar 

meanings through a similar translation method. For example, the label “讽刺” 

(sarcasm) can be similarly translated as “反讽” (irony) and “讥讽” (satire). Figure 

5 shows the mapping details between the label “讽刺” (sarcasm) and its mapping 

words. As shown in Figure 6, the topic-oriented sarcasm detection is a binary 

classification task, we set the label opposite to the label “讽刺” (sarcasm) as 

“字面” (literal) based on the template content “这是一条针对话题 “T ”的 

[MASK] 评论 “ C ””. 

Construct Knowledgeable 

Verbalizer

讽刺
(sarcasm)

反讽(irony),讽刺(sarcasm),幽默

(humorous),诙谐(wry),不协调

(incongruous),嘲讽(taunt),夸张

(hyperbole),讥讽(satire),戏谑

(banter),冷嘲热讽(Cynical),嘲

笑(mock),挖苦(ridicule),嗤笑

(scoff),滑稽(amusing)

irony,sarcasm,humorous,

wry,incongruous,

taunt,hyperbole,satire,

banter,cynical,

mock,ridicule,

scoff,amusing

sarcasm

humorous

irony

satire

hyperbole

Refine Knowledgeable 

Verbalizer
Final Verbalizer

 

Fig. 5. Mapping words corresponding to the label “讽刺” (sarcasm) 
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Construct Knowledgeable 

Verbalizer

字面
(literal)

字面(literal),明了(explicit),真实

(true),现实(real),直白(blunt),

事实(actual),直接(direct),

清楚(lucid),确切(exact),

直截了当(straight),非修辞性

(unrhetorical),简单(simple),明

确(unambiguous)

literal,explicit,true,

real,blunt,actual,direct,

lucid,exact,straight,

unrhetorical,simple,

unambiguous

exact

true

literal

real

blunt `

Refine Knowledgeable 

Verbalizer
Final Verbalizer

 

Fig. 6. Mapping words corresponding to the label “字面” (literal) 

First, we use Related Words‡ and Google Translation§ to obtain words with similar 

meanings to the labels. Related Words is a knowledge graph that integrates various 

resources, including word embeddings, ConceptNet, etc. Then we select 10 mapping 

words based on the word similarity provided by Related Words and Google Translation. 

Finally, we use MLP to predict the distribution probability of the <mask> position 

mapping word: 

   te

maskP mw p MLP s  (17) 

where mw is the mapping word,  P mw p  is the probability distribution of the 

mapping word mw, 
te

masks  is the feature of the mask <mask> in the correlation 

representation s . 

Since each mapping word has a different importance in the corresponding label, we 

allocate a learnable weight mwq  to each mapping word. The label probability  P y p  

can be obtained through the learnable weight mwq  and the probability distribution of the 

mapping word  P mw p : 

   
y

mw

mw S

P y p sigmoid q P mw p


 
  

 
 
  (18) 

where yS  is the mapping word set corresponding to the label. 

We use cross-entropy loss and L2 loss function to train and optimize our EKPL 

model. In addition, we use dropout to prevent model overfitting, thereby enhancing the 

model's generalization ability and robustness: 

 

 
2

1 1

log
N K

j j

i i
i j

Loss y P y p 
 

      (19) 

where N is the total number of training samples and K is the total number of 

categories. 
j

iy  is the true label of training sample i belonging to category j.  j

iP y p  is 

the probability that training sample i belongs to category j.   is the L2 regularization 

coefficient.   represents a trainable parameter in the model (e.g. Weight_decay). 

                                                           

 
‡ https://relatedwords.org 
§ https://translate.google.com 

https://relatedwords.org/
https://translate.google.com/
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5. Experiment 

In this section, we will verify the validity of the model through experiments. We first 

present the details of the dataset and related parameter settings. Then, we present and 

summarize the results of our model on test data. Finally, we analyze the stability and 

visualization of the model. 

Table 1. Dataset information 

Label Train Validation Test Total Ratio (%) 

irony 1464 486 486 2436 50.01 

literal 1461 487 487 2435 49.99 

total 2925 973 973 4871 100 

5.1. Experiment Setup 

To verify the effectiveness of our model, we conduct experiments on the publicly 

available ToSarcasm dataset. ToSarcasm is a dataset consisting of 4871 topic-comment 

text pairs, including 707 topics and 4871 comments. These topics and comments come 

from the Guanchazhe** website, and are mostly related to political news and humanities 

and social science. The statistics of the dataset are shown in Table 1. 

Due to the scarcity of public Chinese sarcasm detection datasets, ToSarcasm is the 

only existing publicly known topic-oriented sarcasm detection Chinese dataset. 

Therefore, we set up “Few-shot” and “Full-scale” in the comparison experiment and 

ablation experiment to simulate low-resource scenario and sufficient-resource scenario. 

Few-shot. We randomly select (5, 10, 20, 50, 100) samples from the original training 

set as the training set to simulate the real low-resource scenario. Then we create the 

development set of the same size, and the test set still uses the original test set. 

Considering that the training set and development set with different sample sizes in low-

resource scenarios significantly affect model performance, we repeated the above 

sampling method on 10 random seeds for the experiment. The results of the experiments 

were averaged after removing the maximum and minimum values. 

Full-scale. We directly use the original training set, development set and test set in 

the ToSarcasm dataset. The ratio of the three sets is 6:2:2 and they are all balanced sets. 

Model settings. We use Roberta-base [25] as our PLM. The hidden vector dimension 

of Roberta-base is 768, and the hidden layer dimension of Bi-GRU is 256. We have set 

the hidden layer size to 200 for MLP. To prevent overfitting, we use dropout to reduce 

the density of the model, and we set dropout to 0.2. During the training process, if the 

learning performance of the model does not improve after more than 10 times, the 

training will end early. We use the Adam optimizer [50] to optimize the parameters of 

the model. 

                                                           

 
** https://www.guancha.cn/ 

https://www.guancha.cn/
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Considering that our goal is to detect sarcastic comments, we set “讽刺” (sarcasm) 

as a positive example and “字面” (literal) as a negative example. We use precision 

(P), recall (R), accuracy (Acc), and F1-score (F1) to evaluate the model's classification 

performance. The calculation formula for each evaluation indicator is as follows: 

TP TN
Accuracy

TP TN FP FN




  
                                                            (20) 

TP
Precision

TP FP



                                                                         (21) 

 
TP

Recall
TP FN




                                                                         (22) 

 
2

1
P R

F score
P R

 
 


                                                                         (23) 

where TP represents the number of samples where the predicted label and the actual 

label both are “讽刺” (sarcasm); FP represents the number of samples where the 

predicted label is “讽刺” (sarcasm) but the actual label is “字面” (literal); FN 

represents the number of samples where the predicted label is “字面” (literal) but the 

actual label is “讽刺” (sarcasm); TN represents the number of samples where the 

predicted label and the actual label both are “字面” (literal). 

5.2. Comparative Methods 

In this section, we compare our EKPL model with traditional word vector models (1-3), 

which do not use PLM. Furthermore, we compare our EKPL model with feature-based 

models (4-5) and standard fine-tuned models (6-7). We further compare our EKPL 

model with several other powerful models for prompt learning (8-9). The details are as 

follows: 

(1) Bi-LSTM [51]: Use bidirectional LSTM to extract features from sentences and 

targets respectively, and then concatenate the extracted hidden layer features, which are 

finally used as classification features for sarcasm detection. 

(2) MIARN [52]: Effectively captures the contextual semantics of multi-dimensional 

information through the attention mechanism and Bi-LSTM, and then learns the 

inconsistency of sarcastic expressions in topics and comments, ultimately achieving 

accurate sarcasm detection. 

(3) ADGCN [53]: Utilizes external sentiment knowledge and adaptive dynamic graph 

convolutional networks to model sentiment inconsistencies in topics and comments to 

detect sarcastic expressions. 

(4) BERT [24]: The pre-trained language model BERT-base-Chinese can 

semantically represent target sentences and capture contextual semantic relationships 

through pre-training and fine-tuning. 

(5) ADGCN-BERT [53]: Combines the Adaptive Dynamic Graph Convolution 

Network (ADGCN) and the pre-trained language model BERT-base-Chinese. 

(6) KL-BERT [54]: A sarcasm detection model based on BERT and incorporating 

common sense knowledge. 
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(7) KC-ISA-BERT [55]: An implicit sentiment analysis model that uses a joint 

attention mechanism to integrate external common sense and contextual features. 

(8) PET [7]: Use the "[CLS]s[SEP]t[SEP] this is [MASK]" template as the input of 

the pre-trained language model BERT-base-Chinese, and predict whether the [MASK] 

position corresponds to "sarcasm" or "non-sarcasm" 

(9) TOSPrompt [5]: Prompt learning is used to construct a topic-oriented sarcastic 

expression prompt template to determine the sarcastic tendency of comments on specific 

topics. 

5.3. Experimental Results and Analysis 

Our experiments on the ToSarcasm dataset are shown in Table 2 and Table 3. From 

Table 2 and Table 3 we can derive the following results: 

Table 2. Comparison between our model and other models in Few-shot. The best results among 

the comparison models are marked with "*" 

Model 

Few-shot 

5 10 20 50 100 

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 

Bi-LSTM 23.17 26.06 28.27 30.76 35.56 37.58 31.60 33.36 39.67 41.43 

MIARN 24.89 26.54 26.23 27.76 19.52 20.45 18.45 20.84 40.67 42.25 

ADGCN 27.53 29.30 30.09 31.98 31.91 33.56 34.03 35.94 41.90 43.57 

BERT 35.24 36.75 33.71 36.32 35.90 37.70 38.57 40.38 47.23 50.65 

KL-BERT 35.89 36.27 34.66 36.71 35.41 37.83 38.72 40.59 48.17 50.90 

ADGCN-BERT 30.94 32.75 36.04 38.61 42.38 44.97 50.57 52.30 58.16 60.98 

KC-ISA-BERT 29.06 30.97 36.75 38.32 42.88 44.80 50.79 51.80 58.23 61.23 

PET 36.67 37.80 37.07 38.78 43.44* 45.20 50.08 52.63 59.87 61.57 

TOSPrompt 37.52* 39.61* 41.67* 43.22* 43.02 45.68* 51.16* 53.39* 60.22* 62.88* 

EKPL 40.83 41.25 42.77 43.92 46.40 48.34 52.52 54.60 61.29 63.51 

 

Comparison with Word Vector Models. First, we analyze the results between 

traditional word vector models and our entity knowledge-based prompt learning model. 

We used Chinese Word Vectors [56] to initialize word vectors for the three comparison 

models of Bi-LSTM, MIARN, and ADGCN. According to the experimental results, our 

entity knowledge-based prompt learning model has significantly improved the four 

evaluation indicators of precision, recall, accuracy, and F1-score compared to the 

traditional word vector models. Because the traditional word vector models have 

shortcomings in text semantic representation. In addition, the PLM-based models have 

also improved their indicators compared with the traditional word vector models. It can 

be shown that in the topic-oriented sarcasm detection task, the PLM-based models have 

better results. 
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Table 3. Comparison between our model and other models in Full-scale. The best results among 

the comparison models are marked with "*" 

Model 
Full-scale 

Acc F1 

Bi-LSTM 63.72 66.65 

MIARN 65.32 68.25 

ADGCN 65.90 69.19 

BERT 69.17 69.09 

KL-BERT 69.66 70.14 

ADGCN-BERT 70.40 70.83 

KC-ISA-BERT 70.57 71.88 

PET 70.70 71.44 

TOSPrompt 71.76
*
 73.20

*
 

EKPL 73.77 74.04 

 

Comparison with other PLM utilization models. Second, we compare our prompt 

learning model with feature and fine-tuning based PLM utilization models (KL-BERT, 

BERT, KC-ISA-BERT, ADGCN-BERT). It can be seen that our prompt learning model 

achieves better performance. It proves that our prompt learning model can better utilize 

PLM information. In addition, through the comparison of the above four PLM 

utilization models and prompt learning models (PET, TOSPrompt), we found that 

prompt learning has better results in topic-oriented sarcasm detection tasks. A simple 

sentence-level sarcasm detection model cannot complete the topic-oriented sarcasm 

detection task well, but this problem can be better solved with the help of the topic 

information prompt. 

Comparison with conventional prompt learning models. Finally, we validate the 

contribution of external knowledge to prompt learning. We compared our entity 

knowledge-based prompt learning model with conventional prompt learning models 

(PET, TOSPrompt). Compared with PET, our EKPL model improves accuracy and F1-

score by 2.01% and 0.84% respectively. Compared with TOSPrompt, our EKPL model 

improves accuracy and F1-score by 3.07% and 2.60% respectively. This shows that 

external knowledge can effectively guide prompt learning, thereby improving model 

performance. 

The above results show that our EKPL model achieves the best classification 

performance when the training data is sufficient. Our EKPL model still has good 

performance when training data is insufficient. Therefore, this model is suitable for 

topic-oriented sarcasm detection tasks in real scenarios. We summarize the reasons for 

the good performance of the EKPL model into the following two points: 1) EKPL uses 

prompt learning to model topic-oriented sarcasm detection tasks, and by designing a 

topic-oriented sarcastic expression prompt learning template, it can better learn the 

sarcastic expression information in comments. 2) EKPL uses entity knowledge and 

entity context knowledge to eliminate ambiguity caused by entities in topics and 

comments. It uses the attention mechanism to effectively integrate entity information 

into prompt learning. 

Comparison with EKPL variants. We conducted ablation experiments to verify the 

effectiveness of each part of the EKPL model. Variants of EKPL are as follows: 
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EKPL-EC: EKPL-EC is a variant of EKPL without entity context knowledge. The 

specific method is to remove the entity context sequence in the prompt and remove the 

AOA mechanism and the entity context features input to the AOA mechanism. 

EKPL-EN: EKPL-EN is a variant of EKPL without entity knowledge. We remove 

learnable tokens so that entity sequence features cannot be added to the corresponding 

positions of the learnable tokens in the prompt embedding. 

EKPL-EC-EN: EKPL-EC-EN is a variant of EKPL without entity knowledge and 

entity context knowledge. This variant only uses a manually designed template for 

prompt learning and is equivalent to the regular prompt learning model. 

EKPL-LW: EKPL-LW is a variant of EKPL without learnable weight for mapping 

words. 

EKPL-PT: EKPL-PT is a variant of EKPL that does not use prompt learning. We 

feed topics and comments directly into the model and keep only two learnable tokens. 

EKPL-TM: EKPL-TM is a variant of EKPL without template. We do not use 

templates for prompt learning, only keeping <mask> and entity knowledge injection. 

EKPL-AOA: EKPL-AOA is a variant of EKPL without the AOA mechanism. 

Table 4. Ablation study in Few-shot 

variants 

Few-shot 

5 10 20 50 100 

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 

-PT 32.14 33.49 33.98 34.21 33.90 34.00 35.61 36.37 37.78 38.82 

-TM 32.85 33.76 32.47 33.95 34.35 35.49 35.69 36.21 39.21 40.21 

-EC-EN 35.25 36.30 35.92 36.53 37.34 38.57 38.60 39.08 43.51 44.73 

-EN 37.80 38.54 38.78 39.59 44.20 45.03 50.63 51.41 59.73 60.51 

-EC 37.48 38.74 39.57 40.14 45.37 46.07 51.64 52.16 60.43 61.17 

-LW 38.12 39.68 40.50 41.16 45.69 46.90 51.41 52.20 60.74 61.90 

-AOA 39.51 40.17 41.48 42.43 46.39 47.53 52.12. 53.37 61.29 62.10 

EKPL 40.83 41.25 42.77 43.92 46.40 48.34 52.52 54.60 61.96 63.51 

As shown in Table 4 and Table 5, the variants of EKPL show varying degrees of 

performance degradation, which indicates that each part of EKPL is effective. Variant 

EKPL-PT and variant EKPL-TM have the most significant performance degradation. 

One possible reason is that after losing the guidance of the prompt, it is difficult for the 

model to understand the comment content based on the topic, resulting in more errors 

when predicting the meaning of the <mask> position. The result proves the importance 

of prompt learning and the construction of a template for prompt learning. When we 

remove entity context knowledge, the Acc and F1 of EKPL-EC decrease by 2.40% and 

1.28% respectively. This shows that comprehensive entity context knowledge is helpful 

for understanding entities in topics and comments. When we ignore entity knowledge, 

the Acc and F1 of EKPL-EN decrease by 2.54% and 1.39% compared with EKPL. The 

result shows that entity knowledge plays an important role in entity disambiguation. It 

also provides a basis for effectively combining entity context knowledge. When we 

remove external knowledge from EKPL, the indicators of EKPL-EC-EN decrease. For 

example, there is a 2.29% drop compared to EKPL in terms of F1-score. The research 
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result shows that entity knowledge is instructive for EKPL to detect sarcasm. 

Furthermore, we observe that the variant EKPL-LW performs comparably to fine-tuning 

without learnable weight for mapped words. Probably because PLM has a fixed prior 

preference for [MASK] prediction, which is determined by the pre-training process. The 

learnable weights of mapping words map the mapping words to the label through 

weighted summation to obtain more accurate results. 

Table 5. Ablation study in Full-scale 

variants 
Full-scale 

Acc F1 

-PT 68.48 69.06 

-TM 69.56 70.49 

-EC-EN 70.44 71.75 

-EN 71.23 72.65 

-EC 71.37 72.76 

-LW 72.18 73.30 

-AOA 72.32 73.93 

EKPL 73.77 74.04 

 

Fig. 7. The standard deviation of F1-score in few-shot settings 

5.4. Stability Analysis 

The stability of a model is also an important indicator for evaluating model 

performance, so we measured and analyzed the stability of our EKPL model. Model 

stability is measured as the standard deviation of F1-score. As shown in Figure 7, we 

compared the standard deviations of the 10 experimental results of each model under 
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few-shot in the comparative experiment. It can be found that our EKPL model is more 

stable than feature-based, fine-tuning and other prompt learning models in most cases 

through comparison. This proves that our model has great stability. 

In addition, we found that the standard deviation of the model will show a downward 

trend as the few-shot increases. We noticed that the word vector-based models tend to 

be more stable than various PLM utilization models in the case of smaller few-shots. It 

may be that PLM-based models are prone to overfitting when there is insufficient data, 

resulting in poor generalization ability and high randomness of the model. 

5.5. Visualization of mapping word weights 

We analyze the weight of each answer word after training. We average the answer 

weights under few-shot settings. 

 

Fig. 8. The mapping word weights of literal label 

Among the mapping words corresponding to the label “字面” (literal), “直白” 

(blunt) has the highest weight, while “明了” (explicit) has the smallest weight. As 

shown in Figure 8, it may be that PLM has a strong preference for the word “直白” 

(blunt). This result suggests that PLM's perception and understanding of words may be 

different from humans. As shown in Figure 9, we performed a visual analysis of the 

weight of each mapped word after training. Among the mapping words corresponding to 

the label “讽刺” (sarcasm), “讽刺” (sarcasm) and “反讽” (irony) have higher 

weights, which is in line with our predictions. 
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Fig. 9. The mapping word weights of sarcasm label 

6. Conclusion 

In this paper, we propose an entity knowledge-based prompt learning model (EKPL) to 

solve the topic-oriented sarcasm detection task. The core idea of the model is to use 

prompt learning to guide PLM. It adopts the same goal as the language model pre-

training, significantly narrowing the gap between pre-training and target task training. In 

addition, we inject entity knowledge into our well-designed template to refine the 

prompt representation. This can further enhance our sarcasm detection model. To the 

best of our knowledge, this is the first work to combine prompt learning and knowledge 

graphs for topic-oriented sarcasm detection. 

To evaluate our model, we conduct experiments on the publicly available ToSarcasm 

dataset. Comparison with different PLM utilization methods and other prompt learning 

models fully illustrates the superiority of our prompt learning method and the 

effectiveness of external knowledge on our prompt learning model. Furthermore, we 

conduct a detailed discussion and analysis of the results for a comprehensive 

understanding of our model. 

In future work, we will look for better knowledge representations and incorporate 

them as explicit features into prompt learning and deep neural networks to further 

improve the performance of sarcasm detection models. 
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