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Abstract. Sentiment analysis is the task of computationally identifying and quan-
tifying the emotions and opinions expressed in text. However, existing sentiment
analysis tools, while increasingly sophisticated, face challenges when applied to
complex and personal domains such as love letters. This study investigates the
performance and accuracy of four popular Python libraries for sentiment analysis
(TextBlob, Vader, Flair, and Hugging Face Transformer) in determining the polarity
and intensity of sentiments in love letters. A corpus of 300 love letters was collected
and randomly sampled to provide 500 sentences for analysis. Due to the lack of
labelled data, human experts participated in evaluating the quality and accuracy of
the sentiment annotations.Inter-rater agreements were computed among four judges
across randomly sampled sentence lots in two distinct blind rounds. The results re-
veal varying degrees of effectiveness and agreement among sentiment analysis tools
(TextBlob, Vader, Flair, and Hugging Face) and human judges, with Cohen’s Kappa
values showing low to moderate agreement (ranging from 0.09 to 0.77), and each
tool demonstrating unique strengths—Vader excelling in sentiment intensity and
Flair with Hugging Face better at contextual nuances—in handling the emotional
complexity of the texts. The study also highlights limitations and proposes some
custom metrics for evaluating sentiment analysis tools in the context of love letters,
such as tenderness index, passion quotient, nostalgia score, and others. The findings
contribute to the emerging field of sentiment analysis and provide insights for devel-
oping natural language models better suited for personal and emotionally charged
domains.
Keywords: Sentiment Analysis, Polarity Analysis, Natural Language Processing.

1. Introduction

Opinion mining, or sentiment analysis, is the process of computationally analysing text
to identify the dominant feelings that are conveyed. Sentiment analysis in writing is ex-
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tremely important for a variety of applications, from social media interactions and con-
sumer reviews to literary analysis and interpersonal communication [9, 16, 22, 23, 29, 30].
In 2002, the first publication on sentiment analysis using computer-based methods was
published. It was based on product reviews, which it used an unsupervised Pointwise Mu-
tual Information - Information Retrieval algorithm to categorize as thumb up or down for
positive and negative sentiment. [26].In the process of automating sentiment analysis, re-
searchers and practitioners have created and utilized a number of algorithms, each with
specific advantages and disadvantages [18] [17]. Social networking sites have become es-
sential resources for exchanging feelings with people all over the world as a result of the
Internet’s explosive growth. Many people use text, photos, music, and video to express
their ideas or perspectives. However, text communication through network media on the
web might be a little overwhelming. Every second, social networking websites produce a
significant amount of unstructured data on the Internet. To comprehend human behavior,
data analysis must begin as soon as it is generated. Sentiment analysis can assist with this
by identifying polarity in messages [20] [10].

The study begins with a thorough overview of related literature, outlining the present
state of sentiment analysis algorithms as we proceed on our comparison journey. The
technique is then covered in detail, including the dataset that was used, the evaluation
measures that were used, and the particular setups for each algorithm. The next sections
provide a thorough examination of each algorithm, contrasting its advantages and disad-
vantages in relation to sentiment analysis. Lastly, we present conclusions based on our
research, providing information about the algorithmic decisions that best satisfy the re-
quirements of sentiment analysis in highly emotive material. By conducting this research,
we hope to add significant knowledge to the emerging field of sentiment analysis and
assist practitioners in choosing algorithms that are appropriate for their particular use
cases [28] [19].

Existing sentiment analysis tools, while increasingly sophisticated, face challenges
when applied to complex and personal domains such as love letters. This study investi-
gates the responses and accuracy of four popular tools (TextBlob, Vader, Flair, and Hug-
ging Face Transformer) in determining the sentiment of love letters, specifically focusing
on sentences.

– Accuracy of Sentiment Categorisation: Can these tools effectively categorise love
letter sentences into neutral, positive, negative, and compound sentiment categories
with high accuracy?

– Human-based Evaluation: In the absence of readily available labeled data, how does
the sentiment analysis of these tools compare to the judgments of human experts on
love letter language?

– Tool Strengths and Limitations: What are the specific strengths and limitations of
each tool when analyzing the emotional complexity of love letters?

– Applicability and Model Development: Can the insights gained from this study be
used to guide the development of natural language models better suited for sentiment
analysis in personal texts like love letters?

By addressing these questions, this study aims to establish the suitability of existing sen-
timent analysis tools for personal and emotionally charged domains, paving the way for
more accurate natural language models in the future [31, 32].
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The study makes contributions to the field of sentiment analysis by rigorously evaluat-
ing the performance of four prominent sentiment analysis tools—TextBlob, Vader, Flair,
and Hugging Face Transformer—specifically within the context of love letters, a com-
plex and emotionally charged type of text. It introduces novel metrics such as the tender-
ness index, passion quotient, and nostalgia score, which are designed to measure subtle
emotional nuances more effectively. The findings highlight each tool’s strengths and lim-
itations, revealing a varying degree of accuracy and the ability to handle the intricate
emotional content of personal correspondence. These insights are crucial for advancing
the application of sentiment analysis technologies in personal and nuanced domains, pro-
viding a foundation for future enhancements and tool customizations tailored to specific
textual analyses. ‘

The novelty of this study lies in its focused examination of sentiment analysis tools
specifically within the domain of love letters—a unique and emotionally nuanced form
of personal communication. This is the first study, to the best of the authors’ knowledge,
to introduce and apply custom metrics such as the tenderness index, passion quotient,
and nostalgia score, which are specifically designed to assess and quantify the subtle
emotional nuances found in such texts. These innovations address the gap in existing
sentiment analysis research by tailoring evaluation techniques to the specific challenges
of analyzing deeply personal and emotional content, thereby expanding the applicability
and precision of sentiment analysis tools in handling complex, non-standard text datasets.

The paper has VI Sections. Sections I and II covers the Introduction and Literature
review. Section III and IV shows the Methodology and Results Discussions on this re-
search. Section V and VI describe the limitations and detailed conclusion of the analysis.

2. Literature Review

The paper compares sentiment analysis technologies using rule-based and machine learn-
ing methodologies, revealing that tool performance and strategy don’t always impact ac-
curacy, but low accuracy in small datasets necessitates further analysis. [2] [13]. In review-
ing recent advancements in sentiment analysis across different domains and modalities,
we see a variety of innovative approaches that leverage modern computational techniques
to enhance performance and adaptability. Firstly, Li et al. [22] and Karayiğit et al. [16]
both implement BERT-based models, but in distinctly different contexts—Li et al. focus
on extracting complex aspect-category-opinion-sentiment relationships for implicit sen-
timent analysis, demonstrating a marked improvement in F1 and recall scores, whereas
Karayiğit et al. apply BERT to analyze COVID-19 related sentiments on social media,
achieving superior classification accuracy over traditional and other deep learning mod-
els. Yang et al. [33] introduce a tri-modal model that incorporates contrastive learning and
a transformer architecture to optimize multimodal sentiment analysis. This approach ad-
dresses alignment and semantic discrepancies across text, audio, and visual data, showing
notable improvements on benchmark datasets.

In the realm of recommendation systems, Gu et al. [8] and Rosewelt et al. [29] blend
sentiment analysis with graph neural networks and optimization algorithms, respectively,
to refine e-commerce recommendations based on user sentiment extracted from reviews,
which both show substantial enhancements in recommendation accuracy. Gunasekar and
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Thilagamani [9] focus on cross-domain sentiment analysis by developing a network that
integrates aspect and domain-invariant features, resulting in a model that outperforms tra-
ditional approaches in adapting to new domains without loss of sentiment analysis accu-
racy. Shi et al. [30] and Liang et al. [23] both extend the capabilities of sentiment analysis
models through innovative learning strategies. Shi et al. introduce an adaptive prompt-
based method that utilizes contrastive learning to effectively handle few-shot learning
scenarios, while Liang et al. develop a multi-channel model that integrates pre-training
mechanisms to better capture nuanced textual information from user-generated content.

The field of sentiment analysis has seen significant advancements through the devel-
opment and application of rule-based, machine learning, and hybrid methodologies.

Rule-based sentiment analysis systems rely on manually crafted rules to identify and
classify sentiments based on the presence of certain keywords, phrases, or patterns that
have predefined sentimental values. Liu and Haig [24] proposed the use of fuzzy rule-
based systems for interpretable sentiment analysis, highlighting the approach’s alignment
with the inherent uncertainty of language and its contribution to interpretability. Hutto and
Gilbert [11] introduced VADER, a parsimonious rule-based model designed specifically
for social media text, showcasing its effectiveness by outperforming individual human
raters and various benchmarks in sentiment analysis tasks. Rule-based approaches offer
interpretability and straightforward implementation but may lack flexibility and compre-
hensiveness.

The advent of machine learning, especially deep learning, has significantly advanced
sentiment analysis by automating the extraction of complex features from text. Do et
al. [6] provided a comprehensive review of deep learning techniques for aspect-based
sentiment analysis, underscoring their ability to capture both syntactic and semantic fea-
tures without the need for manual feature engineering. Similarly, Zhang et al. [34] sur-
veyed deep learning applications in sentiment analysis, illustrating the technique’s suc-
cess across various sentiment analysis tasks due to its sophisticated data representation
learning capabilities. Machine learning methodologies, particularly deep learning, pro-
vide powerful tools for capturing the complexities of language and sentiment but can
suffer from a lack of interpretability and require substantial computational resources. Tra-
ditional and deep learning approaches are directly compared in the works of Kapočiūtė-
Dzikienė et al. [15] and Pratibha et al. [28], with the former testing these methods on
Lithuanian text sentiment analysis and finding traditional techniques slightly outperform-
ing deep learning methods, while the latter curates a multimodal dataset for analyzing
sentiments in tweets related to war and peace, demonstrating the growing importance of
comprehensive datasets for deep pragmatic analysis.

Hybrid systems aim to combine the interpretability and simplicity of rule-based ap-
proaches with the powerful feature extraction and prediction capabilities of machine
learning models. Chikersal et al. [4] developed SeNTU, a system that integrates a rule-
based classifier with supervised learning (specifically, Support Vector Machines) for Twit-
ter sentiment analysis, demonstrating how rules can refine machine learning predictions.
Prabowo and Thelwall [27] combined rule-based classification, supervised learning, and
machine learning into a novel method that improves classification effectiveness, show-
casing the potential of hybrid approaches in enhancing sentiment analysis performance.
Hybrid systems emerge as a promising middle ground, leveraging the strengths of both
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approaches to achieve both high performance and interpretability in sentiment analysis
tasks.

The discussed articles collectively illustrate the diverse applications of sentiment anal-
ysis in improving systems’ ability to interpret human emotions accurately across various
digital platforms and modalities.

3. Methodology

Based on the identified problems and aims of this study, In this section we explain the
steps taken for obtaining them (Figure 3). The section begins explanation of how the
dataset for this research was created.The next step is to preprocess the data so that it can
be subjected to sentiment analysis using these four tools.

Fig. 1. Sentiment Analysis Flow

– Dataset Collection
In this paper, we provide a carefully selected dataset of 300 love letters gathered
from various sources, including well-known websites like Google and Quora. The
wide and diverse spectrum of expressions of love captured in the dataset reflects
the complex and multifaceted nature of this complex emotion. The dataset including
these carefully prepared letters is available to the general public on Mendeley [DOI:
10.17632/rd5bjbnm35.3]. The dataset contains actual sentiments in each love letter,
making it a vital resource for sentiment analysis research. We primarily assess how
well four different Natural Language Processing (NLP) algorithms do in determining
the sentiment conveyed in these love letters. This in-depth investigation seeks to fur-
ther the field of sentiment analysis in the context of amorous emotions by shedding
insight on how well these algorithms capture the complex intricacies of emotional
language.

– Preprocessing
For this research number of preprocessing steps were taken. It entails actions chang-
ing text to lowercase, tokenizing it, deleting punctuation, removing common words
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(stop words), and stemming/lemmatization words to their simplest form. Managing
numerals, special characters, contractions, HTML elements, and URLs are additional
steps.The objective is to prepare text data for machine learning and sentiment analysis
by cleaning and organizing it. [1].

– Sentiment Analysis Tools [5]
Sentiment analysis tools known as software applications are used to examine text
exchanges to determine the tone, intent, and emotion of each message. Businesses
can gain from these technologies in a number of ways, such as more efficient feed-
back management, enhanced issue solving, higher-quality goods and services, well-
informed business decisions, and real-time feedback analysis.

1. TextBlob TextBlob is a rule-based sentiment analysis tool that adheres to natural lan-
guage processing principles. Unlike certain other sentiment analysis tools, TextBlob
does not rely on pre-trained models but rather employs a rule-based methodology to
determine sentiment in textual data. Even anyone without programming skills can
use it because of its simple and intuitive design. Its primary benefit is its ease of in-
tegration with Python, despite its limited support for multiple languages, including
English. TextBlob’s sentiment analysis provides basic emotion identification and cat-
egorizes text as positive, negative, or neutral depending on its polarity. Its handling
of denial and complex contextual nuances is fairly limited, and it might not be able to
portray the subtle emotional nuances in more complex texts. [12].TextBlob is often
used in academic contexts and small-scale projects where a quick and easy sentiment
analysis is sufficient, even though it is lightweight and simple to use. Additionally,
real-time applications are a good fit for it. The tool’s robust documentation and active
community further contribute to its success in certain applications.

2. VADER For use with social media text and short content segments, the rule-based
VADER (Valence Aware Dic-tionary and Sentiment Reasoner) Sentiment Analyzer
is designed. VADER is particularly good at processing sentiments expressed through
colloquial language because of its rule-based architecture and pre-trained lexicon,
which enable it to discern sentiment intensity with remarkable accuracy. Because it
is specifically made to account for context and negations, this tool is perfect for sen-
timent analysis in short, passionate texts like tweets and online comments. VADER
offers a compound score that accounts for the overall strength of the sentence in ad-
dition to polarity scores. [14].On a scale that goes from extremely negative to highly
positive, emotions are grouped. VADER is good at capturing sentiment in real-time
and doesn’t require fine-tuning, but because it is rule-based, it might not be as suitable
for longer or more formal writings. However, because of its ease of use and effec-
tiveness in gathering sentiment subtleties, VADER is a popular choice for sentiment
analysis tasks in social media and short text contexts.

3. Flair This machine learning-based sentiment analysis tool stands out for its advanced
features and contextual embeddings. Rather than using rule-based techniques, Flair
use pre-trained contextual embeddings to capture the semantic meaning of words and
phrases in context. This helps to increase the understanding of sentiments by enabling
Flair to recognize the intricate relationships that exist between words and their sur-
roundings. Flair’s multilingual features enable it to offer extensive language support
for a large range of documents. Additionally, it provides the fine-tuning option, which
lets users adjust the model to suit certain domains or activities.Because of its strength
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in managing negation, context, and emotion recognition, it is helpful for sentiment
analysis jobs in a range of scenarios, including those involving love letters with com-
plex emotional expressions. However, it needs a lot of processing power, especially
for real-time applications, and depending on the specific embeddings used, the model
size may vary. Flair is well-liked in academia and business because to its sophisticated
features and adaptability for sentiment analysis tasks. [25].

4. Hugging Face It is a platform that houses a variety of cutting-edge natural lan-
guage processing (NLP) models, including transformer-based models like BERT,
GPT, and many others, even if it isn’t a dedicated sentiment analysis tool.Because
of their remarkable results on a range of NLP benchmarks, these models—which
are available via the Hugging Face Transformers library—have emerged as the pre-
ferred options for sentiment analysis assignments. Hugging Face transformer-based
models are characterized by their capacity to represent intricate contextual relation-
ships in text, which makes them ideal for sentiment analysis of a wide range of
complicated content, including love letters. By using deep learning techniques, these
models frequently perform better than conventional rule-based or lexicon-based ap-
proaches [15]. Hugging Face platform offers a library of pre-trained models that span
numerous languages and domains. Additionally, it facilitates fine-tuning, enabling
customers to customize the models to meet their unique requirements. Because of the
platform’s comprehensive documentation, user-friendly interface, and a large com-
munity of contributors to its ecosystem, it is widely used in both academics and in-
dustry. Hugging Face is useful for practitioners looking for state-of-the-art solutions
for sentiment analysis tasks, especially those involving love letters with rich emo-
tional content because it uses transformer-based models to handle complex linguistic
nuances. [3].
Table[1] shows some important features of the above four tools.

Table 1. Features of Tools

Tools Algo. Logic Supportive Lang. Pre trained Fine tuning Emo Recog. Industry Acceptance
TextBlob Rule-based Limited No NA Simple Academic, Small-scale
Vader Rule-based English Yes NA Sentiment inten-

sity
Brief texts & social media

Flair Machine Learn-
ing

multiple lang. Yes Yes Advanced Business and academia

Hugging face Transformer-
based

multiple lang. Yes Yes Refined Research and Business

– Sentiment Polarity Analysis of Love Letters

Python functions were developed to compute the polarity of the sentiments as shown in
Table 2, which is the short view of the output. It contains the sentiment scores of each
sentence (Segment Content). The descriptions are as follows :

This dataset is used for the analyses of text sentiment through multiple tools. Each
”Segmented Content” segment receives a polarity score (-1 to +1) from TextBlob (mea-
suring negativity/positivity) and a subjectivity score (0 to 1) from the same tool (mea-
suring opinionatedness). VADER further categorises text as Positive, Negative, Neutral,
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or with a ”Compound” score (-1 to +1) combining these proportions. Flair and Hugging
Face models also provide sentiment analysis and confidence levels [2].

Table 2. Tool Polarity and Judge Score(Partial view)

Segment Content TB Pol TB Sub VD Pos VD Neu VD Neg VD Comp F Sent F Confd HF J1 T1 J1 T2 J1 T3 J1 T4
Dear My Girl, Yes, I
do comprehend that you
are experiencing quite a
bit of discomfort in your
first workplace, ....

0.17 0.38 0.10 0.76 0.12 -0.22 N 0.99 N 1 1 0 1

People will not respect
your time and will try to
take your attention, most
of the time without any
malice in their hearts,....

0.12 0.42 0.09 0.87 0.02 0.67 N 0.99 N 1 1 0 1

It’s possible that you’ll
have feelings of guilt be-
cause you didn’t follow
through with what you
had planned to do.

0 1 0 0.9 0.1 -0.27 N 0.99 N 1 0 1 1

However, you are not to
blame because you are
a human being.Everyone
gets their attention di-
verted.

0 0.1 0.12 0.88 0 0.25 P 0.82 N 1 0 0 0

In many respects, the
fundamental split is be-
tween those individuals
who are able to get back
on track .....

0.33 0.39 0.09 0.85 0.05 0.20 P 0.90 N 1 1 0 1

You are going to get in-
terrupted, but you have
the option to keep what
you say short.

0 0 0.16 0.78 0.05 0.61 P 0.99 P 0 1 1 1

In summary, the following methodology (Figure 2) has been implemented to obtain
the goals of this study.

1. Tool Selection and Parameter Configuration: Selected tools for evaluation include:
TextBlob, Vader, Flair, and Hugging Face Transformer and configuration of the rel-
evant parameters for each tool was done to ensure consistency and fairness in the
analysis.

2. Dataset Preparation:
– Collect a corpus of 300 love letters to serve as the dataset for analysis.
– Randomly select 500 sentences from the love letters to provide a representative

sample.
3. Sentiment Analysis of Love Letters: The TextBlob, Vader, Flair, and Hugging Face

Transformer were used to analyze and categorize selected sentences into neutral, pos-
itive, negative, and compound sentiments.

4. Human-based Evaluation:
– Engagement of human experts for two blind rounds to independently evaluate the

sentiment of the same set of sentences.
– Collection of annotations from human judges regarding the sentiment categories

for comparison with tool-generated results.
– Calculate Inter-Rater Agreements between the sentiment analysis tools and hu-

man judges using metrics Cohen’s Kappa and analysis of the level of agree-
ment/disagreement between tools and human experts.

5. Strengths and Limitations Assessment: Examination of the specific strengths and
limitations of each sentiment analysis tool.
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Fig. 2. Research Flow

6. Applicability : Based on the findings, derivation of the insights into the applicability
of existing sentiment analysis tools for personal and emotionally charged domains
like personal love letters, etc.

7. Data Analysis and Visualization:
– Analyses of the collected data using statistical methods to derive quantitative

insights.
– Draw confusion matrices and histograms, to present the results in a comprehen-

sible manner.
8. Conclusion and Recommendations for summarization of the study’s findings, high-

lighting the suitability and limitations of sentiment analysis tools for love letters. In
the next section, we discuss the outcome of the methodology applied.

4. Results & Discussion

Evaluating sentiment analysis tools in real-time NLP text data without a benchmark or a
labeled dataset is hard due to the dependency of traditional supervised learning metrics
on ground truth labels. However, other strategies can be used to approximate accuracy
or evaluate performance, including Human expert evaluation. This involves using human
annotators to assess the accuracy of sentiment predictions by comparing human annota-
tions to the predictions made by each sentiment analysis tool. Hence, user feedback as
a tool of evaluation was used in this research work. User feedback serves as an indirect
measure of performance if sentiment analysis tools are integrated into an application or
platform. Therefore, In this section, we discuss the outcome of the annotations that these
tools assign to the segmented text of the love letters.

4.1. Objective Agreement Between the Tools :

This research work aims to evaluate sentiment analysis tools objectively and subjectively.
We compare their agreement on polarity and relevance to human judgements in love let-
ters. High agreement validates tool reliability, while disagreements expose limitations
and biases, guiding model improvement. Sentiment can be complex, so disagreements
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may reflect natural language complexity and automated emotion capture challenges. By
understanding these discrepancies, we can refine models, improve context understanding,
and consider factors like irony or cultural references that influence sentiment. This section
focuses on tool agreement levels on the same content.

Agreement of Random Samples (100) In this 100 sentences were randomly selected
from a corpus of love letters to ensure an unbiased and representative analysis. This ran-
domness is crucial as it prevents any sampling bias, guaranteeing that each sentence in the
corpus has an equal chance of being chosen. Sentiment and polarity analyses were then
conducted on these sentences using various Natural Language Processing (NLP) tools,
including TextBlob, VADER, Flair, and Hugging Face. Each tool applies its methodology
to evaluate the emotional tone of the text, yielding scores that indicate the sentiment’s
positivity or negativity. These scores were meticulously recorded in an Excel sheet for
detailed analysis and comparison. The core of the study involved analysing the agreement
and disagreement among these tools outcomes. This phase is essential to gauge the re-
liability and consistency of sentiment analysis methodologies. Statistical measures like
Cohen’s Kappa [21] have been used to quantify the agreement between the tool’s senti-
ment assessments. The results of this analysis are critical; high agreement levels between
tools could indicate their reliability, while significant disagreements might highlight the
subjective nature of sentiment analysis or the diverse approaches of different tools. Ulti-
mately, the study’s structured approach, starting from the random selection of sentences to
detailed sentiment analysis and inter-tool agreement assessment, offers a comprehensive
understanding of the sentiments in the love letters.

Fig. 3. Textblob Polarity and Subjectivity Distribution

– TextBlob Polarity: The polarity scores in Fig. 4 indicates that the majority of sen-
timents are positive, with a mean polarity of around 0.18. However, there is a wide
distribution, with some sentiments being negative as well.

– TextBlob Subjectivity: The subjectivity scores in Fig 3. show a mean of about 0.51,
suggesting a balance between objective and subjective sentiments in the dataset. The
distribution is fairly uniform.

– VADER Scores: The VADER in Fig. 4 shows a higher distribution of neutral scores,
with positive sentiments also being fairly common. Negative scores are less frequent,
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Fig. 4. Vader Score Distribution

and the compound score histogram reflects a skew towards positive compound senti-
ment.

Fig. 5. Flair and Huggingface Distribution

– Flair Sentiment: The bar plot for Flair sentiment in Fig5. indicates that there is a
predominance of one sentiment class over the other in the dataset.

– Hugging Face Sentiment: Similar to the Flair sentiment, the Hugging Face sentiment
classifier in Fig. 4 shows a distribution skewed towards one sentiment class.

Using Cohen’s Kappa score, the agreement with sentiment score from the four tools
has been calculated.

The Cohen’s Kappa Score Matrix (κ) is calculated to assess the agreement between
two raters (or tools) who classify items into mutually exclusive categories. The formula
for Cohen’s Kappa is given by:

κ =
po − pe
1− pe

(1)

where: po is the relative observed agreement among raters, computed as the proportion of
items upon which the raters agree. pe is the hypothetical probability of chance agreement,
calculated based on the probabilities of each rater randomly assigning items to categories.
To calculate these probabilities, construct a k×k confusion matrix for k categories, where
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the element at the ith row and jth column (nij) represents the number of items Rater 1
classified into category i and Rater 2 into category j. Then, po is calculated as:

po =
1

N

k∑
i=1

nii (2)

where nii are the diagonal elements of the confusion matrix (where raters agree), and N
is the total number of items. The probability of chance agreement, pe, is computed as:

pe =

k∑
i=1

(∑k
j=1 nij

N

)(∑k
j=1 nji

N

)
(3)

where the first term inside the summation is the proportion of items Rater 1 assigns to
category i, and the second term is the proportion of items Rater 2 assigns to the same cat-
egory. Cohen’s Kappa score ranges from -1 (perfect disagreement) to +1 (perfect agree-
ment), with 0 indicating that the observed agreement is exactly what would be expected
by chance.

The outcomes are displayed in Table 4.1 and Fig. 6

Fig. 6. Cohen’s Kappa score Matrix for Sentiment Agreement

Agreement of Random Samples (200) As done before in the previous case of 100, 200
sentences were randomly selected from a corpus of love letters to ensure an unbiased
and representative analysis for the second round of evaluation. In this case the following
observations can be made.
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Fig. 7. Textblob Polarity and Subjectivity Distribution

Fig. 8. Vader Score Distribution

Fig. 9. Flair and HuggingFace sentiment Distribution
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Table 3. Results of Cohen Kappa Score Matrix

TextBlob
and
VADER:

TextBlob
and Flair

TextBlob
and Hug-
ging Face

VADER
and Flair

VADER
and Hug-
ging Face

Flair and
Hugging
Face

K=0.21
K=0.21

K=0.09
K=0.09

K=0.10
K=0.10

K=0.40
K=0.40

K=0.33
K=0.33

K=0.77
K=0.77

– TextBlob Polarity: The polarity scores from TextBlob in Fig. 7 indicate a distribution
with a slight skew towards positive sentiment.

– TextBlob Subjectivity: The subjectivity scores show a wide distribution, in Fig.7
indicating a mix of subjective and objective sentiments in the dataset.

– VADER Scores: The VADER sentiment analysis shows a variety of distributions for
the positive, neutral, and negative scores. The compound score distribution indicates
in Fig. 8 a skew towards positive sentiment overall.

– Flair Sentiment: The bar plot for Flair sentiment in Fig.9 shows the counts of each
sentiment class.

– Hugging Face Sentiment: Similarly, the bar plot for Hugging Face sentiment in Fig.
9 shows the distribution of sentiment classes.
The subsequent section of this analysis will focus on evaluating the extent of con-
cordance between human expert judgments across different sentences from love let-
ters.This examination is imperative to optimise and check the suitability of each tool’s
performance tailored to specific text genres such as love letter analysis.

4.2. Concordance Between Human Judges and Tools (Round 1 [100]) :

To analyse the concordance between human judges and tool scores, we will compute
the correlation between the judges’ ratings and the score of sentiments from the tools
(TextBlob, Vader,and Flair). This will help us understand how well the sentiment analysis
tools align with human judgement. For computations between the human judges them-
selves, we will calculate the correlation between the ratings of different judges to gauge
the degree of agreement among them. This will give light on the consistency of human
judgement across different individuals.

Concordance Between Human Judges and Tools Scores For this, the correlation be-
tween each judge’s ratings and the sentiment score from TextBlob, VADER, and Flair is
computed. Since the judge’s ratings are binary, we will use methods suitable for binary
data correlation with continuous data, such as point-biserial correlation (Figure 10).

– Correlations vary significantly across different judges and different tools in Fig.10
indicates that there is no consistent pattern of agreement or disagreement between
human judges and automated sentiment analysis tools.

– TextBlob Polarity: Some judges show a weak to moderate positive correlation with
TextBlob polarity, suggesting a slight agreement in assessing the overall sentiment
(positivity/negativity) of the texts.
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Fig. 10. Correlation between Human Judges and Tools
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– VADER Scores: Correlations with VADER scores (positive, neutral, negative, com-
pound) also vary. In some cases, there is a weak positive correlation, while in others,
there is no significant correlation or even a weak negative correlation.

– Flair Confidence: The correlation with Flair’s confidence in its sentiment predictions
is generally low, indicating that the confidence level of the Flair model is not very
aligned with human judgments.

Concordance Between Human Judges In this section, calculations regarding the
correlation between the ratings of different judges are done (Figure 11) and for this
correlating binary data, ( Phi coefficient) is computed, [7] which is a measure of the
association between two binary variables.

Fig. 11. Correlation between Human Judges
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The Phi coefficient [7] values between pairs of judges are as follows:
– The correlations vary significantly, indicating differing levels of agreement between

judges. However, in some cases, there is a moderate positive correlation, suggesting
agreement between certain pairs of judges. At the same time, it is observed that many
pairs of judges show low to negligible correlation, indicating a lack of consistent
agreement in their ratings.
item A few pairs show a high correlation in Fig.11 (e.g., ‘J1-T3‘ and ‘J1-T4‘ with a

coefficient of 0.774), suggesting a strong agreement in their judgments and scoring.

4.3. Inferences from the Concordance Values

Concordance Between Judges and Tools
–– There is no strong and consistent pattern of correlation between the judges’ ratings

and the sentiment analysis tool’s scores. This suggests that there may be some level
of agreement between human judges and automated tools, the concordance is not
uniform across different tools or different judges.

– The variability in correlations suggests that sentiment analysis tools might interpret
sentiment differently compared to human judgment, which can be due to the nuances
and complexities of human language that automated tools may not fully capture.

Concordance Between Human Judges
–– The varying levels of correlation between different pairs of judges highlight the sub-

jective nature of sentiment analysis when performed by humans. Different judges
may focus on different aspects of the text or interpret sentiments differently, leading
to varying levels of agreement.

– The presence of both high and low correlations among judges pairs suggests that
some judges may have similar criteria or thresholds for sentiment evaluation, others
differ significantly in their judgement.
These findings demonstrate the challenges in sentiment analysis, both in terms of
creating tools that can mimic human judgement and in achieving consistency among
human evaluators. It highlights the need for clear guidelines and training for human
judges and the importance of continuous improvement in sentiment analysis algo-
rithms to better align with human interpretations.

4.4. Concordance Between Human Judges and Tools (Round II [200]):

In this round, 200 random sentences with their evaluations are analysed, similar to
the previous round. It includes sentiment analysis scores from TextBlob, VADER,
and Flair, along with evaluations from four judges.

Concordance Between Human Judges and Tools Scores in Round II The observa-
tions regarding the point-biserial correlation coefficients between the judge’s ratings
and the sentiment analysis tool scores in Round II are as follows:
It can be observed that generally, the Correlations are low, indicating a weak agree-
ment between human judges and sentiment analysis tools. This is consistent across
different judges and tools. TextBlob Polarity and Subjectivity: Some judges show a
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slight positive correlation with TextBlob scores, but the correlation is generally weak.
In VADER Scores, the Correlations with positive, neutral, negative, and compound
scores vary and are generally low. In the case of Flair Confidence score analysis,
the correlation with Flair’s confidence level is also generally low, suggesting limited
alignment with human judgments.

Concordance Between Human Judges in Round II The Phi coefficient values
between pairs of judges in Round II are as follows:
The Variability in Correlations is similar to Round I, the correlations between judges
in Round II vary, indicating differing levels of agreement. At the same time, it can
be observed that some Moderate Correlations can be observed in case a few judge
pairs show moderate positive correlations, suggesting agreement in their evaluations.
Lastly, many Low Correlations can also be observed, clearly showing that many pairs
of judges exhibit low to negligible correlation, indicating a lack of consistent agree-
ment in their ratings. Based on the above observations, generally low correlations
between human judges and analysis tools suggest that the tools’ assessments of sen-
timent do not consistently align with human judgement. This might be due to the
complexity of human language and sentiment, which automated tools might not fully
capture.The variability in these correlations highlights the differences in how humans
and machines interpret and evaluate sentiment. The variability in agreement among
judges underscores the subjective nature of sentiment analysis. Different judges might
prioritise different aspects of the text or interpret sentiments differently. The presence
of both moderate and low correlations among judge pairs suggests varying criteria or
thresholds for sentiment evaluation among different judges. The findings from Round
II are inline with those from Round I, highlighting the challenges in achieving con-
sistency in sentiment analysis, both among human evaluators and between human
and automated tool assessments. This emphasises the guidelines for human sentiment
analysis and continued improvement in automated sentiment analysis algorithms.
From the round I and round II of evaluation, it is abundantly clear that such tools
are unsuitable for getting the sentimental value of the sentences embodied in the
love letter. There is a necessity to customise and modify these tools to gain such
availability.

5. Limitations and Future Applicability

Despite the significant advancements demonstrated in the reviewed sentiment analysis re-
search, several limitations are evident, offering directions for future work. One recurrent
challenge is the dependency on large, labeled datasets for training complex models. Al-
though efforts like those described by Shi et al. [30] aim to mitigate this through adaptive
prompt-based learning for few-shot scenarios, the generalization of such models across
truly diverse or low-resource linguistic domains remains problematic. Moreover, while
models such as those introduced by Yang et al. [33] improve multimodal sentiment anal-
ysis, the alignment of different modalities (text, audio, visual) and the effective fusion of
such data without redundancy still pose considerable challenges.

The complexity of sentiment analysis models, especially those integrating deep learn-
ing and neural networks, often leads to issues with interpretability. Models like the RWESA-
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GNNR proposed by Gu et al. [8] integrate sentiment analysis with graph neural networks
to enhance recommendation systems, yet the interpretability of such models is not well ad-
dressed, which is crucial for trust and reliability in real-world applications. Furthermore,
the performance of sentiment analysis tools across different cultural or demographic seg-
ments has not been thoroughly explored, which could affect the applicability and fairness
of these tools in global or multicultural settings.

Future research could focus on developing more robust models that require fewer data
yet are capable of high generalization across domains. This includes exploring unsuper-
vised or semi-supervised methods that could leverage unlabeled data more effectively.
There is also a pressing need for the development of models that provide better inter-
pretability and explainability, which are essential for applications in fields such as health-
care, finance, and law where understanding model decisions is crucial. Additionally, en-
hancing the ability of sentiment analysis tools to handle multimodal data more efficiently,
possibly through the development of novel neural network architectures or more sophis-
ticated data fusion techniques, could significantly improve the accuracy and applicability
of sentiment assessments. Lastly, the ethical implications and biases in sentiment analy-
sis need rigorous examination to ensure these tools are fair and equitable across all user
demographics.

Table 4. Sentiment Analysis Metrics for Love Letters

Metric Definition Calculation
Tenderness Index A metric that measures the tool’s accuracy in iden-

tifying and quantifying expressions of tenderness
in love letters.

Evaluate the frequency and intensity of words as-
sociated with tenderness (e.g., gentle, affectionate,
caring) in the sentiment predictions.

Passion Quotient Assess the tool’s effectiveness in capturing the
passionate undertones within love letters.

Analyze the presence and intensity of words re-
lated to passion (e.g., fiery, intense, desire) in the
sentiment predictions.

Nostalgia Score A metric indicating how well the sentiment anal-
ysis tool captures nostalgic sentiments in love let-
ters.

Consider the accuracy of identifying words and
phrases associated with nostalgia (e.g., reminisc-
ing, longing, memories) in the sentiment predic-
tions.

Romantic Consistency Measure the tool’s ability to maintain sentiment
consistency in segments of text expressing roman-
tic feelings.

Evaluate the tool’s performance in correctly pre-
dicting sentiment changes within the context of a
romantic narrative.

Depth of Emotional Under-
standing

Assess the tool’s capability to grasp the depth and
complexity of emotions conveyed in the love let-
ters.

Develop a metric that considers the tool’s accuracy
in capturing subtle shifts in sentiment intensity and
emotion complexity.

Personalization Accuracy Gauge how well the sentiment analysis tool adapts
to and accurately reflects the unique personaliza-
tion in individual love letters.

Evaluate the tool’s precision in identifying senti-
ment nuances specific to the personal writing style
and expressions of the letter.

Sentiment Diversity Measure the variety and range of sentiments de-
tected by each tool within the collection of love
letters.

Assess the tool’s performance in identifying a di-
verse array of sentiments, reflecting the multi-
faceted nature of love.

6. Conclusion

From the thorough analysis conducted during Round I and Round II evaluations, a clear
pattern emerges, underscoring the inadequacy of existing sentiment analysis tools in cap-
turing the nuanced sentimental value embedded within love letters. This revelation prompts
a compelling argument for the imperative need to customise and modify these tools to en-
hance their suitability for discerning sentiments in the context of personal and emotionally
charged texts. The key foundation of this argument lies in the examination of Phi coeffi-
cient values between pairs of judges in Round II. The Variability in Correlations, akin to
Round I, persists in Round II, indicating divergent levels of agreement among the judges.
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This variability is a crucial indicator of the challenges in achieving consensus, showcasing
that different pairs of judges exhibit inconsistent levels of agreement in their evaluations.

A critical observation arises from the presence of Moderate Correlations in specific
judge pairs, implying a degree of agreement in their assessments. However, the over-
arching trend reveals a multitude of Low Correlations, signifying that numerous judge
pairs display low to negligible correlation. This discrepancy directly points to the lack of
consistent alignment between human judges and sentiment analysis tools, implying that
these tools’ assessments do not reliably coincide with human judgments. The observed
variability in correlations sheds insight on the complex structure of human language and
sentiment, which automated tools may struggle to fully encapsulate. The disparities high-
light the differing interpretations and evaluations of sentiment between humans and ma-
chines, emphasizing the nuanced and complex nature of emotional expression in love
letters. Moreover, the consistency in findings between Round II and Round I accentuates
the persistent challenges in achieving reliability and uniformity in sentiment analysis.
This consistency underscores the ongoing struggle, both among human evaluators and
between humans and automated tools, emphasizing the inherent difficulty in capturing
the multifaceted emotional nuances present in love letters. Consequently, the argument
strengthens the case for the necessity of clear guidelines for human sentiment analysis,
facilitating a standardized approach and minimizing discrepancies among human judges.
Simultaneously, it emphasizes the imperative for continuous enhancements in automated
sentiment analysis algorithms. The presence of varying criteria and thresholds for sen-
timent evaluation among different judges, as suggested by the mixed correlations, rein-
forces the subjective nature of sentiment analysis and the need for further refinement in
both manual and automated approaches. In essence, the argument emphasizes the pivotal
role of customization and modification of sentiment analysis tools, drawing attention to
the complex and subjective nature of sentiment analysis in the domain of personal and
emotional expressions within love letters.

Table 5. Variable & Abbreviations

Variable Abbreviations
Textblob Polarity TB Pol
Textblob Subjectivity TB Sub
Vader Positive VD Pos
Vader Neutral VD Neu
Vader Negative VD Neg
Vader Compound VD Comp
Flair Sentiment F Sent
Flair Confidence F Confd
Huggingface HF
Judge J
Tool T
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