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Guest Editorial
Parallel Computing and Applications

Hong Shen1, Hui Tian2, and Yingpeng Sang1

1 Sun Yat-Sen University
China

{shenh3,sangyp}@mail.sysu.edu.cn
2 Beijing Jiaotong University

China
htian@bjtu.edu.cn

1. Background

The research on parallel computing and relevant applications is undergoing deep changes
and generating far-reaching impacts. Abundant theory, design and analysis on parallel
and distributed computing systems have been provided in this field. The objective of this
special session is to publish and overview the cutting edge research in parallel computing
and applications. This special session includes papers based on the presentation at the
10th International Conference on Parallel Architectures, Algorithms and Programming
(PAAP 2019), and the 20th International Conference on Parallel and Distributed Comput-
ing, Applications and Technologies (PDCAT 2019).

2. Scanning the session

The topics of this special session covers a new model to predict the age and number of
criminal suspects through the feature modeling of historical data, an improved heuristic-
dynamic programming algorithm for rectangular cutting problem, energy-efficient algo-
rithms of non-linear k-barrier coverage in mobile sensor network, maximizing concurrent
data flows in Multi-radio Multi-channel wireless mesh networks, and an improved Monte
Carlo Localization Boxed algorithm for node localization in wireless sensor networks.

The first paper “A New Model for Predicting the Attributes of Suspects,” by Chuyue
Zhang et al. proposes a new model to predict the age and number of suspects through
the feature modeling of historical data. 9 machine learning algorithms and Deep Neural
Networks are used to extract the numerical features. Convolutional Neural Networks and
Long Short-Term Memory are used to extract the text features of case description. These
two types of features are combined and fed into fully connected layer and softmax layer.
The experimental results show that the new model improves accuracy by 3% in predict-
ing the number of suspects and improves accuracy by 12% in predicting the number of
suspects.

The second paper “An Improved Heuristic-Dynamic Programming Algorithm for Rect-
angular Cutting Problem,” by Aihua Yin et al. proposes an improved heuristic-dynamic
programming algorithm for rectangular cutting problem. The objective is to cut some rect-
angles in a given shape and direction without overlapping the defects from the rectangu-
lar plate and maximize some profit associated. In this algorithm, the discrete set contains
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not only the solution of one-dimensional knapsack problem with small rectangular block
width and height, but also the cutting positions of one unit outside four boundaries of
each defect. The computational experimental results show that the computation time is
less than that of the latest literature algorithms.

The third paper “Energy-Efficient Non-linear K-Barrier Coverage in Mobile Sensor
Network,” by Zijing Ma et al. proposes two algorithms to form non-linear k-barrier cov-
erage energy-efficiently. The algorithms use the horizontal virtual force model by con-
sidering both the Euclidean distance and horizontal angle between two sensors. The first
algorithm always chooses the mobile sensor chain with the largest horizontal virtual force
and then moves it to construct the barrier, called mobile sensor chain movement algo-
rithm. The other algorithm chooses the mobile sensor with the largest horizontal virtual
force and moves it to construct the barrier, other than the mobile sensor chain, called
single sensor movement algorithm. Simulation results show that the algorithms signifi-
cantly reduce the movements of mobile sensors compared to a linear k-barrier coverage
algorithm.

The fourth paper “Maximize Concurrent Data Flows in Multi-radio Multi-channel
Wireless Mesh Networks,” by Zhanmao Cao et al. analyzes traffic behaviors and designs
a coexisting algorithm to maximize the number of concurrent data flows, in Multi-radio
Multi-channel wireless mesh networks. Simulations are conducted in combinatorial cases
of channel and radio with various traffic requests of multiple pairs. The experimental
results show the efficacy of the coexisting algorithm over a randomly generated topology.
This scheme can be used to develop routing and scheduling solutions for various multi-
flow network applications through prior computing.

Aiming at the problem of low sampling efficiency and high demand for anchor node
density of traditional Monte Carlo Localization Boxed algorithm, the fifth paper “An Im-
proved MCB Localization Algorithm Based on Weighted RSSI and Motion Prediction,”
by Chunyue Zhou et al. proposes an improved algorithm based on historical anchor node
information and the received signal strength indicator (RSSI) ranging weight which can
effectively constrain sampling area of the node to be located. Moreover, the RSSI ranging
of the surrounding anchors and the neighbor nodes is used to provide references for the
position sampling weights of the nodes, and an improved motion model is proposed to
further restrict the sampling area in direction. The simulation results show that the im-
proved Monte Carlo Localization Boxed algorithm effectively improves the accuracy and
efficiency of localization.
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Guest Editorial
Edge Computing

Honghao Gao1, Yuyu Yin2, and Jung Yoon Kim3

1 Shanghai University
China

2 Hangzhou Dianzi University
China

3 Gachon University
South Korea

Edge computing is proposed as a new computing paradigm where resources like com-
putation and storage are placed closer to data and information sources. On one hand, edge
computing helps the cloud to extend its services to the edge of the network, which im-
proves the response time and user experience. On the other hand, the development of the
Internet of Things (IoT) leads to a huge amount of data generated on the user side and
there are also a lot of smart devices available, it is a natural way to process data on the
edge. In a word, the edge computing paradigm greatly saves the bandwidth of the back-
bone network and improves the end-to-end latency. It brings new possibilities for complex
applications, intelligent services, novel security, and privacy solutions, especially for the
researches which depends on the huge amount of data. This special issue features seven
selected papers with high quality.

The first article titled ”VDRF: Sensing the Defect Information to Risk Level of Vehi-
cle Recall based on Bert Communication Model” proposes a risk level prediction method
based on the language pre-training model Bert. The prediction method can transform
the defect information into the risk level of the vehicle and then predict vehicle recall
automatically. The second paper, ”A Homomorphic-encryption-based Vertical Federated
Learning Scheme for Rick Management”, designs a vertical federated learning system
for Bayesian machine learning with the homophobic encryption. Specifically, during the
training progress, raw data are leaving locally, and encrypted model information is ex-
changed. The third paper is ”A Novel Data-Driven Intelligent Computing Method for the
Secure Control of a Benchmark Microgrid System”, which investigates the secure con-
trol problem of a benchmark micro-grid with system uncertainties by using data-driven
edge computing technology. In detail, it first formulates the state-space function of the
benchmark micro-grid system and then derives a novel data-driven intelligent computing
method. The fourth paper, ”A Recommendations Model with Multiaspect Awareness and
Hierarchical User-Product Attention Mechanisms”, proposes a novel model to capture the
varying attention of a user for different products by using a multilayer attention frame-
work. Specifically, two individual hierarchical attention networks are used to encode the
users and products to learn the user preferences and product characteristics from review
texts. And an attention network is designed to reflect the adaptive change in the user pref-
erences for each aspect of the targeted product in terms of the rating and review. The fifth
paper is ”A Study on the Development of a Light Scattering Particulate Matter Sensor
and Monitoring System”, and it develops a light scattering type PM sensor that can be
manufactured at a low cost and can measure PM in real-time. Moreover, the paper builds
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a big data system that can systematically store and analyze the data collected through the
developed sensor, as well as an environment where PM states can be monitored mobile
using such data. The sixth paper titled ”A Load Balancing Scheme for Gaming Server ap-
plying Reinforcement Learning in IoT” proposes an agent that applies a deep reinforced
learning method to distribute loads for gaming servers. The agent has accomplished this
by measuring network loads and analyzing a large amount of user data. The seventh paper
is ”Graph Embedding Code Prediction Model Integrating Semantic Feature”, which pro-
poses a graph embedding model that integrates semantic features. The model extracts the
structural paths between the nodes in the source code file’s Abstract Syntax Tree (AST)
and converts them into a training graph.

Acknowledgments. The guest editors are thankful to our reviewers for their effort in reviewing the
manuscripts. We also thank the Editor-in-Chief, Dr. Mirjana Ivanovic, for her supportive guidance
during the entire process.
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Guest Editorial
Advances in Databases and Information Systems

Johann Gamper1, Mirjana Ivanović2, and Robert Wrembel3

1 Free University of Bozen-Bolzano
Italy

2 University of Novi Sad
Serbia

3 Poznan University of Technolgoy
Poland

This special section includes the best papers from the workshops co-located with the
23rd European Conference on Advances in Databases and Information Systems - ADBIS
(http://adbis.eu), which was held in Slovenia in 2019. From the top 10 papers invited to
this special issue, 3 were accepted and are included in this volume. These papers report
extended research w.r.t. the original ADBIS Workshop papers. They cover the following
tree topics: (1) process discovery, (2) crowd counting , and (3) user preference modeling.

The first paper entitled Improving the Performance of Process Discovery Algorithms
by Instance Selection is contributed by Mohammadreza Fani Sani, Sebastiaan J. van Zelst,
and Wil van der Aalst. The paper addresses the problem of increasing performance of a
process discovery algorithm. Such an algorithm automatically discovers process models
by analyzing events generated during the execution of the algorithm. The events are stored
in a log. Process discovery is a complex, time consuming task, thus reducing its execution
time is one of the challenges. One approach to reducing the execution time is to reduce
the volume of events that need to be analyzed by the algorithm. In this paper the authors
analyzed 7 alternative biased sampling methods and experimentally assessed their impact
on increasing the algorithm scalability on various event logs.

The second paper entitled Crowd counting a la Bourdieu, Automated estimation of
the number of people, is contributed by Karolina Przybylek and Illia Shkroba. Recently
the problem of crowd counting is emergent in different situations. Crowd counting is
important in public safety (like crushing between people, risk of spreading infectious
disease), politics (like protest organisation) journalism (like accuracy of the estimation
of the ground truth supporting an article) and other areas. The paper investigated models
for crowd counting that are inspired by the observations of famous sociologist Pierre
Bourdieu. Authors in their experiments achieved very competitive result suitable for low
computational power and energy efficient architectures.

The third paper entitled Visual E-Commerce Values Filtering Framework with Spa-
tial Database Metric is contributed by Michal Kopecky and Peter Vojtáš. Recommender
systems have been subject to intensive studies in the past decade, in particular in the
context of e-commerce. A core component of such systems is the modeling of user pref-
erences. This paper starts from the Fagin-Lotem-Naor model for preference modeling and
combines it with the challenge-response framework for the translation of models into pro-
grams and, to make the models more intuitive, with spatial database features. This allows
on one hand to visualize the models and on the other hand to define new metrics.
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Abstract. In this paper, we propose a new model to predict the age and number of 

suspects through the feature modeling of historical data. We discrete the case 

information into values of 20 dimensions. After feature selection, we use 9 

machine learning algorithms and Deep Neural Networks to extract the numerical 

features. In addition, we use Convolutional Neural Networks and Long Short-

Term Memory to extract the text features of case description. These two types of 

features are fused and fed into fully connected layer and softmax layer. This work 

is an extension of our short conference proceeding paper. The experimental results 

show that the new model improved accuracy by 3% in predicting the number of 

suspects and improved accuracy by 12% in predicting the number of suspects. To 

the best of our knowledge, it is the first time to combine machine learning and 

deep learning in crime prediction. 

Keywords: crime prediction, suspect prediction, machine learning, deep learning. 

1. Introduction 

Criminal activities show certain distribution characteristics in time and space, which 

indicates that criminal activities are not completely random. The offenders often carry 

out the crime selectively according to the time and place. It is a hot topic to discover the 

law of crime from criminal activities.  

With the development of statistics and criminology, the cognition and analysis of 

criminal behavior are gradually improved. Big data has many applications in the field of 

public security and criminology. Crime prediction provides assistance for crime 

prevention, public security prevention and control, case detection and police decision-

making and has become a hot research topic nowadays. 

In this paper, deep learning algorithms and machine learning algorithms are applied 

to the prediction of criminal suspects. Through a large number of historical data, the 

relationship between the information of the case and the attributes of the suspect is 

mined. Compared with the traditional person-oriented case investigation, the model 

based on big data can provide police officers with more objective and comprehensive 
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auxiliary information and help them find the perpetrators as soon as possible. The 

effective and accurate information of the suspect's characteristics is of great significance 

for the rapid detection of the case. This can not only reduce the police useless work, but 

also help the victims to recover the loss. For the construction of a harmonious society, it 

has great significance. 

The main work of this paper is to use the historical data of the theft crime to predict 

the age of the suspect in the theft case through deep learning. Based on the idea of 

ensemble learning, this paper combines deep learning with machine learning, and uses 

textual data and numerical data to predict the age of suspects. When a new crime 

occurs, it can provide the predicted results of age and number. 

2. Related Works 

Police have embraced predictive analytics and data-driven metrics to improve law 

enforcement tactics, practice, and strategy [1]. Predictive policing [2] methods fall into 

four general categories: predicting the occurrence of crime, predicting the suspects, 

predicting the possibility of recommitting the crime and predicting the victims of 

crimes. This paper focuses on predicting the suspects.  

The information analysis of the traditional case solving mainly depends on the 

experience of the investigators. Crime has the characteristics of time and space 

aggregation [3]. Melo S N et al. [4] analyzed that crime has certain regularity and 

stability over a long period of time. Sagovsky et al. [5] analyzed the relationship 

between season, temperature and property crimes. Almanie et al. [6] analyzed the 

economic factors, demographic factors for crime and used Decision Tree classifier and 

Naive Bayesian classifier to predict crime types. Michael Oyinloye et al. [7] analyzed 

the influence of age, income and education on criminal behavior. Song et al. [8] 

analyzed the impact of different border areas on different types of crime. For the 

suspect's prediction, TOLLENAAR N et al [9] use statistical method to predicate 

general recidivism, violent recidivism and sexual recidivism. Based on the case 

information and victim information, LI Ronggang et al. [10] use Support Vector 

Machine algorithm to predict the suspect's gender, age, race, etc. Based on date and 

location, crime type, criminal ID and the acquaintances, Vural MS et al. [11] use Naive 

Bayesian Model to predict criminal of particular crime incident. Based on the features 

of criminals in criminal case, SUN Feifei et al. [12] uses random forest model to predict 

possible suspects. But some of the input data in these studies is only known after 

solving the case, such as suspect age, criminal history, acquaintances, etc. In the real 

situation, we only know the objective information of the case, and we could predict the 

characteristics of suspects from it. In this paper, we only use case information obtained 

by investigators to predict the number of suspects. 

The object of this paper is the crime of theft. We extract case features such as the 

time of the case, loss amount, method, places and so on, and turn them into numerical 

data according to certain rules. In order to make up for the feature loss caused by data 

dispersion, we added more comprehensive text information on case description. In 

addition, we combine machine learning and deep learning in training numerical data. 

For text data, we use Convolutional Neural Network (CNN) to capture the local features 
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and Long Short-Term Memory (LSTM) to capture text sequence features. When a new 

case occurs, the model can provide investigators with the prediction of age of suspects. 

3. Data Preprocessing 

In this paper, the time, place, loss amount, methods and case categories are 

preprocessed and labeled as shown in tables 1 to 6.  

Table 1. The data processing rules of case categories. 

Label Categories Number  

1 pickpocketing 5500 

2 theft of property in the car 4872 

3 household theft 5500 

4 theft of non-motor vehicles 5500 

 

Table 2. The data processing rules of time period. 

Label Time (24 hours) Note 

1 0:00~8:00 Including 8:00 

2 8:00~12:00 Including 12:00 

3 12:00~14:00 Including 14:00 

4 14:00~18:00 Including 18:00 

5 18:00~22:00 Including 22:00 

6 22:00~24:00 Including 24:00 

Table 3. The data processing rules of places. 

Label Categories  Instructions   

1 Residential 
Residence, 

dormitory 

2 Traffic area 

Subway station, 

bus, roadside, 

expressway, etc. 

3 Office area 

Schools, hospitals, 

parking lots, offices, 

etc. 

4 Entertainment area 

Shopping malls, 

vegetable markets, 

street shops, 

catering places, 

Internet cafes and so 

on. 
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Table 4. The data processing rules of methods. 

Label Categories  Instructions   

1 Others 
Stolen goods from trucks, Unarmed 

climbing, Decoy 

2 Pickpocketing Pickpocketing, By the way to steal 

3 Technical unlock 
Insert card unlock, Poke the lock, 

Tin foil unlock, Technical unlock 
4 From the window to enter Break Windows, Break glass 

5 From the roof to enter From the roof, From the vent 

6 From the wall to enter Climb over the wall, Break walls 

7 From the door to enter (Door damage) 
Expand seam, Destroy anti-theft net 

(column), Destroy the door body 

8 
From the door to enter (No damage to 

the door) 

Deceive into the door, Follow others 

into the door 

9 Violence unlocked 
Break the lock core, Pliers cut the lock, 

Break the lock 

10 Violence hit the car 
Smashing car windows, Pry the 

trunk of the car 

11 Theft through the window 

Get the key through the window 

with a pole, Open the window and 

steal 

12 Stolen vehicle Towing, dragged, Traction 

Table 5. The data processing rules of loss amount. 

Label money (RMB) Note  

1 0~900 Including 900 

2 900~1880 Including 1880 

3 1880~3600 Including 3600 

4 3600~1000000 More than 3600 

Table 6. The data processing rules of weather. 

Weather sunny Rain or snow Others  

Daytime weather 1 2 3 

Night weather 1 2 3 

 

The age predicted in this article is the suspect's age at the time of the crime. The 

prediction results are designed as a four-category problem. Considering the equilibrium 

of the data distribution, we take 1/4, median and 3/4 of the loss amount as the dividing 

point and divide the loss amount ages into four categories. The first quartile is 25. The 

median is 32. The third quartile is 42. 

The number of suspects in this data set is extremely unbalanced. In order to balance 

the data, this paper unifies the label of more than or equal to two people committing the 

crime as 2, and the label of single person committing the crime as 1. 

According to different time scales, the time information extracted includes year, 

quarter, month, ten days, day, week and time period. The location is described by 

latitude, longitude, administrative districts and place types. The day temperature, night 

temperature, day wind, night wind, day weather and night weather are also added to this 
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model as auxiliary information. Example of pre-processed data are shown in table 7. 

Please refer to the conference paper for detailed description. 

Table 7. Example of pre-processed data.  

inputs 

 

numerical 
 data 

year 2018 category 1 week 5 night weather 1 

month 5 method 9 
time 

period 
5 

day 

temperature 
10 

day 20 longtitude 11.11 
loss 

amount 
3 

night 
temperature 

0 

quarter 2 latitude 11.11 districts 2 day wind 3 

ten-

days 
3 

day 

weather 
1 places 3 night wind 3 

text data 
On May 20, 2018, 20, alarm, * * * id number * * * * *, tel * * * *, address * * * *, the alarm 

person lost * * * in * * * *, The lost items were valued at * * *. 

outputs 
age 2        

number 1               

 

4. Model 

We remove the feature with the lowest contribution by mutual information and Chi-

square test, in order to reduce the influence of irrelevant factors on the prediction 

results. 

4.1. Numerical Data 

Different machine learning algorithms have different advantages in data processing. 

Using the idea of ensemble learning, we build a group of classifiers composed of 

Logistics Regression (LR), Support Vector Machine (SVM), Naive Bayesian (NB), 

XGBoost, k-NearestNeighbor (KNN), GradientTree, Boosting (GBDT), adaboost, 

Quadratic Discriminant Analysis (QDA) and Linear Discriminant Analysis(LDA), and 

input their output results and raw data into the neural network. Although some of the 

above machine learning algorithms have used the idea of ensemble learning, in this 

paper, the results of the above nine algorithms are used as the input of the neural 

network, and the weight distribution of each input is completed by the neural network. 

The processing of numerical data is shown in figure 1. 



710           Chuyue Zhang et al. 

Case 
information

20 
features

Mutual 
Information

Chi-square 
test

18 
features

KNN

GBDT

Adaboost

QDA

SVM

LDA

LR

Xgboost

Naive Bayes

27 
features

FC FC
soft
max

 

Fig. 1. Model flow for numerical data 

Fully connected (FC) layer is to make linearly indivisible data become linearly 

separable. Formula 1 is as follows. Softmax is to make the features more distinct. 

Formula 2 is as follows. 

 

(1) 

 

(2) 

In formula 1,  is the weight of the neuron.  is the bias of the neuron.  is the 

number of neurons. In formula 2,  is the input and  is the probability of being in the 

nth class. 

Considering overfitting, we did not use Decision Tree (DT) and Random Forest 

Classifier (RFC). In the prediction of age, they can achieve 91% accuracy on the 

training set, but only 51% accuracy on the test set. The machine learning experimental 

results are shown in table 8. If the machine learning algorithm is overfitting, the data 

classification selected as the training set will be very good, but if a new case occurs, the 

classification result would be not good. 

Table 8. Machine learning experimental results for the prediction of age. 

Algorithm Accuracy on the training set Accuracy on the test set 

LR 0.32 0.31 

SVM 0.50 0.41 

bayes 0.32 0.33 
xgboost 0.32 0.32 

knn 0.43 0.39 



A New Model for Predicting the Attributes of Suspects           711 

GBDT 0.36 0.35 

Adaboost 0.47 0.45 

LDA 0.32 0.33 

QDA 0.36 0.35 

RFC 0.91 0.51 

DT 0.91 0.51 

 

4.2. Text Data 

The time, place, loss amount, methods and case categories of the case are all from the 

structured tables in the public security system. But these don't fully describe the case, 

such as the name of the lost item, the details of the crime scene description. Therefore, 

we added the case description information in the form of text. 

The case description is filled in by the police officer handling the case, ranging from 

5 to 150 words. This paper uses CNN and LSTM for text processing. CNN's local 

perception and weight sharing mechanism enables the algorithm to capture local 

features. The gate mechanism of LSTM selectively letting information through enables 

the algorithm to learn long distance dependencies. The processing of text data is shown 

in figure 2. 
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Fig. 2. Text data model structure  

4.3. Model construction 

In this paper, we use a parametric-matrix-based method to fuse the two types of 

features. The last layer of both numerical data model and text data model is softmax 

layer with the output shape of 4. The fusion formula is as follows. 

 
(3) 
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 in formula is Hadamard product, and  are the processed numerical and textual 

features.  and  are the learnable parameters which is used to adjust the degrees. 

After fusion, we put them into the full connection layer. Finally, classification tasks 

are completed through softmax layer. The model structure is shown in figure 3. 

 

Numeric data model
In figure 1

Fusion 

Fully Connected Layer

Text data model
In figure 2

Fully Connected Layer

Softmax 
 

Fig. 3. Model structure 

5. Experiments  

5.1. Experimental Data 

The data sets in this paper are all real data from the public security system, totaling 

21372 pieces. We judge the practicability of this model by predicting the number and 

the age of suspects, named as test set 1 and test set 2 respectively. 

Training sets, validation sets, and test sets are allocated according to the ratio of 

7:2:1. The optimal model is determined by training set and cross validation set. The 

precision rate, recall rate, and F value of the test set are calculated as model evaluation. 

5.2. Comparative Experiments 

The comparative experiments are as follows. 

⚫ DNN (Use 20 - dimensional numerical data) 

⚫ Numerical -only model (Figure 1 model) 

⚫   Text-only model (Figure 2 model) 

⚫ Model in the conference paper  

The experimental results for data 1 are shown in table 9. The experimental results for 

data 2 are shown in table 10. 
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Table 9.  Experimental results for predicting the number of suspects. 

Algorithm Precision rate Recall rate F-values 

DNN 71 73 72 

numerical -only model 90 90 90 

text-only model 65 64 64 

Model in the conference paper  91 91 91 

The new model 94 93 93 

Table 9.  Experimental results for predicting the age of suspects. 

Algorithm Precision rate Recall rate F-values 

DNN 38 37 37 

numerical -only model 57 56 56 

text-only model 43 43 43 

Model in the conference paper  53 51 52 

The new model  65 65 65 

5.3. Results Analysis 

The experimental results are analyzed as follows: 

1) This paper proves the possibility of predicting the age and number of suspects 

from the historical data of the case. The numerical discretization rules we define 

by ourselves are reasonable and feasible. 

2) Compared to the conference model, the improvement of this model is the 

combination of machine learning and deep learning in numerical data processing. 

In addition, the LSTM is added. Experimental results show that these two 

improvements can improve accuracy by 3% in predicting the number of 

suspects and improved accuracy by 12% in predicting the number of suspects. 

3) This model is not very good at predicting the age of suspects. When a crime is 

committed by more than one person, this model can only recommend the most 

likely age interval. This simulation is not applicable to older suspects who commit 

crimes together with younger suspects. 

6. Conclusion  

The big data algorithm is used to model the historical data and guide the public security 

decision-making. In this paper, the age of suspects and the number of suspects are 

predicted by modeling the features of real case information. Different machine learning 

algorithms have different advantages. We combine them, assign weights through the 
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neural network. In addition, we add text data in order to make more accurate 

predictions. 

When new cases occur, our model can provide the police with decision support. The 

model achieves 94 percent accurate in predicting the number of suspects and 65 percent 

accurate in predicting the age of suspects. Our model has strong practical significance. 

How to improve the ability of predicting the suspect's age is the next step. 
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Abstract. In this paper, the two-dimensional cutting problem with defects is 

discussed. The objective is to cut some rectangles in a given shape and direction 

without overlapping the defects from the rectangular plate and maximize some 

profit associated. An Improved Heuristic-Dynamic Program (IHDP) is presented 

to solve the problem. In this algorithm, the discrete set contains not only the 

solution of one-dimensional knapsack problem with small rectangular block width 

and height, but also the cutting positions of one unit outside four boundaries of 

each defect. In addition, the denormalization recursive method is used to further 

decompose the sub problem with defects. The algorithm computes thousands of 

typical instances. The computational experimental results show that IHDP obtains 

most of the optimal solution of these instances, and its computation time is less 

than that of the latest literature algorithms. 

Keywords: Guillotine, Two-dimension cutting problem, Dynamic programming, 

Defect, NP-hard. 

1. Introduction 

The two-dimensional cutting problem with defects is a research hotspot of 

combinatorial optimization. In the industrial manufactural area, many 2D cutting 

problems will encounter defects. For example, in the furniture industry, the wood panels 

may contain damaged areas which cannot be used for furniture panel surfaces. In the 

steel industry, some coils may contain defects that cannot be used as construction 

materials. Natural products such as leather usually have cut marks, so the defective parts 

can hardly be used on the surface of goods. In the literatures, the existing algorithms [1-

2] for defect free problems are relatively extensive, and the research on multiple defects 

and guillotine cut has attracted more and more attention in recent years.  

Experts have proposed many algorithms on the two-dimensional cutting problem 

without defect. In the latest literature, Wang et al. (2017) [2] propose a heuristic search 

algorithm based on grouping rules, which designs the key complement of the large and 

small parts division strategy and the quick recommendation of the block. Song et al. 

(2010) [3] propose a heuristic algorithm based on dynamic programming, which uses a 

subset of all possible cutting pattern and is an incomplete algorithm. Wuttke and 

Heese(2017) [4] propose a sequential heuristic with feedback loop and formulate the 
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sequencing problem as a mixed integer program in the two-dimension cutting problem. 

They use real data to test their heuristic and illustrate its applicability to a problem of 

realistic size. Yoon et al. (2013) [5] propose an improved version of the cutting problem 

for solving standard two-dimensional cutting problem, and their algorithm removes the 

dominated patterns efficiently and avoids duplicated patterns. Herz (1972) [6] uses a 

discretization set of all necessary cutting positions to propose an accurate recursive 

process. Beasley (1985) [7] shows how to improve the performance of the recursive 

process Herz’s discretization sets and introduces a heuristic correction of the algorithm 

which limits the number of cuts in the discretization sets.  

Now there have been more and more literatures on the issue of the two-dimensional 

cutting problem with defects. Carnieri et al. (1993) [8] propose a heuristic dynamic 

programming algorithm including branch and bound search, but they only study the 

two-dimensional cutting problem with one defect. Vianna and Arenales (2006) [9] re-

examine this problem by providing an AND/OR-based branch-qualification algorithm 

that further introduce a heuristic search that combines depth-first search and depth-

limiting and hill-climbing strategies. Neidlein and Wäscher (2008) [10] reduce the size 

of discretization sets in the algorithm proposed by Vianna and Arenales (2006) [9], 

however, their algorithms do not obtain optimal solutions. Afsharian et al. (2014) [11] 

modify the predecessor's heuristic dynamic programming algorithm to solve the 

problem with 4 defects. Their discretization sets size are cumbersome, which means the 

computational efficiency is not high. Martin M. et al. (2019) [12] propose a compact 

integer linear programming (ILP) model for the problem based on the discretization of 

the defective object and develop a Benders decomposition algorithm and a constraint-

programming (CP) based algorithm as solution methods. For the non-guillotine cutting 

problem, Gonçalves and Wäscher (2020) [13] combine a MIP model with a new hybrid 

algorithm to solve it and Birgin et al. (2020) [14] propose a mixed integer linear 

programing model for the problem with usable leftovers. Velasco and Eduardo (2019) 

[15] study the constrained two-dimensional guillotine cutting problem for obtaining 

upper bounds. Russo et al. (2020) [16] review the best exact and heuristic solutions for 

C2DC and reviewed and classified the available upper bound. Wu et al. (2019) [17] 

discuss the same problem but They don't publish the source of their data.  

In this paper, inspired by the previous algorithms [7,11], an improved heuristic 

dynamic programming algorithm is proposed to solve the problem with multiple defects 

in the way of guillotine cut. The algorithm reduces the discretization sets size of 

Afsharian et al. (2014) [11]. However, the cut positions at one unit from the four 

boundaries of the defect are added to the new discrete set. The computational results 

show that the algorithm improves the computational efficiency on thousands of typical 

instances. 

Section 2 of the paper presents a description of the problem. Section 3 gives a 

detailed description of the algorithm and prove two important theorems about the 

complexity of the algorithm. Section 4 gives the calculation results of thousands of 

typical examples, and compares the algorithm in this paper with the best algorithm at 

present. Section 5 draws the conclusion. 
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2. Problem Description 

For the convenience of later description, table 1 shows a list of the symbols with their 

meanings to be used. 

Table 1. The list of the symbols with their meanings 

sym

bol 
meaning sym

bol 
meaning 

    the width of the large object     the height of the large object 

   
  the width of  -th

 small rectangular block    
  the height of  -th small rectangular block 

   the j
-th

 defect    
the number of cuts of  -th

 small rectangular 

block 
   

  the width of j-th defect    
  the height of j

-th
 defect 

  
  the x-axis of j

-th
 defect   

  the y-axis of j
-th

 defect 

   the vertical cutting position    the horizontal cutting position 

  
     the vertical discretization set of the C-block   

     the horizontal discretization set of the C-

block 
  

     the vertical discretization set of the D-block   
     the horizontal discretization set of the D-

block 
   the value of  -th

 small rectangular block   

 

Let   different types of small rectangular blocks             , each associated with 

an integer width   
 , an integer height   

  and the profit value    , must be cut from a 

single rectangular large object with a width of    and a height of    to maximize the 

total value of the small rectangular blocks produced by the cutting process. The solution 

of the problem is a cutting pattern, a form of small rectangular blocks produced from 

large object and a description of the layout in which the small rectangular blocks are 

arranged on large object. In this layout, all small rectangular blocks must be arranged 

parallel to the large object which is called a feasible solution of the problem. To 

establish the Cartesian coordinate system, let the bottom-left vertex of the large object 

be at the origin, the x-axis and y-axis be coincident with the wide and high edges of the 

object respectively. So, the large object can be represented by            . For the 

issues to be considered, the following constraints should be met: 

 The number of each type of small rectangular block cut is unlimited, that is      ; 
 When cutting any small rectangular blocks, the given length and width orientation 

must be maintained, and 90 ° rotation is not allowed; 

 Every cutting action must be guillotine mode, i.e., each cutting action exactly divides 

the current sheet into two parts (see Fig. 1); 

 Every small rectangular block cut from the large object can not contain any defects, 

and its lower left coordinate shall be    
    

  , that is     
       

      
  

     
 , it must meet the requirements:    

    
    

         
    

  

  
         

    
    

         
    

    
  . 

The cutting problem solved in this paper requires that all of the above constraints to 

be satisfied, that is, it is a two-dimensional, unconstrained, guillotine, single large object 

cutting patterns problem with defects (2D_UG_SLOPP_D). 2D_UG_SLOPP_D is 

generalization of 2D_UG_SLOPP. 

Let P be a feasible solution of the problem and                  be the amount 

of the  -th small rectangular block cut from the large object in  , then              is 

use to describe the feasible cutting pattern in this paper. The goal of the problem is to 
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maximize the value of the small blocks cut from the large object, and the object function 

of the problem can be expressed as follows: 

     
             

 

   

                               

                                                 

                                                        

 

A defect is actually an irregular figure. Considering the cutting method here, it is 

appropriate to use rectangular area to express defects. Let n defects be in the large 

object, the j
th

 defect               have a width w
d
,j and a height h

d
,j, and its bottom-

left vertex on the large plate be    
    

  , then     can be represented by    
    

    
    

   

(see Fig. 2). 

 

Fig. 2. The defects on the large object and their representation 

3. Algorithm Description 

The algorithm in this paper is called an improved heuristic dynamic programming 

algorithm (IHDP). It combines quasi human idea with dynamic programming algorithm. 

Using dynamic programming algorithm to solve 2D_UG_SLOPP_D, the resulting 
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i4 

i5 

(a)  A guillotine cutting mode (b) A Non-guillotine cutting mode 

Fig. 1. Two cutting modes: guillotine and non-guillotine 
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subproblem is either 2D_UG_SLOPP_D or 2D_UG_SLOPP. Adopting different 

methods to solve these two different problems is the critical improvement of this 

algorithm. 

3.1. Basic definition 

For the convenience of the following description, here are two important definitions.  

Definition 1 (sub-block). In the guillotine mode, multiple rectangles which are 

neither the small rectangular blocks nor the wastes are formed after the large plate is cut 

several times. These rectangles are called sub-block. In this paper, the large object is 

regarded as the largest sub-block, and a sub-block corresponds to a sub-problem and 

vice versa. 

Let the coordinates of a sub-block be (ox, oy), the width and the height of it be x and 

y respectively, then the sub-block is represented by R=(ox, oy, x, y). 

According to this definition, two sub-blocks R1=(ox1, oy1, x, y) and R2=(ox2, oy2, x, y) 

with different coordinates in the sub-block are different sub-problems, even if they have 

the same size. For a vertical cut (parallel to the y-axis) on the sub-block R1=(ox1, oy1, x, 

y) at the cut position zx, two smaller sub-blocks are (ox1, oy1, zx, y) and (ox1+zx, oy1, x-zx, 

y). Similarly, for a horizontal cut (parallel to the x-axis) at the cut position zy on R2, two 

sub-blocks (ox2, oy2, x, zy) and (ox2, oy2+zy, x, y-zy) are also formed (see Fig. 3).  

 

Fig. 3. The guillotine cut on the sub-block (vertical or horizontal) results in two smaller sub-

blocks 

Definition 2 (C-block and D-block). For a sub-block R=(ox, oy, x, y), if it contains a 

defect or overlap with any defect, it is called a D-block; otherwise it is called a C-block.  

3.2. Discretization Sets 

The cutting position set on the sub-block is a discretization set. If the sub-block is a C-

block, the discretization sets [8] are defined by the equations (2), (3), and (4). 

Otherwise, the discretization sets are defined by the equations (5), (6), and (7). Z+ 

belongs to a positive integer set. 
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zx 
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zy 

ox1+zx 
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R1 R2 

(a)  a vertical cut on a sub-block  (b)  a horizontal cut on a sub-block  
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Discretization sets of C-blocks. If a sub-block is a C-block, the discretization sets 

defined by the equations (2), (3), and (4) are quite same with the discretization sets 

proposed by Afsharian et al. [11]. They are established by the solution of a one-

dimensional knapsack problem with the width and height of the small rectangular 

blocks. Let   
     and   

     denote the vertical discretization set and the horizontal 

discretization set of sub-blocks respectively, they are described as follows: 

           
                 

 

 

   

                                               

          
                 

 

 

   

                                                  

                       
    

                 
    

                                        

Discretization sets of D-blocks. If a sub-block is a D-block, the discretization sets 

defined by the equations (5), (6), and (7). These discretization sets add the cutting 

position of one unit outside four boundaries of each defect into    
     and   

    . 

They reduce the discretization sets proposed by Afsharian et al. [11]. 

       
       

      
           

                
    

        

                           
                

      
       

      
           

                
    

        

                         
                 

                       
    

                 
    

                                        

3.3. Dynamic programming 

This algorithm is an improved heuristic algorithm based on dynamic programming. For 

subproblems without defects (C-block), IHDP uses the method of Herz (1972) [6] and 

Beasley (1985) [7] to construct recursive function F (x, y) for solving it. In this paper, 

the upper bound of discretization set is extended to x - w0/2，y - h0/2. For the sub-

problem with defects (D-block), IHDP adopts a denormalization recursive function 

F(ox, oy, x, y) which is different against Afsharian et al. [11] to deal with it. 

Furthermore, the cutting positions of one unit outside four boundaries of each defect are 

added into the discretization sets.  

It is easy to get a lower bound of the objective function of C-blocks which can be got 

by the function       . Every time, the sub-blocks are divided into the same type small 

rectangular blocks, and the lower bound is the maximum value of m cutting pattern. The 

functions F (x, y) and        are as follows: 
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Where, if             , then F(x, y)=0. Due to the appearance of the repeated 

cutting pattern, the discretization set of vertical (or horizontal) in (9) is limited to half 

the width (height) of the sub-block. In addition, Beasley (1985) [7] has proved that a 

kind of normalized cutting pattern will not result in the optimization of the solution of 

the recursive equation to solve the C-block. This pattern is to arrange the waste at the 

bottom left of the C-block (see Fig. 4), which is implemented with the two 

functions       and       introduced in the above recursive function. These two 

functions are described as follows: 

 

                                     
                                   (10)   

                                   
                                      (11) 

        represents the cut position nearest to the sub-block width  , and correspondingly, 

     is the cut position nearest to the sub-block height  . 

Fig. 4. Normalized and Non-normalized cutting pattern (shaded parts are scrap) 

Based on the above recursive function, we design the following Solver to solve the 

subproblem C-block. 

Here is the description of the Solver： 

Solver: Algorithm for solving 2D_UG_SLOPP 

   Input： Subproblem  R=(x, y),   
    ,   

     

   Output：Cutting Pattern recorded as F(x, y)  

1  If (R=(x, y) has been solved)    Then 

2    Return F(x, y); 

3    Else If (x<w0 or y<h0) 

4      Return 0; 

5      Else 

6        F*(x, y)=0; 

7        For(zx  
    , 1≤zx≤x/2)   

8          F*(x, y) ← max(Solver(R=(zx, y)) + Solver (R=(p(x-zx), y)), F*(x, y)); 

9          End for 

1 

2 

3 

4 

(a)  Normalized cutting pattern 
(b) Non-normalized cutting pattern 

   

 

1 

2 3 
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Obviously, because the original problem 2D_UG_SLOPP_D has defects, and the 

Solver is only called in the process of solving the original problem, which means that 

neither the x nor y in the subproblem R=(x, y) is known in the original problem, the 

input here is not the initial value of the problem. 

The equation (12) is used to determine the recursive function of the optimal cutting 

pattern with the D-block R=(ox, oy, x, y):   

             

 
 
 
 
 
 

 
 
 
 
 
                                                              

   

 
 
 
 

 
 
 

                                        

                                   

                                         

                                   

     
          

      

                 
                 

 
 
 

 
 
 

                            

              

Where, if               then F(ox, oy, x, y).  

The algorithm in this paper adopts denormalization strategy to solve the problem 

2D_UG_SLOPP_D. In fact, the locations of the defects on D-block are uncertain, which 

means that this kind of normalization treatment may waste some plates, thus reducing 

the chance of obtaining the optimal solution. For example, if the defect is located in the 

lower left corner of a D-block, the more the upper right area of the block is used, the 

better the solution is possible. Based on all these favorable practices, we develop the 

advanced algorithm of predecessors [9, 10, 18] and get the improved heuristic dynamic 

programming algorithm IHDP.  

Here is the description of the IHDP： 

IHDP：Algorithm for solving 2D_UG_SLOPP_D  

   Input：Subpoblem R=(ox, oy, x, y),    
    ,    

    , Defects set {d1, d2, …, dn} 

   Output：Cutting pattern，Recorded as F(ox, oy, x, y)  

1  If (R=(ox, oy, x, y) has been solved)   Then  
2    Return F(ox, oy, x, y); 

3    Else If (x<w0 or y<h0) 

4      Return F(ox, oy, x, y)=0; 

5      Else If (R=(ox, oy, x, y) is C-block) 

6         Return F(x, y)=Solver(R=(x, y)); 

7         Else    // R=(ox, oy, x, y) is D-block 

8           F*(ox, oy, x, y)=0; 

9           For(zx   
    , 1≤zx≤x-1) 

10            F(1)(ox, oy, x, y)=IHDP(R=(ox, oy, zx, y)+IHDP(R=(ox+zx, oy, x-zx, y); 

11            F(2)(ox, oy, x, y)=IHDP(R=(ox, oy, x-zx, y)+IHDP(R=(ox+x-zx, oy, zx, y); 
12            F*(ox, oy, x, y)← max(F(1)(ox, oy, x, y), F(2)(ox, oy, x, y), F*(ox, oy, x, y)); 

10        F**(x, y)=0; 

11      For(zy  
    , 1≤zy≤y/2) 

12        F**(x, y) ← max(Solver(R=(x, zy)) + Solver (R=(x, q(y-zy))), F
**(x, y)); 

13         End for 

14      Return F(x, y)=max( (x, y), F*(x, y), F**(x, y)) 

15    End if 

16  End if 
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13         End for 

14         F**(ox, oy, x, y)=0; 

15         For(zy   
    , 1≤zy≤y-1) 

16            F(3)(ox, oy, x, y)=IHDP(R=(ox, oy, x, zy)+IHDP(R= (ox, oy+zy, x, y-zy); 

17            F(4)(ox, oy, x, y)=IHDP(R=(ox, oy, x, y-zy) +IHDP(R= (ox, oy+y-zy, x, zy); 
18            F**(ox, oy, x, y) ← max(F(3)(ox, oy, x, y), F(4)(ox, oy, x, y), F**(ox, oy, x, y)); 

19          End for 

20          Return F(ox, oy, x, y)= max(F*(ox, oy, x, y), F**(ox, oy, x, y)); 

21       End if 

22     End if 

23   End if 

 

IHDP is implemented to solve the original problem 2D_UG_SLOPP_D and the 

subproblems with defects. Only when the subproblem is of type 2D_UG_ SLOPP, the 

Solver is called in line 6 to solve it. So, the initial values of the algorithm are R0 = (0, 

0, W0, H0),    
  (W0),    

  H0) and all the defects d1, d2, …, dn. 

3.4. Algorithm complexity 

In this section, we study the computational aspects of the algorithm. We analyze the 

time complexity in the worst case and get an estimation of pseudo polynomials. 

Theorem 1 The time complexity in the worst case of the improved heuristic dynamic 

programming for solving the 2D_UG_SLOPP_D is: 

                       
          

           
          

                                                

 Proof For a given single large object         , the recursive function requires 

     
          

       operations for each iteration. Therefore, the calculation 

involves a total of time complexity as equation (13). 

Theorem 2 Let            
   and          

            . And let    
                              , then: 

                              
              

 

  

   

                                                                                              

                             
              

 

  

   

                                                                                                

                               
  

        

        
                                                                                                        

Proof By definition, each element in   
      is a viable combination of the length 

of a small rectangular block      
  

     
  
        calculates the same structure of the 

number of terms in the polynomial. In order to obtain      
  

   , in the above 

polynomial,   must take 1 to  . That's because if     , then there is     
  

      . 
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And      
  

     
  
            

   
   . Add the above function (14) to the left and right 

edges of defects; similarly, the same is true for the function (15). 

4. Calculation results and analysis 

The algorithm used in this paper is implemented in the C/C++ programming language. 

The configuration of the computer used is: processor--Intel(R), Core (TM) i7cpu 

@360HZ, RAM 8GB, 64bit operator.  

Three typical classes examples are included in this experiment. The first class is 14 

instances in which 8 instances proposed by Carnieri et al. (1993) [8] include a single 

defect and 6 instances proposed by Vianna and Arenales (2006) [9] include multiple 

defects. The original object’s width W0 = 200, height H0 = 100, and 5 types of small 

rectangular blocks. The other two classes are generated by Neidlein’s [18] instance 

generator. One class of them has already been generated and adopted both by both 

Afsharian et al. [11] and by Martin et al. [12]. Another class is generated by ourselves, 

and the seed values of random numbers are 3, 7 and 11, respectively. 

In this paper, five other typical algorithms are selected to compare their effectiveness 

and efficiency with IHDP. The objective function values (OFV) obtained by all these 

algorithms is the important index. Furthermore, according to the literature [18], the 

algorithm DPC (dynamic programming with complete discretization set) is 

implemented. Another index, GAP = (OFVDPC-OFVIHDP)/ (OFVDPC + 10
-10

)*100, is 

used to present these algorithms’ performance. 

4.1. International Samples 

In Table 2, The algorithm is compared with other three algorithms. Neidlein et al. 

(2008) [10] only computes the instances with a single defect and obtains the optimal 

solutions of 5 out of 8 instances. Vianna and Arenales [9] gets an optimal solution of the 

instance with multiple defects, however, it does not public their computation time. Both 

Afsharian et al. [11] and IHDP obtain the 14 optimal solutions in a short time.  

Table 2. Operation results and comparison of four algorithms 

Ins. 

IHDP 
Afsharian 
etc.(2014) 

Vianna etc.(2006) Neidlein etc.(2008) 

OFV 
Comp. 

Time(s) 
OFV 

Comp. 

Time(s) 
OFV 

Comp. 

Time(s) 
OFV 

Comp. 

Time(s) 

A1 166 0.86 166 18.86 166 4.61 166 0.52 
A2 166 0.67 166 16.43 160 3.57 160 0.77 

A3 166 0.74 166 16.47 162 4.40 162 1.77 

A4 164 0.25 164 18.25 160 3.15 160 0.27 
A5 164 0.31 164 76.96 164 13.51 164 4.11 

A6 164 0.47 164 0.90 164 1.32 164 1.44 

A7 158 0.21 158 0.81 158 12.47 158 1.07 
A8 154 0.13 154 1.21 154 8.07 154 0.50 

A9 160 0.87 160 14.32 153 - - - 

A10 158 0.49 158 2.22 148 - - - 
A11 151 6.29 151 26.78 143 - - - 
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A12 156 119.30 156 1126.44 150 - - - 

A13 150 2.19 150 9.06 142 - - - 
A14 160 0.09 160 1.00 160 - - - 

Note: Bold type in the table represents the optimal solution 

 

In addition, the optimal layout the two instances A11 and A12 which have 4 and 5 

defects respectively are given below (see Fig. 5-6). 
 

Fig. 5. A11 cutting pattern result                        Fig. 6. A12 cutting pattern result 

4.2. Randomly generated instances 

These examples are set by the instance generator procedure of Neidlein and Wäscher 

(2016) [18]. With respect to the size of the large plate, it is distinguished between two 

categories of problem instances, i.e., quadratic and non-quadratic. In small category, the 

size of the large object is fixed to 5,625 square units, and the size of the large object is 

fixed to 22,500 square units in medium category. Furthermore, the two different shapes 

of the large plate considered for each category are quadratic (75, 75) and non-quadratic 

(112, 50) for the small category and quadratic (150, 150) and non-quadratic (225, 100) 

for medium category, respectively. The number of types of small rectangles is set to 5. 

10, 15, 20 and 25. The type width and height of the small rectangular block are 

uniformly obtained from              and             ,respectively, where   in 

all categories is 6, 8, and 10. The defect is set to 1~4, and 15 examples of each defect 

are averaged for a group. The width and height of the defect are uniformly obtained 

from the ranges              and             , respectively. The position of each 

defect is represented by the position of the defect in the lower left corner of the large 

rectangular block, generated using a uniform distribution in the range of           

and          , and then these values are rounded. So, the instances number of each 

size category are 2×5×3×15×4=1800. 

Instances in the literatures. The instances in Table 3 and Table 4 are generated by Afs

-harian et al. (2014) [11] without providing the value of their random seed, however, the

 data can be obtained from the following website: www. dep.ufscar.br/docentes/munari/

cuttingpacking/. 

In Table 3, the other three algorithms are the best ones we have got. As a complete 

DP (Dynamic programming takes every integer both in [1, W0] and in [1, H0] as cutting 

point) [18], DPC does obtain the optimal solutions of all instances in guillotine manner. 

IHDP obtains the optimal solution of all cases, however, DPD and B&BC get the 

optimal solutions of one group and ten groups of instances, respectively. However, The 

http://www.dep.ufscar.br/docentes/munari/cuttingpacking/
http://www.dep.ufscar.br/docentes/munari/cuttingpacking/
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Gap of B&BC on the average of 30 groups is more than twice that of DPD, so the 

stability of the latter is better than the former. B&BC takes far more time than the other 

three algorithms. 

In Table 4, Martin et al. [12] doesn’t show the calculation details of the 30 group 

instances, so the computation results of DPC, DPD and IHDP are compared. None of 

the optimal solutions of these instances are obtained by DPD. However, IHDP gets 26 

out of 30 groups optimal solutions of the instances, and the four GAPs are very close to 

0.00. Here, although the computation time difference among them is not very big, IHDP 

takes more time than DPD, but less than DPC. 

New randomly generated instances. In order to further test the performance of IHDP, t

he generator of Neidlein et al. (2016) [18] is used to generate new data. Table 5 and Tab

le 6 are instances of small and medium scale, and the value of their random number seed

=3. Table 7 and Table 8 are small scale instances, and the value of their random number 

seed=7, 11, respectively (randomly selected from the uniform distribution of [1, 12]). B

ecause these are new data, only DPC and IHDP are used for comparison.  

Table 5 shows the computation results of small-scale instances. Both IHDP and DPC 

get the optimal solution of all cases, but IHDP takes almost a tenth of DPC. Table 6 

shows the computation results of the medium scale case. IHDP does not get the optimal 

solution on five groups of instances. However, the result of IHDP is very close to the 

optimal solution, and its final average Gap is still 0.000. Moreover, it takes less than 

half the computing time of DPC. 

Both in Table 7 and Table 8, 1800 small scale instances are generated by seed values 

of 7 and 11, respectively. In Table 7, IHDP obtains the optimal solutions of 28 out of 30 

groups of the instances, but the GAP is only 0.2%. In Table 8, IHDP obtains all the 

optimal solution of the instances. In both cases, IHDP takes about half as long as DPC.  

According to the results shown in Tables 3 to 8 above, IHDP performs stablely on the 

instances generated by both ourselves and Afsharian et al. [11], and it is an effective and 

efficient algorithm to solve the original problem 2D_UG_SLOPP_D in guillotine mode.  

5. Conclusion 

In this paper, the smaller discretization sets are constructed to solve the two-dimensional 

cutting problem with defects in guillotine manner. Especially, an improved heuristic-

dynamic programming algorithm is proposed, which adapts two different methods to for 

the subproblems 2D_UG_SLOPP_D and 2D_UG_SLOPP, respectively. Almost all the 

optimal solutions of over ten thousand typical instances are obtained. An important 

theorem on its complexity of the algorithm is proved. Future research could focus on 

solving the larger scale instance or on modifying the discretization set definition or on 

solving different type of cutting problem such as involving the constraints of the largest 

number of each type of the small rectangular block. 
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Table 3. Four algorithms comparison on the small size 1800 instances of Afsharian et al.[11] 

instances m   
DPC DPD B&BC IHDP 

OFV time(s) OFV time(s) GAP(%) OFV time(s) GAP(%) OFV time(s) GAP(%) 

1 5 6 3694.31 11.45 3694.31 3.52 0.00 3694.31 0.05 0.00 3694.31 0.41 0.00 

2 10 6 4256.01 12.12 4229.85 4.52 0.61 4256.01 15.20 0.00 4256.01 2.50 0.00 

3 15 6 4566.10 13.33 4540.38 5.36 0.56 4566.10 1.57 0.00 4566.10 3.92 0.00 

4 20 6 4615.43 13.09 4593.41 5.76 0.48 4605.70 42.80 0.21 4615.43 5.32 0.00 

5 25 6 4694.01 13.89 4674.66 6.19 0.41 4691.43 56.70 0.05 4694.01 6.31 0.00 

6 5 8 3683.23 11.14 3638.03 2.86 1.23 3683.23 0.87 0.00 3683.23 0.60 0.00 

7 10 8 4386.16 12.94 4375.50 4.74 0.24 4372.03 62.00 0.32 4386.16 3.20 0.00 

8 15 8 4613.23 14.07 4585.26 6.09 0.61 4604.15 78.03 0.19 4613.23 5.26 0.00 
9 20 8 4883.78 14.69 4876.38 6.27 0.15 4850.66 150.20 0.67 4883.78 6.83 0.00 

10 25 8 4835.60 14.48 4826.93 7.76 0.18 4792.66 91.92 0.88 4835.60 7.49 0.00 

11 5 10 4083.56 12.71 4055.10 3.18 0.70 4001.58 16.56 2.00 4083.56 1.11 0.00 
12 10 10 4710.91 14.60 4686.56 5.69 0.52 4637.40 107.65 1.56 4710.91 5.39 0.00 

13 15 10 4845.16 14.78 4826.68 6.74 0.38 4678.93 122.56 3.43 4845.16 6.25 0.00 

14 20 10 4928.65 15.25 4920.95 9.35 0.16 4629.06 155.83 6.07 4928.65 8.20 0.00 
15 25 10 4968.50 16.13 4960.23 10.71 0.17 4783.45 217.93 3.72 4968.50 9.44 0.00 

16 5 6 3530.41 10.74 3480.63 2.61 1.41 3530.41 0.03 0.00 3530.41 0.26 0.00 

17 10 6 4339.18 11.53 4305.43 4.31 0.78 4339.18 20.38 0.00 4339.18 2.45 0.00 
18 15 6 4495.20 14.54 4470.76 4.31 0.54 4495.20 13.40 0.00 4495.20 4.05 0.00 

19 20 6 4618.16 14.66 4607.75 5.80 0.23 4611.68 59.53 0.14 4618.16 5.77 0.00 

20 25 6 4686.21 15.42 4679.73 6.78 0.14 4671.68 82.28 0.30 4686.21 6.75 0.00 
21 5 8 3829.66 13.69 3752.31 2.03 2.02 3829.66 7.83 0.00 3829.66 0.68 0.00 

22 10 8 4536.90 15.30 4523.00 4.56 0.31 4536.90 26.33 0.00 4536.90 4.02 0.00 

23 15 8 4792.70 14.54 4766.90 5.65 0.54 4770.53 130.25 0.46 4792.70 6.10 0.00 
24 20 8 4706.16 15.16 4685.91 5.92 0.43 4681.53 74.36 0.52 4706.16 6.78 0.00 

25 25 8 4791.00 15.66 4772.01 8.09 0.40 4715.31 121.96 1.57 4791.00 7.92 0.00 

26 5 10 4138.25 13.43 4076.48 3.63 1.49 4138.25 11.50 0.00 4138.25 0.99 0.00 
27 10 10 4396.10 15.29 4357.55 4.53 0.88 4374.31 70.63 0.49 4396.10 3.94 0.00 

28 15 10 4688.12 15.95 4661.92 5.70 0.56 4590.73 149.97 2.07 4688.12 6.31 0.00 

29 20 10 4895.85 16.14 4891.43 8.71 0.09 4705.36 154.61 3.89 4895.85 8.40 0.00 
30 25 10 4988.35 16.20 4975.15 9.31 0.26 4856.01 206.26 2.65 4988.35 8.92 0.00 

Average   4506.56 14.10 4483.04 5.69 0.52 4456.45 74.97 1.11 4506.56 4.85 0.00 
Note: Bold type in the table represents the optimal solution 
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Table 4. Comparewith DPC on the medium size 1800 instances of Afsharian et al.[11] 

instances m   
DPC  DPD  IHDP 

OFV time(s)  OFV time(s) GAP(%)  OFV time(s) GAP(%) 

1 5 6 14794.82 209.58  14546.66 24.723 1.677   14794.82 7.89 0.000 

2 10 6 15772.18 202.97  15544.76 35.661 1.442   15772.18 42.14 0.000 

3 15 6 17356.57 146.04  17263.78 35.827 0.535   17356.57 77.21 0.000 

4 20 6 18256.58 160.21  18128.60 58.636 0.701   18256.58 138.48 0.000 

5 25 6 18824.05 172.32  18716.65 69.199 0.571   18701.42 163.10 0.007 

6 5 8 14384.88 183.29  14276.08 27.278 0.756   14384.88 4.94 0.000 

7 10 8 17780.28 280.81  17632.83 40.890 0.829   17780.28 74.94 0.000 

8 15 8 18747.35 182.60  18615.33 72.122 0.704   18747.35 136.41 0.000 
9 20 8 19315.80 193.07  19193.25 73.607 0.634   19315.80 185.78 0.000 

10 25 8 19530.53 189.00  19435.88 131.198 0.485   19530.53 184.81 0.000 

11 5 10 15174.78 237.29  15067.86 24.038 0.705   15174.78 9.19 0.000 
12 10 10 18839.87 184.59  18775.98 63.492 0.339   18839.87 116.96 0.000 

13 15 10 18747.58 192.31  18685.03 71.939 0.334   18611.28 153.12 0.007 

14 20 10 19438.30 193.51  19372.35 99.747 0.339   19438.30 187.32 0.000 
15 25 10 19822.68 217.56  19724.56 137.128 0.495   19822.68 216.96 0.000 

16 5 6 13611.92 100.51  13420.90 21.29 1.403   13611.92 6.08 0.000 

17 10 6 16938.10 152.79  16709.06 43.03 1.352   16938.10 84.64 0.000 
18 15 6 17203.60 151.04  17058.16 45.42 0.845   17203.60 96.32 0.000 

19 20 6 18606.00 181.05  18475.80 62.96 0.700   18606.00 141.73 0.000 

20 25 6 18708.25 194.25  18591.30 74.73 0.625   18708.25 190.35 0.000 

21 5 8 15217.80 128.29  15024.26 23.33 1.272   15217.80 15.61 0.000 

22 10 8 17720.82 177.21  17541.91 53.70 1.010   17720.82 163.48 0.000 
23 15 8 18620.30 196.23  18491.06 63.04 0.694   18518.05 143.48 0.005 

24 20 8 18999.55 212.83  18814.46 84.30 0.974   18999.55 210.44 0.000 

25 25 8 19382.40 225.39  19215.23 109.88 0.862   19382.40 217.22 0.000 

26 5 10 15542.52 138.11  15248.20 35.21 1.894   15542.52 31.84 0.000 

27 10 10 17366.72 179.47  17191.66 47.83 1.008   17366.72 106.46 0.000 
28 15 10 18913.72 203.36  18733.61 92.64 0.952   18913.72 192.05 0.000 

29 20 10 19632.15 220.12  19537.85 131.77 0.480   19513.54 220.01 0.006 

30 25 10 19707.63 233.18  19561.21 122.08 0.743   19707.63 230.33 0.000 

Average   17765.26 187.97  17619.81 65.89 0.845  17749.26 124.98 0.001 

Note: Bold type in the table represents the non-optimal solution 
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Table 5. Compare with DPC on the small size 1800 new instances (seed=3) 

instances m   
DPC  IHDP 

OFV time(s)  OFV time(s) GAP(%) 

1 5 6 3825.80 9.82   3825.80 0.15 0.00 

2 10 6 4381.25 12.16   4381.25 0.62 0.00 
3 15 6 4567.50 12.53   4567.50 0.78 0.00 

4 20 6 4726.13 12.66   4726.13 1.47 0.00 

5 25 6 4842.80 12.19   4842.80 1.55 0.00 

6 5 8 3997.50 10.76   3997.50 0.19 0.00 

7 10 8 4630.67 12.94   4630.67 1.03 0.00 
8 15 8 4793.17 13.18   4793.17 1.30 0.00 

9 20 8 4863.02 14.21   4863.02 1.71 0.00 

10 25 8 5047.80 14.21   5047.80 2.05 0.00 
11 5 10 4166.97 11.44   4166.97 0.24 0.00 

12 10 10 4707.54 13.31   4707.54 1.17 0.00 

13 15 10 4864.12 13.45   4864.12 1.45 0.00 
14 20 10 4981.47 14.16   4981.47 2.08 0.00 

15 25 10 5099.68 14.56   5099.68 2.61 0.00 

16 5 6 3700.47 11.51   3700.47 0.13 0.00 
17 10 6 4366.59 13.13   4366.59 0.57 0.00 

18 15 6 4504.84 12.93   4504.84 0.88 0.00 

19 20 6 4600.78 13.74   4600.78 0.89 0.00 

20 25 6 4697.32 13.88   4697.32 1.43 0.00 

21 5 8 3838.69 10.56   3838.69 0.15 0.00 
22 10 8 4560.90 13.47   4560.90 0.75 0.00 

23 15 8 4769.70 13.89   4769.70 1.21 0.00 

24 20 8 4826.15 14.88   4826.15 1.67 0.00 
25 25 8 4944.00 14.69   4944.00 2.05 0.00 

26 5 10 4033.33 11.52   4033.33 0.15 0.00 

27 10 10 4562.67 14.69   4562.67 0.89 0.00 
28 15 10 4781.54 15.20   4781.54 1.60 0.00 

29 20 10 4959.79 14.43   4959.79 2..06 0.00 

30 25 10 5014.05 15.24   5014.05 2.31 0.00 

Average   4588.54 13.18  4588.54 1.10 0.00 

Table 6. Compare with DPC on the medium size 1800 new instances (seed=3) 

instances m   
DPC  IHDP 

OFV time(s)  OFV time(s) GAP(%) 

1 5 6 14974.25 277.85   14972.15 4.51 0.000 

2 10 6 17113.60 290.08    17113.60 56.95 0.000 

3 15 6 18259.88  278.21    18259.88 112.63 0.000 

4 20 6 18250.43  310.59    18250.43 138.08 0.000 

5 25 6 18769.08  282.40    18769.08 155.32 0.000 

6 5 8 15993.28  293.52    15993.28 8.45 0.000 
7 10 8 18022.70  283.77    18022.70 87.99 0.000 

8 15 8 18772.30  274.74   18772.30 143.05 0.000 
9 20 8 19341.68  281.89   19341.68 192.06 0.000 

10 25 8 19653.10  287.14     19653.10 227.91 0.000 

11 5 10 15902.78  288.95    15902.78 7.68 0.000 

12 10 10 18600.38  275.67   18600.38 99.46 0.000 

13 15 10 19213.53  275.63   19213.10 167.44 0.000 

14 20 10 19730.58  272.70    19730.58 207.27 0.000 
15 25 10 20012.65   282.42   20012.65 260.77 0.000 

16 5 6 14730.78    324.04    14623.88 5.34 0.007 

17 10 6 17040.13  301.38   17040.13 47.19 0.000 
18 15 6 18025.05  305.29    18025.05 103.17 0.000 

19 20 6 18465.53  316.33    18465.53 153.18 0.000 
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20 25 6 18842.85  313.16   18842.85 189.40 0.000 

21 5 8 15830.78  304.80    15827.15 6.76 0.000 

22 10 8 17801.28  317.94   17801.28 81.35 0.000 

23 15 8 18732.18  299.69    18732.18 147.56 0.000 
24 20 8 19156.50  313.54    19156.50 186.86 0.000 

25 25 8 19384.78  306.00    19384.78 216.96 0.000 

26 5 10 15078.53  297.44    15078.53 6.96 0.000 
27 10 10 17974.48  313.68   17958.15 90.66 0.001 

28 15 10 18850.90  310.60   18850.90 166.48 0.000 

29 20 10 19401.13  311.13   19401.13 232.41 0.000 
30 25 10 20059.15  308.62    20059.15 274.27 0.000 

Average   18066.14 296.64  18061.83 125.94 0.000 
Note: Bold type in the table represents the non-optimal solution 

Table 7. Compare with DPC on the small size 1800 new instances (seed=7) 

Ins. m   
DPC  IHDP 

OFV time(s)  OFV time(s) GAP(%) 

1 5 6 3947.23 2.17  3947.23 0.12 0.00 

2 10 6 4388.65 3.11  4388.65 0.85 0.00 

3 15 6 4526.98 3.57  4526.98 1.75 0.00 

4 20 6 4654.13 3.89  4654.13 2.23 0.00 

5 25 6 4758.02 4.21  4758.02 2.31 0.00 

6 5 8 4020.60 2.42  4020.60 0.24 0.00 

7 10 8 4507.75 3.99  4507.75 1.44 0.00 

8 15 8 4732.47 4.66  4732.47 3.27 0.00 

9 20 8 4854.50 5.15  4854.50 3.62 0.00 

10 25 8 4924.37 5.41  4924.37 4.56 0.00 

11 5 10 4105.08 3.45  4105.08 0.93 0.00 

12 10 10 4732.95 5.45  4732.95 3.31 0.00 

13 15 10 4899.15 6.25  4899.15 5.70 0.00 

14 20 10 5006.60 6.72  5006.60 5.69 0.00 

15 25 10 5063.02 6.83  5063.02 7.38 0.00 

16 5 6 3810.30 4.33   3808.07  0.20  0.06 

17 10 6 4303.37 5.14   4303.37  0.63  0.00 

18 15 6 4529.53 5.56   4529.53  0.97  0.00 

19 20 6 4598.10 5.92   4598.10  1.42  0.00 

20 25 6 4702.70 6.22   4702.70  2.02  0.00 

21 5 8 4041.78 4.88   4041.78  0.74  0.00 

22 10 8 4501.80 5.97   4501.80  2.29  0.00 

23 15 8 4732.78 6.74   4732.78  2.96  0.00 

24 20 8 4803.43 6.82   4803.43  3.55  0.00 

25 25 8 4851.45 7.02   4851.45  3.88  0.00 

26 5 10 4055.08 5.12   4055.08  0.73  0.00 

27 10 10 4730.05 6.77   4729.92  2.95  0.003 

28 15 10 4820.05 7.01   4820.05  3.91  0.00 

29 20 10 4933.32 7.40   4933.32  5.06  0.00 

30 25 10 4992.20 8.48   4992.20  6.52  0.00 

Average   4584.25 5.36  4584.17 2.71 0.002 
Note: Bold type in the table represents the non-optimal solution 
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Table 8. Compare with DPC on the small size 1800 new instances (seed=11) 

Ins. m   
DPC  IHDP 

OFV time(s)  OFV time(s) GAP(%) 

1 5 6 3854.90  2.34   3854.90  0.18  0.00 

2 10 6 4352.48  3.46   4352.48  0.90  0.00 

3 15 6 4548.65  4.18   4555.65  1.36  0.00 

4 20 6 4658.13  4.49   4658.13  1.87  0.00 

5 25 6 4761.37  4.77   4761.37  2.43  0.00 

6 5 8 3918.62  2.87   3918.62  0.34  0.00 

7 10 8 4538.45  4.77   4538.45  1.53  0.00 

8 15 8 4758.63  5.67   4765.73  2.55  0.00 

9 20 8 4798.27  5.45   4798.27  3.02  0.00 

10 25 8 4926.80  6.39   4926.80  3.99  0.00 

11 5 10 3963.83  3.34   3963.83  0.69  0.00 

12 10 10 4635.02  5.56   4635.02  2.33  0.00 

13 15 10 4851.70  6.54   4851.70  4.07  0.00 

14 20 10 4926.92  6.91   4926.92  4.80  0.00 

15 25 10 5016.78  7.57   5016.78  6.01  0.00 

16 5 6 3818.85  2.97   3818.85  0.15  0.00 

17 10 6 4257.70  3.89   4257.70  0.61  0.00 

18 15 6 4586.68  5.02   4586.68  1.46  0.00 

19 20 6 4649.18  5.39   4649.18  2.09  0.00 

20 25 6 4776.97  5.86   4776.97  2.43  0.00 

21 5 8 3955.52  3.69   3955.52  0.33  0.00 

22 10 8 4524.15  5.00   4524.15  1.44  0.00 

23 15 8 4716.22  6.12   4716.22  2.62  0.00 

24 20 8 4795.03  6.08   4795.03  3.41  0.00 

25 25 8 4884.32  6.81   4884.32  4.28  0.00 

26 5 10 4100.58  4.31   4100.58  0.58  0.00 

27 10 10 4610.17  5.85   4610.17  2.21  0.00 

28 15 10 4806.98  6.36   4806.98  3.37  0.00 

29 20 10 4908.53  7.38   4908.53  4.58  0.00 

30 25 10 4982.80  8.07   4982.80  5.12  0.00 

Average   4562.81 5.24  4562.81 2.36 0.00 
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Abstract. K-barrier coverage is an important coverage model for achieving robust
barrier coverage in wireless sensor networks. After initial random sensor deploy-
ment, k-barrier coverage can be achieved by moving mobile sensors to form k bar-
riers consisting of k sensor chains crossing the region. In mobile sensor network, it
is challenging to reduce the moving distances of mobile sensors to prolong the net-
work lifetime. Existing work mostly focused on forming linear barriers, that is the
final positions of sensors are on a straight line, which resulted in large redundant
movements. However, the moving cost of sensors can be further reduced if non-
linear barriers are allowed, which means that sensors’ finalpositions need not be on
a straight line. In this paper, we propose two algorithms of forming non-linear k bar-
riers energy-efficiently. The algorithms use a novel model,called horizontal virtual
force model, which considers both the euclidean distance and horizontal angle be-
tween two sensors. Then we propose two barrier forming algorithms. To construct
a barrier, one algorithm always chooses the mobile sensor chain with the largest
horizontal virtual force and then flattens it, called sensorchain algorithm. The other
chooses the mobile sensor with the largest horizontal virtual force to construct the
barrier, other than the mobile sensor chain, called single sensor algorithm. Simula-
tion results show that the algorithms significantly reduce the movements of mobile
sensors compared to a linear k-barrier coverage algorithm.Besides, the sensor chain
algorithm outperforms the single sensor algorithm when thesensor density becomes
higher.

Keywords: wireless sensor networks, k-barrier coverage, virtual force, non-linear
barrier.

1. Introduction

Wireless Sensor Networks(WSNs) have been widely applied inmany fields such as in-
trusion detection, border protection, and environment monitoring. Nowadays, many prob-
lems in WSNs have been widely studied such as topology control, localization technology,
data aggregation, and coverage problem. Among them, coverage problem is a significant
problem in WSNs, which can be classified into many different coverages, including area
coverage, target coverage, barrier coverage, and sweep coverage. Barrier coverage is an

⋆ It is an extended version of the (10th International Symposium on Parallel Architectures, Algorithms and
Programming (PAAP 2019))
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important problem in these coverage problems. It was first proposed in the work[9] and
often used to detect intruders by forming a sensor chain in a belt region of interest(ROI)
so that any intruder will be detected when passing through the ROI vertically along any
paths. K-barrier coverage is a kind of robust barrier coverage, which guarantees that any
intruder crossing the region will be detected by at least k sensors. Initially, sensors are
often deployed randomly in the ROI. However, it is not likelyto form k-barrier coverage
after initial random sensor deployment, as shown in Figure 1(a). With the development of
mobile sensor technology, k-barrier coverage can be achieved by moving mobile sensors
to the desired positions, as shown in Figure 1(b).

(a) Initial sensor deployment

(b) Final sensor deployment

Fig. 1. Initial sensor deployment and final sensor deployment

However, mobile sensor is equipped with batteries, and it costs much more energy
during the sensor movement than the sensing. Thus, it is important to minimize the sen-
sor movements for prolonging the network lifetime while achieving k-barrier coverage.
Some algorithms [13, 10] are proposed to form linear barriers using mobile sensors, which
means that the sensors move to locate on a line segment spanning the region. Obviously,
it results in large redundant sensor movements by mobile sensors to form linear barri-
ers. To further reduce the sensor movements, the work in [1, 16, 12] formed a non-linear
barrier energy-efficiently, which means the sensors’ final positions are on a curve, other
than a straight line, as shown in Figure 1(b). It was showed that the sensor movements
can be reduced for forming a non-linear barrier than a linearbarrier. However, very few
works studied how to form k non-linear barriers energy-efficiently, which is a challenging
problem. This paper tries to propose solutions to solve thisproblem.

The work in [1] proposed an algorithm to form a non-linear barrier coverage energy-
efficiently, which outperformed other existing algorithms. However, this algorithm cannot
be extended to the case of k-barrier coverage directly. Inspired by the work[1], we propose
two energy-efficient algorithms of forming non-linear k barriers based on the initial de-
ployment of mobile sensors. In the work[1], virtual force model has been proposed to pull
one sensor chain to touch another sensor chain. This traditional virtual force only con-
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siders the euclidean distance of two sensors, which might cause part of barriers formed
vertically. Instead, we define the notion of horizontal virtual force by considering the eu-
clidean distance and also horizontal angle. In this paper, we propose two solutions for
achieving non-linear k-barrier coverage based on the horizontal virtual force, called sen-
sor chain algorithm and single sensor algorithm respectively. The main idea of the two
solutions are to first divide the region into several subregions, and then construct k sen-
sor chains, called sub-barriers, crossing from the left boundary of each subregion to the
right boundary respectively, and finally connect the sub-barriers in neighbor subregions
for forming k barriers in the whole region. We use two different sub-barrier forming algo-
rithms in these solutions. One algorithm always chooses themobile sensor chain with the
largest horizontal virtual force and then flattens it, called mobile sensor chain movement
algorithm. The other algorithm always chooses the mobile sensor with the largest hori-
zontal virtual force to construct the sub-barrier, other than the mobile sensor chain, called
single sensor movement algorithm. Simulation results showthat our proposed algorithms
efficiently decrease the movements of mobile sensors compared to a linear k-barrier cov-
erage algorithm. The simulations also show that the sensor chain algorithm outperforms
the single sensor algorithm when the sensor density becomeshigher.

In summary, the main contributions of this paper are listed as follows:

– We study the problem of forming non-linear k-barrier coverage using mobile sensors
and propose two energy-efficient solutions.

– We introduce the horizontal virtual force model. It considers both euclidean distance
and horizontal angle between two sensors, which can avoid forming part of the barri-
ers vertically.

– We first divide the region into several subregions, and then construct k sensor chains,
called sub-barriers, crossing from the left boundary of each subregion to the right
boundary respectively, and finally connect the sub-barriers in neighbor subregions
for forming k barriers in the whole region.

– We propose two algorithms to efficiently form k sub-barriersin each subregion.
– Simulation results demonstrate the efficiency of our proposed algorithms.

The rest of paper is organized as follows. Section 2 reviews some related work about
barrier coverage using mobile sensors. Section 3 establishes the networks model and gives
some terms about our algorithms. Section 4 describes an algorithm of forming one sub-
barrier in a subregion called mobile sensor chain movement algorithm. Section 5 proposes
an algorithm of forming one sub-barrier in a subregion called single sensor movement
algorithm. In Section 6 we propose the solutions of forming kbarriers in the whole region.
In Section 7 we evaluate the performance of the algorithms. Section 8 concludes our paper.

2. Related Work

Barrier coverage has been widely studied in wireless sensornetworks. The notion of k-
barrier coverage was first proposed by the work[9]. In the work [9], two kinds of barrier
coverage were proposed: weak barrier coverage and strong barrier coverage. Weak barrier
coverage aims at detecting those intruders which cross the ROI along the vertical paths,
while the strong barrier coverage aims to detect any intruder crossing the ROI along any
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paths. In this paper, we aim to form strong barrier coverage.Existing barrier coverage
algorithms can be divided into centralized algorithms and distributed algorithms.

The centralized algorithms are under the assumption that all the information of region
and the locations of mobile sensors are known beforehand. A central device can com-
pute the final location of each mobile sensor and then sensorscan move directly to their
final location. The work in [2] constructed linear k barriersby dividing the region into
subregions and forming a baseline grid barrier and an isolation grid barrier in each subre-
gion. However, a large number of redundant sensors are needed for constructing isolation
grid barriers. Especially when there are not enough sensorsremained in one subregion to
fill the isolation grid, the algorithm has to move mobile sensors from other subregions to
form the grids, which might cause lots of redundant movements. The work in [7] defined a
novel barrier coverage model, called hetebar, and gave a centralized algorithm to find out
the maximum lifetime of hetebar after sensors’ initial deployment. The work in [13] tried
to move the sensors to the grid points while minimizing the maximum sensor movement.
The work in [10] proposed a polynomial-time algorithm to move the sensors to cover the
barrier line while minimizing the maximum sensor movement,which can reduce the sen-
sor movement. All the above algorithms formed linear barriers, which means the sensors
in the barriers must locate on a straight line. The work in [1]proposed an energy-efficient
algorithm based on virtual force to form non-linear barriercoverage, which outperformed
the linear barrier algorithms in the work[2]. The work in [16] proposed a centralized al-
gorithm to form barriers with mobile sensors under the influence of both sunny and rainy
days. The work in [14] studied the hybrid network consistingof stationary sensors and
mobile sensors and proposed an algorithm of relocating mobile sensors to improve bar-
rier coverage by filling the gap resulted by stationary sensors. In [19], similar to [14],
the authors tried to use mobile sensors and stationary sensors to form barrier coverage.
They proposed a two-phase deployment algorithm, where the stationary sensors are first
deployed, and then the mobile sensors are deployed to fill thegaps between stationary
sensors to form a barrier. Moreover, they proposed a scheme based on probabilistic model
to minimize the total sensor cost. The work in [17] achieved barrier coverage in hetero-
geneous WSNs by leveraging various types of mobile sensors and proposing a greedy
movement algorithm to fill the gaps between stationary sensors deployed.

In fact, the performance of centralized algorithms might belimited by the central
device if there are a large number of sensors. Hence, some researchers studied the dis-
tributed algorithms. Mobile sensor adjusts its location according to its environment and
it does not need to know all the information of other sensors.However, these algorithms
might cause large redundant movements of mobile sensors in practical applications. The
work in [4] proposed an algorithm, which was inspired by the animal aggregations, to
solve the problem of establishing barrier coverage betweentwo landmarks. The work in
[8] proposed a fully distributed algorithm based on virtualforce to relocate the sensors
from the original positions to uniformly distribute on the convex hull of the region. The
work in [15] presented a distributed algorithm called MobiBar to form linear k-barrier
coverage. Furthermore, the authors proved the algorithm terminated in a finite time. The
work in [12] proposed two distributed algorithms for forming barriers based on virtual
force. However, it was not energy-efficienct. The work in [3]studied the sensors’ move-
ment in barrier coverage with a game theory approach. In [18], the authors formed barrier
coverage using directional sensors in a line-based model. The algorithm indicated that
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after deployed along a predetermined line, the directionalsensor can rotate itself based on
the information of its adjacent sensors to form barrier coverage.

3. Network Model

Assuming that there is a rectangular belt region of lengthL and widthH, which isL≫H.
A set of mobile sensors is deployed randomly in this region. The sensing range of these
sensors isRs and the number of the sensors isN. The initial position of mobile sensorsi
is (xi, yi). We assume that each mobile sensor knows its coordinate using GPS system.
Each sensor can move in all direction, whose moving distanceis the euclidean distance
of its initial position and final position.

In this paper, we focus on how to form k-barrier coverage energy-efficiently using
mobile sensors. K barriers are formed by k chains of sensors whose sensing range overlap
with each other crossing from the left boundary of the regionto the right boundary. We
study how to find the sensors’ final positions so that the sensors can move to form k
barriers crossing the region while minimizing the average sensor moving distances.

Before showing the algorithm, we will define some terms below.

Definition 1. Mobile Sensor Chain: A mobile sensor chain is a set of mobile sensors in
which the sensing range of each sensor should intersect with that of adjacent sensor in
this set, which means the distance between these two mobile sensors is less than or equal
to 2Rs.

A mobile sensor chain, denoted in red, can be seen in Figure 1(a). Note that a single
sensor is the minimum mobile sensor chain. A barrier is formed when there is a mobile
sensor chain in which there are two mobile sensors whose sensing ranges intersect the left
boundary and the right boundary respectively.

Definition 2. Main Mobile Sensor Chain: A main mobile sensor chain is a kind of mo-
bile sensor chain in which the sensing range of one sensor intersects with the left bound-
ary.

We form a barrier by constructing a main mobile sensor chain from the left boundary
to the right boundary of the region.

Now we’ll define the notion of horizontal virtual force by considering the euclidean
distance and also horizontal angle.

Let N represent the set of all sensors deployed in the region andNc represent all
the mobile sensors in the main mobile sensor chain. For each mobile sensorc ∈ Nc and
v ∈ N −Nc, we define horizontal virtual forceh(c, v) from v to c as follows:

h(c, v) =
α

distance(c, v)
× cosθ (1)

c ∈ Nc, v ∈ N −Nc, θ ∈ (0,
π

2
)

In the formula,distance(c, v) is the Euclidean distance between mobile sensorc and
mobile sensorv. The direction ofh(c, v) starts fromv and points toc. θ is the included
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angle of the horizontal line and the line of mobile sensorc andv . Note thatθ ∈ (0, π
2
)

andα is a scaling parameter.
For each sensorc ∈ Nc, we can calculate the maximum horizontal virtual forceH (c)

as follows:

H(c) = max
v

h(c, v) (2)

c ∈ Nc, v ∈ N −Nc, θ ∈ (0,
π

2
)

The action point is defined as the sensorcm ∈ Nc which satisfies thatH (cm)=max
c

H(c),

∀c ∈ Nc. The reaction point is defined as the sensorvm ∈ N −Nc whose horizontal vir-
tual force to sensorcm isH (cm).

4. Mobile Sensor Chain Movement Algorithm

In this paper, the main idea of forming k barriers is to first divide the region into several
subregions, then construct k sub-barriers from the left boundary of each subregion to the
right boundary and finally connect the sub-barriers in adjacent subregions for forming k
barriers in the whole region.

In this section, we will show an energy-efficient algorithm of forming a sub-barrier
called mobile sensor chain movement algorithm. The whole solution of forming k barriers
will be discussed in section 6.

The main idea of mobile sensor chain movement algorithm is toalways choose the
mobile sensor chain with the largest horizontal virtual force to construct the sub-barrier
and then flatten it. This algorithm can be described in three phases.

In the first phase, called the left-fix phase, we will find out the leftmost mobile sensor
and then pull it to the left boundary as well as the chain wherethe mobile sensor belongs
to. This chain is regarded as the main mobile sensor chain.

In the second phase, called the extending phase, we will select the rightmost sensor
of this main mobile sensor chain and compute the sensor chainwith the largest horizontal
virtual force towards the rightmost sensor, and pull the mobile sensor chain towards the
main mobile sensor chain until the mobile sensor chain touches the rightmost sensor.

In the third phase, called the right-fix phase, when the main mobile sensor chain
touches the right boundary of the subregion, we will select the corresponding main mobile
sensor chain in the next subregion and move sensors to fill thegap between the chains.
If it is the last subregion, then this phase will be ignored. Once the main mobile sensor
chain touches its corresponding chain or the right boundaryof subregion, it implies that
one sub-barrier is formed.

4.1. Flattening Algorithm

Before showing the detail of these three phases, we first present the flattening algorithm.
The flattening algorithm is used when a mobile sensor chain isselected to move to the

target which may be the left boundary of the region or a main mobile sensor chain. The
main idea of this flattening algorithm is that we first computethe horizontal path of this
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mobile sensor chain and then pull the sensors in this chain toward the target one by one
by extending the horizontal path.

The detail of this algorithm is described as in Algorithm 1.

Algorithm 1 Flattening Algorithm
Input: main mobile sensor chainM, mobile sensor chainG
Output: updated main mobile sensor chainM

1: Find out the rightmost sensor ofM, regard it as anaction point
2: Calculate the sensor with the largest horizontal force towards the action point, regard it as a

reaction point
3: if the reaction point is on the rightside of action point
4: Compute the horizontal pathH starting from the reaction point.
5: for each mobile sensorc ∈ H
6: moving sensor =c
7: The moving sensorc moves towards action point along the straight line and touches the

action point
8: action point = moving mobile sensor
9: if the action point intersects with the mobile sensor chainthen

10: return M
11: end if
12: if moving sensor’s degree≥ 2 then
13: Compute the redundant sensor chainR which touches the moving sensor
14: for each mobile sensord ∈ R
15: moving sensor =d
16: The moving sensord moves towards action point along the straight line and touches

the action point.
17: action point = moving sensor
18: if the action point intersects with the mobile sensor chainG then
19: return M
20: end if
21: end for
22: end if
23: end for
24: else
25: reaction point moves to action point’s position
26: action point moves towards the right boundary of subregion until it is tangent with the reac-

tion point
27: return M

Let N denote all mobile sensors andNa denote those mobile sensors in the main
mobile sensor chain.

First, we enumerate all the mobile sensors in the main mobilesensor chain and find
out the sensor with rightmost X coordinate. We regard this sensor as the action pointa.
For each mobile sensorr ∈ N −Na, compute all the horizontal virtual force froma to r
and we need to find out the largest horizontal virtual force among them. The sensor with
the largest horizontal virtual force is the reaction point.Let P denote the mobile sensor
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chain where the reaction point is. We’ll extend the main mobile sensor chain by pulling
P towards it.

Second, compute the horizontal path ofP . we enumerate all possible paths starting
from this reaction point by doing a depth-first search and calculate the variance of Y
coordinate of these paths and select the path with the lowestvariance.

Third, if the reaction point is on the rightside ofa, for each sensorc in the horizontal
path, movec towards the main mobile sensor chain by extending the horizontal pathP .
We first compute the degree of the reaction point and then movethe reaction point to
touch the action point of the main mobile sensor chain. Then the reaction point becomes
the new action point. If the reaction point’s degree is greater than or equal to 2, it means
there is at least one redundant mobile sensor chainRG connecting the reaction point
before it moves. Therefore, movingRG is preferential and we will move the sensors in
RG towards the action point along the straight line one by one until the new action point
intersects with the mobile sensor chain or all the mobile sensors inRG have been moved.
If the new action point intersects withP , the procedure stops; If all mobile sensors inRG

have been moved, then we will continue moving those mobile sensors in the horizontal
pathP .

However, if the reaction point is on the left ofa, we need to insert the reaction point
of the mobile sensor chain into the main mobile sensor chain.First we move the reaction
point to the position ofa. Then, to extend the main mobile sensor chain, we pulla towards
the right boundary of the subregion untila is tangent with the reaction point.

To illustrate the algorithm more clearly, we will show two simple examples. Figure
2 shows the example when the reaction point is on the rightside of the action point and
figure 3 shows the example when the reaction point is on the left.

Figure 2(a) shows the initial deployment of the main mobile sensor chain and another
mobile sensor chainDG. As is shown in the figure, the rightmost mobile sensor in main
mobile sensor chain is selected as the action point and the reaction point inDG is selected
as the moving mobile sensor. By traversing the horizontal path, move the moving mobile
sensor towards action point along the straight line until keeping their sensing ranges just
intersect at one point, which is tangent. Then this moving sensor will become the new
action point and the next mobile sensor in horizontal path will be the new reaction point,
which is becoming the moving sensor.

In Figure 2(b), we can find that the degree of moving sensor is 2, which means there
is a redundant mobile sensor chain touching the moving sensor, so we need to record this
redundant mobile sensor chain, and then move the moving sensor.

In Figure 2(c), since we have recorded this redundant mobilesensor chain, we have to
move the redundant mobile sensor chain instead of mobile sensors in the horizontal path.
For each mobile sensor in the redundant mobile sensor chain,we will move it towards
the action point along the straight line and then it become the new action point until all
mobile sensors are added to the main mobile sensor chain.

In Figure 2(d), the redundant mobile sensor chain has been moved to touch the main
mobile sensor chain. Note that adding the redundant mobile sensor chain increases the
horizontal length of the main sensor chain. Next, we keep moving the mobile sensors in
horizontal path until there is another redundant mobile sensor chain or no mobile sensors
in the horizontal path.
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(a) (b)

(c) (d)

(e)

Fig. 2. An example of flattening algorithm whenreaction point is on the right

(a) (b)

Fig. 3. An example of flattening algorithm whenreaction point is on the left
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Figure 2(e) shows the result of the flattening algorithm. We can see the main mobile
sensor chain merges the other mobile sensor chain and extends in horizontal direction.

Figure 3 shows an example when the reaction point is on the left of the action point.
As we can see, the reaction point moves to the action point’s position, then the action
point moves towards the right boundary of subregion and finally, it is tangent with the
reaction point. Note that when the reaction point is on the left of the action point, we only
move the reaction point to its corresponding position, not the mobile sensor chain where
the reaction point is.

4.2. Forming One Sub-barrier

Now we’ll show the mobile sensor chain movement algorithm offorming one sub-barrier.
The algorithm is divided into three phases: Left-Fix Phase,Extending Phase and Right-
Fix Phase.

In the Left-Fix Phase, we will identify the main mobile sensor chain in the subregion.
We find out the leftmost mobile sensor chain, which is the closest mobile sensor chainLG

to the left boundary of the subregion. Next, we will moveLG to the left boundary, making
the leftmost mobile sensor inLG tangent with the left boundary. Note that we moveLG

using the flattening algorithm, and the action point of the algorithm is a virtual sensor,
and its coordinate is (−Rs, Yleftmost). TheYleftmost is the Y coordinate of the leftmost
mobile sensor inLG. In the end, we regardLG as the main mobile sensor chain.

In the Extending Phase, we try to extend the main mobile sensor chain by moving
other mobile sensor chains towards it. We will first calculate the reaction point and the ac-
tion point, where the reaction point is the sensor with the largest horizontal virtual force.
Move the mobile sensor chain containing reaction point to the main mobile sensor chain
using the flattening algorithm. We continue iterating this phase until the main mobile sen-
sor chain touches the right boundary of subregion or no redundant sensor can be selected.
When the phase stops, we come to the right-fix phase.

In the Right-Fix phase, since the main mobile sensor chain has touched the right
boundary of subregion, we have to connect it to another main mobile sensor chain in
the next subregion to form a barrier.

5. Single Sensor Movement Algorithm

In section 4, we proposed a mobile sensor chain movement algorithm and the flattening
algorithm. However, when the length of ROI is not long, flattening algorithm works not
well since there is no space to move the mobile sensor chain. Motivated by this, we will
introduce a single sensor movement algorithm.

The main idea of this algorithm is that we first divide the ROI into several subregions
and in each subregion we select k mobile sensors as the sub-barriers, also called main
mobile sensor chain. Then we extend these sub-barriers by moving the sensors with the
largest horizontal virtual force towards the sensors in themain mobile sensor chains un-
til the main mobile sensor chain touches another main mobilesensor chain in the next
subregion or the right boundary of the ROI.
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5.1. Extending Chain Algorithm

In this subsection, we propose an algorithm of forming one sub-barrier. This algorithm
can be divided into three phases: Left-Fix Phase, ExtendingPhase, and Right-Fix Phase.

(a)

(b)

Fig. 4. An example of extending chain algorithm whenreaction point is on the right

In the Left-Fixed phase, in each subregion, at first, we find out k sensors which are the
closest to the left boundary of subregion by calculating thedistances between sensors
in the subregion and the left boundary of the subregion. Thenmove these sensors to
touch the left boundary of subregion. The final positions of these k sensors should be
(isubregion ∗Lsubregion+Rs, Ysensor), whereisubregion is the number of region, starting
from 0.Lsubregion is the length of subregion,Ysensor is the sensors’ Y coordinate. Note
that we only move these k sensors, which are regarded as the main mobile sensor chain.

In the Extending Phase, we extend the main mobile sensor chain. First, we calculate
all the horizontal virtual forces between the sensors in themain mobile sensor chain and
other sensors in this subregion, and choose the sensor with the largest horizontal virtual
force. Then find out the action point and reaction point. If the reaction point is on the
right side of the action point, we just move the reaction point to touch the action point
along the line segment between them. But if the reaction point is on the leftside of the
action point, we need to move the reaction point to the actionpoint’s position, and then,
for each sensor on the right side of the action point on the chain, except the rightmost
sensor(the last sensor of the chain), it moves to touch its right neighbor sensor. Note that
the rightmost sensor does not have the right neighbor sensor, so move it towards the right
boundary of subregion.

In the Right-Fixed phase, it is the same as mobile sensor chain movement algorithm.
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(a) (b)

Fig. 5. An example of extending chain algorithm whenreaction point is on the left

Algorithm 2 Extending Chain Algorithm
Input: mobile sensor setS, main mobile sensor chainM
Output: updated main mobile sensor chainM

1: for each sensorc ∈ M
2: calculate the horizontal virtual force betweenc and other sensors which are not in all the

main mobile sensor chain
3: select the sensor with the largest horizontal force, as the reaction point ofc
4: end for
5: find out the action point whose horizontal virutal force between action point and reaction point

is the largest
6: if the reaction point is on the rightside of action point
7: moving sensor = reaction point
8: The moving sensor moves towards action point along the straight line and touches the action

point
9: else

10: insertPosition =M.indexOf(action point)
11: reaction point moves to action point’s position
12: for each sensorcinsertPosition ∈ M
13: if insertPosition>= M.size-1
14: cinsertPosition moves towards the right boundary of subregion while touching its left

neighbor sensor
15: else
16: cinsertPosition moves tocinsertPosition+1 point’s position
17: insertPosition = insertPosition + 1
18: end for
19: return M
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The detail of this algorithm is described in Algorithm 2.
Also, to illustrate the algorithm clearly, we present two examples of extending chain

algorithm in the extending phase. Figure 4 shows an example of extending chain algorithm
when the reaction point is on the right side of the action point. The reaction point moves
towards the action point along the line segment between reaction point and the action point
until the reaction point touches the action point. Figure 5 shows how the algorithm works
when the reaction point is on the leftside of the action point. The reaction point moves to
action point’s position. Then the action point moves to the position of its right neighbor
sensor. Also, this sensors on the rightside of the action point moves to the position of its
right neighbor sensor except the rightmost sensor. The rightmost sensor moves towards
the right boundary of the subregion while touching its left neighor sensor. Note that the
extending chain algorithm is used to extend the length of main mobile sensor chain.

6. Forming K-barrier

In this section, we’ll show how to form k barriers. Actually,mobile sensors chain move-
ment algorithm and single sensor movement algorithm in the former two section aim
to forming one sub-barrier in a subregion. We will propose two solutions of forming k
barriers based on these two algorithms, called sensor chainalgorithm and single sensor
algorithm.

The main idea is to first divide the region into several subregions, and then use the two
algorithms k times in each subregion to form k sub-barriers respectively. After forming
k sub-barriers, we will connect the k sub-barriers with the other sub-barriers in the right
subregions so that the k barriers is formed.

The detail of the solutions are described as follows:
First, the region is divided into equal-sized subregions whose length areLr and the

width areW , whereLr = L/n andn is the number of subregions. Empirical,n should
not be too large or too small. On one hand, ifn is too large, there might be not enough
sensors to form barriers in the subregion. On the other hand,if n is too small, the length
of subregion will be longer, which might result in a larger moving distance of mobile
sensors.

Second, form k sub-barriers in each region independently byrunning the two algo-
rithms of forming one sub-barrier k times. The number of sensors constructing one barrier
is limited to beNi/k, avoiding that there is not enough sensor to construct thekth sub-
barrier, whereNi is the number of sensors deployed inith subregion. After completing k
sub-barriers in each subregion, it can be observed that these sub-barriers in two adjacent
subregions may be not connected, as shown in Figure 6(a).

Third, for simplicity, k sub-barriers in one subregion is called the left k sub-barriers
while k sub-barriers in its right neighbor subregion is called the right k sub-barriers. The
left or right k sub-barriers are numbered increasingly by their locations on the right or left
boundary of their subregion respectively. Each left sub-barrier connects with the same
number of the right sub-barrier by pulling the sensors one byone to fill the gap between
them. For example, sensors denoted in red are moved to connect sub-barriers in adjacent
subregions, as shown in Figure 6.
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Fig. 6. Connecting two sub-barriers in two adjacent subregion

Finally, k barriers will be formed in the whole region. Note that the solutions will form
non-linear barriers in the region, so the shapes of barriersare curves. The time complexity
of the solutions areO(n2).

7. Simulation Results

In this section, we evaluate the performance of our proposedalgorithms using Java, called
sensor chain algorithm and single sensor algorithm. These two algorithms are compared
with the CBIGB algorithm in the work [2]. The CBIGB algorithmconstructs k barriers by
dividing the region into equal-sized subregions, selecting a baseline based on the distance
between sensors and baselines, and forming a baseline grid barrier and an isolation grid
barrier using hungarian algorithm in each subregion. The results obtained are the average
of running the experiments 100 times.

Figure 7,8,9 and 10 show how the average moving distance of sensors changes as
the number of sensors increases. Sensors are deployed in theregions with length 30m,
50m, 100m, and 150m respectively and width 8m. Sensors’ sensing radius is 0.5m. The
number of sensors is different according to the length of regions. We divide the region
into 3 subregions. It can be observed that our algorithms result in less average moving
distances of sensors than CBIGB algorithm in all the figures.

Figure 7 shows the performance of algorithms when sensors are deployed in a 30m×8m
region. As the number of sensors increases, our proposed algorithms always obtain a
smaller average moving distance than CBIGB algorithm. Meanwhile, the single sensor
algorithm performs better than sensor chain algorithm.

Figure 8 shows the performance of our algorithms when the length of the region is
50m. It can be seen that the result obtained by our algorithmsis almost half of that by
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Fig. 7. Average moving distance vs number of sensors in 30m×8m ROI

CBIGB algorithm. At first, the sensor chain algorithm performs worse than single sensor
algorithm. However, as the number of sensors increases, theresults by the sensor chain
algorithm improve sharply. When the number of sensors is 170, they achieve almost the
same result.

Figure 9 shows the performance of our algorithms when the length of the region is
100m. At first, the sensor chain algorithm results in a largermoving distance than single
sensor algorithm. As the number of sensors increases, the moving distances by these two
algorithms both decrease. But the result of the sensor chainalgorithm decreases more
sharply. When the number of sensors is 275, the results of these two algorithms become
the same. As the number of sensors increases, the sensor chain algorithm has a smaller
result than the second algorithm. It implies in the middle region case, the sensor chain
algorithm is more suitable when the number of sensors is large.

In figure 10, sensors are deployed in the large region with length 150m and width 8m.
It can be seen that the sensor chain algorithm results in a larger moving distance than
single sensor algorithm. However, as the number of sensors increases, the result of the
first algorithm decreases sharply and that by the second algorithm is almost the same.
Thus, when the number of sensors is small, single sensor algorithm is more suitable.

Figure 7,8,9 and 10 imply that a larger number of sensors leads to less average moving
distance. That is because a larger number of sensors means a higher node density, mak-
ing sensors move less distance. Additionally, our algorithms are more energy-efficient
than CBIGB algorithm in different size of regions since our algorithms result less average
moving distance. When the number of sensors is small, singlesensor algorithm outper-
forms the sensor chain algorithm. When the number of sensorsbecomes larger, the sensor
chain algorithm is more suitable.

Next, we study the performance of our proposed algorithms and CBIGB algorithm
when the sensors’ sensing radius varies. Sensors are randomly deployed in a region with
length 50m and width 8m. The number of sensors is 220. Figure 11 shows that the average
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moving distance decreases as the sensors’ sensing radius becomes larger, since sensors
with larger sensing radius can cover larger areas and thus other sensors can move less to
touch it. It is observed that the result of sensor chain algorithm and single sensor algorithm
is almost the same. When the sensing radius is 0.3m, the average moving distance is
almost 2m. When the sensing radius is 0.55m, the moving distance is almost 1m. Hence,
a larger sensing radius is preferable for reducing the moving distance.
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Fig. 8. Average moving distance vs number of sensors in 50m×8m ROI

At last, we will evaluate the performance of three algorithms when the length of region
varies. Assuming that the node density is a constant value and then we increase the length
of region to simulate large region. Note that the node density can be calculated byN/S,
whereN is the number of sensors andS is the area of ROI. Therefore, as the length of
region increases, the number of sensors also increases. Sensor’s sensing radius is set to be
0.5m and the node density varies from 0.375, 0.4, and 0.425.

In figure 12, the length of region varies from 30m to 100m with step 10m and the
number of sensors ranges from 90 to 300 with step 30. As the length of region increases,
the result by sensor chain algorithm decreases, while that by single sensor algorithm in-
creases. It implies that the sensor chain algorithm outperforms the single algorithm when
the length of the region is long. When the length of the regionis 60, they share the same
result. The curves in figure 13 and 14 are similar to that of figure 12. The sensors’ den-
sity is 0.4 and 0.425 and the number of sensors varies from 96 to 320 and 102 to 340
respectively. When the length of region is 60m, these two algorithms obtain the same
result.

In summary, figure 12,13, and 14 show that the average moving distance obtained by
our algorithm is always less than CBIGB algorithm when the length of region increases,
which implies that our algorithms are scalable and can be applied to large scale sensor net-
works. Moreover, single sensor algorithm outperforms the sensor chain algorithm when
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Fig. 9. Average moving distance vs number of sensors in 100m×8m ROI
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Fig. 10.Average moving distance vs number of sensors in 150m×8m ROI
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Fig. 11.Average moving distance vs sensor sensing radius in 50m×8m ROI
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sors’ density 0.375
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Fig. 13. Average moving distance vs length of region with width 8m andsen-
sors’ density 0.4
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the length of region is short. However, when the length of region becomes longer, the
sensor chain algorithm is more suitable.

Our proposed algorithms outperform CBIGB algorithm in average moving distance
due to two reasons. First, CBIGB algorithm forms linear k-barrier coverage by moving
sensors to some predetermined baselines, which causes large redundant movements. Sec-
ond, besides forming sub-barriers in subregions, CBIGB algorithm has to form isolation
grid barrier vertically to combine sub-barriers between adjacent subregions. Obviously, it
also increases the movements of sensors.

8. Conclusion

In this paper, we propose two algorithms based on horizontalvirtual force model, called
sensor chain algorithm and single sensor algorithm, to formnon-linear k-barrier cover-
age in mobile sensor networks. Simulation results show thatthe two proposed algorithms
can efficiently reduce the movements of mobile sensors compared to a linear barrier al-
gorithm and can be applied to large scale sensor networks. Inthe future, we will design
a distributed algorithm for achieving non-linear k-barrier coverage using the horizontal
virtual force.
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Abstract. Multi-radio multi-channel (MRMC) wireless mesh networks (WMNs)
have emerged as the broadband networks to provide access to the Internet for ubiq-
uitous computing with the support for a large number of data flows. Many applica-
tions in WMNs can be abstracted as a multi-flow coexistence problem to carry out
multiple concurrent data transfers. More specifically, links in different channel lay-
ers must be concatenated to compose multiple data transfer paths based on nodes’
free interfaces and available channels. This is typically formulated as a combina-
torial optimization problem with various stages including channel assignment, path
computing, and link scheduling. This paper analyzes traffic behaviors and designs
a coexisting algorithm to maximize the number of concurrent data flows. Simula-
tions are conducted in combinatorial cases of channel and radio with various traffic
requests of multiple pairs. The experimental results show the efficacy of the coex-
isting algorithm over a randomly generated topology. This scheme can be used to
develop routing and scheduling solutions for various multi-flow network applica-
tions through prior computing.

Keywords: Concurrent flows, routing and scheduling, coexisting links, Wireless
Mesh Networks.

1. Introduction

With rapid development of smart mobile terminals, data traffic requests converge to mesh
routers, which form multiple data flows between multiple pairs. Wireless Mesh Networks
(WMNs) have inherent advantages to serve ubiquitous communication as a broadband
backbone. Increasingly, Multi-Radio Multi-Channel (MRMC) WMNs are believed to be
the next-generation wireless backbone to address the challenge of heavy data flows [18].
Almost all applications in such network environments can be modeled as multi-flow tasks
in a global wireless mesh topology. The fast growing demand for throughput in MRMC
WMNs has led to a fundamental problem: how to assemble links to support multiple
data flows with optimal performance in a coexisting manner, taking into consideration the
limited resources in the network?

For traffic requests of multiple pairs (si, di), i = 1, 2, ..., n, a basic requirement is
to enable continuous transmission without wireless interference. This is a fundamental
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and challenging problem that naturally boils down to a coexistence problem of concur-
rent flows, which must coexist and be activated along the paths for these specific pairs.
Hence, the problem has a general meaning for different applications. As the data volume
continues to increase, many applications need to transmit data between different pairs of
nodes and it has become a common requirement to support concurrent flows. Due to the
limited transmitting media and the wireless interference that obstructs the use of radios, it
is challenging to design an efficient method that considers various factors simultaneously,
such as interfaces, channels, interference, topology, traffic requests, and data size. To find
the link group for optimal throughput in given deployment is meaningful, which help to
reach a goal of capacity augmentation [3].

The challenge also arises from the problem’s computational complexity. If we con-
sider maximizing the number of concurrent flows or the throughput of source-destination
pairs, the problem has been proved to be NP-complete [23]. A subproblem to decide a
link schedule for optimal utilization of wireless resources has also been proved to be NP-
hard [24]. Even in a simpler combinatorial case of multi-radio networks to meet a given
set of rate demands through congestion control by considering channel assignment (CA)
and traffic allocation, the problem still remains NP-hard [10]. Energy efficiency is another
major concern as massive flows consume significant energy [26].

Cao et al. designed a joint routing and scheduling algorithm for multi-pair traffic
requests based on a Cartesian Product of Graphs (CPG) model [5]. For the multi-pair or
multi-flow problem, Cao et al. explored and addressed various issues in resource-aware
situation [6]. They also designed a combinatorial scheme with consistent coexisting links
over a topology of 64 nodes [11], and a co-existing scheme with optimal joint routing
and scheduling [4]. More research efforts are needed in this line of research to support
concurrent data flows in WMNs with limited resources.

Since the shortest-distance path does not account for the MRMC constraint, those
well-known schemes such as Ad hoc On-Demand Distance Vector (AODV) routing can-
not be directly applied to maximize the utilization of MRMC resources. To develop a
concurrent transmission scheme for concurrent flows, we focus on the most important
factors, including the radios R of nodes, the set C of available orthogonal channels, time
slot t, topologyG, and traffic requests Tr. This research sheds lights on several key points
as follows:

– Formulate the multi-flow problem as a combinatorial optimization problem to achieve
the maximum capacity of coexisting links over different channel layers under a chan-
nel decomposition model of CPG.

– Develop a link coexisting algorithm to support concurrent flows simultaneously.

– Evaluate the performance in terms of activated links, throughput, capacity, and delay
in combinatorial situations.

The remaining sections are organized as follows: Section 2 provides a brief sum-
mary of related work. Section 3 builds an optimization model for maximum capacity and
designs a coexisting algorithm. Section 4 evaluates the performance of the coexisting al-
gorithm. Section 5 draws a conclusion of the work.
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2. Related Work

Channel Assignment (CA) has been investigated in-depth through the use of graph col-
oring for interference avoidance. Almasaeid et al. proposed receiver based CA [2], in
which they adjust the power and CA scheme in a strong restriction of cognitive radio
WMN. The impact of network topology on channel resource utilization has been well rec-
ognized [22]. Interference-aware topology control has also been extensively studied for
years [13,21]. Resource utilization also depends on the communication scheme. MRMC
is able to significantly improve network capacity and reduce the cost of broadband WMN
deployment [19]. The number of orthogonal channels and the number of radios per node
determine the mesh capacity. The combined cases of critical resources should be com-
pared to understand the relationship between throughput and other metrics.

Most of the existing work considered one aspect of routing, scheduling, or channel
assignment. There is some limited work considering two or more of them. Jin showed
that the routing and packet scheduling problem in general graphs is NP-complete [14]. It
is even more challenging to optimize the use of wireless resources in WMNs, because one
subproblem to determine an optimal link schedule has been shown to be NP-hard [24].
The subproblem only considering CA in mesh networks is similar to the least coloring
problem of graph, which is NP-complete [23]. The joint routing and scheduling problem
in WMNs is obviously more complicated. Even in a directional radio case, the transmis-
sion of multiple concurrent flows, which can be formulated as a mixed integer nonlinear
problem, is inherently difficult to solve [25].

Alicherry et al. formulated CA and routing as an LP problem by simultaneously con-
sidering the characteristics of interference, the number of channels and the number of
radios [1]. Giannoulis et al. proposed an iterative method to optimize congestion control
by considering CA and traffic allocation [10], and declared that the problem is still NP-
hard, even in a simpler combinatorial case on CA for multi-radio networks to realize a
given set of rate demands. After decomposing congestion control into two stages, they
formulated a problem of MRMC congestion control (MRMC-CC). However, Giannoulis’
optimization method does not account for CA concerning multi-pair requests in MRMC
WMN scenarios. Taking one step further from the above work, we investigate the prob-
lem of joint routing, scheduling, and CA with resource-awareness under the guidance of
a carefully designed network model.

Due to limited resources, the shortest-path routing is insufficient for WMNs [8]. To
find the critical links by using Bayesian theorem, which are bottleneck links in a WMN,
was reported with significant performance improvement [12]. JRCA-AODV is reported
as a joint routing and channel scheme, which is a modification of AODV. The problem
of counting all shortest paths in an MIMO triangular mesh, considering the number of
interfaces and the number of channels, is studied for WMNs [7]. The shortest-path routing
scheme only considers the least resource consumption for one stream, while neglecting
the fact that overlapped nodes may exhaust resources quickly [15]. If one node has no
free resource, it cannot forward any packet. Kim et al. discussed resource sharing by
quantifying node resource usage [16]. Although there exist some efforts in this direction,
resource-aware routing still remains largely unexplored.

To simplify CA, Cao et al. suggested a virtual model with Cartesian product of graphs
(CPG), which decomposes the complex layered structure [7]. Cao et al. developed a Carte-
sian product of graphs (CPG) model to simplify channel assignment. They proposed a
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destination-oriented routing method over a triangular mesh. Furthermore, they counted
the path number with CPG model. There is very limited study on the efficiency of combi-
natorial cases considering the number of radios, the number of channels, network topol-
ogy, time slots, and traffic distributions simultaneously. Cao et al. addressed combinatorial
routing using CPG model, which is conducive to CA. The goal of CA is take full usage
of the radio resource, which is represented in interference-free or more coexisting active
links at a moment. Furthermore, they proposed optimal schemes of combinatorial routing
and scheduling for concurrent flows in their recent work [4]. The considered factors in the
model in the latest work [11], i.e., the major parameters, are of available channels, radios
equipped, topology, and traffic requests.

To avoid interferences between links and to reduce heavy congestion on intersected
nodes, path finding/selection and link scheduling should be carried out based on actual
available resources. Hence, a joint scheduling and routing scheme with CA is deeply
coupled with the network topology, the number of node interfaces, and the number of
available channels.

3. Coexisting patterns

A data flow is carried over a path between a node pair (si, di), where si denotes the source
node, and di denotes the destination node. A traffic request from one mesh node si to an-
other di with data size zi, i = 1, 2, ..., ρ. Traffic mode is denoted as Tr = {(si, di; zi)|i =
1, 2, ..., ρ}. The set of all traffic requests within a given period defines the traffic situation
Tr. Typical examples include FTP or some other real-time data transfer requests.

We can depict this data transfer process in a general way with the help of the Carte-
sian Product of Graphs (CPG) model. Let each channel layer select a sufficient number
of links for composing data transfer paths, which are candidates for routing the traffic of
pair (si, di). Note that, as the number of data flows increases, the problem becomes very
challenging due to the limited resources. To support the transmission for multi-pair traffic
requests, we need to analyze several main factors. According to the CPG model, a routing
and scheduling scheme should consider the number |R| of radios, the number |C| of avail-
able channels, the topology G of the multi-radio multi-channel (MRMC) wireless mesh
network (WMN), and traffic mode Tr. The four major factors are deemed to have main
impacts on the WMN performance. The first two factors are main resources, as time is
naturally considered when scheduling selected links. Topology is the base for identifying
the interference relationship. In wireless mesh networks, the network topology should be
considered in the beginning of the network deployment. Considering four factors simulta-
neously is far more complex compared with most of the existing work that considers only
one or two factors, as in cognitive networks [20].

To take full advantage of MRMC resources, we need to focus on a certain performance
metric for the mesh. In this work, we consider the maximum capacity for traffic requests
in a given WMN as the optimization goal under certain constraints on the paths for routing
or the links to be scheduled. We first explore the characteristics of links, combinatorial
conditions, and active link numbers, and then formulate a combinatorial optimization
problem. We design an algorithm to create coexisting paths for this problem and evaluate
the performance of the algorithm in various combinatorial scenarios.
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3.1. Model for Coexisting Links

We consider a WMN topology G = (V,E), |V | = n, |E| = m, where E denotes the
set of effective communications between neighbor nodes, not actual links in the wireless
mesh. Only when a pair of nodes (u, v) in V are communicating with each other over the
same channel cj , (u, v) ∈ E becomes a link at an assigned time slot t, denoted as l(u,v)cj ,t .
If the channel cj has bandwidth ωj , the maximum capacity of the link is ωj . Obviously,
the flow data rate of l(u,v)cj ,t is bounded by ωj .

The maximum capacity depends on several critical factors: the traffic situation Tr, the
resources of the mesh represented by R and C, the topology, and the scheme for routing
and scheduling concurrent flows of different pairs. Tr = {(si, di; zi)|i = 1, 2, ..., ρ} is
the initial traffic situation. The resources of a mesh node vi include radio number R[i]
of and the set C = {c1, c2, ..., cq} of available channels, where q is the total number of
orthogonal channels. The topology is another important input of the problem as it affects
route selection and node/link interference relation.

The path of node pair (si, di) is denoted as P(si,di), or simply as Pi. The number of

hops along Pi from si to di is denoted as %i. We denote the jth hop of Pi as h̄
P(si,di)

j ,
or h̄Pi

j for brevity. The channel assigned to link h̄Pi
j is denoted as cij ∈ C, and its corre-

sponding bandwidth is denoted as ωij . The capacity of P(si,di) is the sum of link capac-
ities along Pi, denoted as Cap(P(si,di)). The lower bound of Cap(P(si,di)) is the mini-
mum link capacity along Pi multiplied by %i. Similarly, the upper bound of Cap(P(si,di))
is the maximum link capacity multiplied by %i. The capacity of an active path Pi is cal-
culated as:

Cap(P(si,di)) =

%i∑
j=1

ωij . (1)

Over a certain channel layer in the CPG model, the maximum number of links is
determined by the topology. The choice of maximum links may not be unique, but the
maximum number of coexisting links must match the number of node-pairs at all times.
Let λ be the maximum number of coexisting links in one channel layer. Then, the number
of possible links over all q channels in a given mesh can be estimated by its upper bound
q · λ. In fact, it is critical to cooperative arrange the channel for efficient scheduling as
mentioned in paper [9].

However, the traffic situation may contain not only one-hop communications, but also
many-hop communications for Pi. Generally, we need to concatenate several links, which
are distributed in different channel layers, to compose the paths for the current Tr =
{(si, di; zi)|i = 1, 2, ..., ρ}. We have h̄Pi

j,ck,t
= 1, if the link is scheduled; else, h̄Pi

j,ck,t
= 0.

Obviously, the capacity is also limited by the size of Tr. Hence, the maximum capacity,
as the optimization objective, is represented by

max

ρ∑
i=1

%i∑
j=1

q∑
k=1

T∑
t=1

h̄Pi
j,ck,t

· ωk. (2)

Clearly, the link count of a node is limited by its radios. If node vi is a link’s receiver
over cj , we denote this link as l.,vicj ,t ; if node vi is a link’s sender, we denote this link as
lvi,.cj ,t . Hence, l.,vicj ,t + lvi,.cj ,t ≤ R[i],∀i. Here, . denotes the direction of the radio from/to a
certain node.



764 Zhanmao Cao∗,, Qisong Huang, and Chase Q. Wu

If there are several paths sharing one connection over channel cj , say l(u,v)cj ,t , then the
minimum sum of the link capacities for those sharing paths must be less than ωj .

In the CPG model, the links of a path are distributed in various channel layers as
shown in [7]. The links in one channel layer are collected in a greedy way to have suffi-
cient interference-free links for an initial path and other interference-free links to support
other paths. The critical step is to find the best fit for path edges and interference-free
links. However, the combinations of links in different layers are restricted by the paths of
different pairs. The combinatorial nature makes the problem extremely challenging.

We attempt to design a heuristic scheme to find as many required links as possible and
generate multiple coexisting link groups. Based on the model and the coexisting properties
discussed above, we design our scheme as shown in Algorithm 1, where the coexisting
links are combined to maximize the number of coexisting paths.

3.2. The Link Coexistence Algorithm

To simultaneously activate as many paths as possible, it is necessary to make full use
of the network resources. In the CPG model, we understand that one-hop paths cannot
always meet the demands for concurrent flows in practice. Let C(vi) denote the set of all
available channels of router vi, and let cj(vi) denote the channel assignment operation,
which assigns channel cj to router vi. We use IFree to denote the set of links without
interference over a certain channel, i.e., every two links in IFree satisfy the interference-
free relation. In fact, for a specific topology, IFree holds over any channel.

We use Lt to denote the set of all links that satisfy IFree at time t, i.e., Lt ./ IFree.
Here, ./ means “satisfy the right-side relation”. If new links are added into Lt, the inter-
ferences have to be examined.

Based on the models constructed in Section 3.1, we design Algorithm 1 to optimize
resource utilization. It produces the maximum link groups at time t. As a result, the links
in Lt are combined to form as many paths as possible for multiple pairs (si, di), i =
1, 2, ..., ρ.

4. Performance Evaluation

Topology is the first factor to be considered in wireless mesh networks, because it de-
termines the interference relation between routers. To evaluate the performance of Algo-
rithm 1, we conduct a set of simulations in combinatorial casesR×C = {4, 8, 12, 16, 20}×
{8, 16, 32, 64} with an MRMC WMN topology, as shown in Fig. 1. This topology has 77
nodes, which are generated randomly in NS3 with distance constraints.

4.1. Simulations in Combinatorial Cases

The performance of a WMN depends on several critical factors: the traffic situation Tr,
the resources of the mesh represented by R and C, the topology, and the scheme for
routing and scheduling concurrent flows of different pairs. Given a region, the router
deployment is typically fixed. Hence, we consider one topology in our simulations. In
addition, we do not include any base station (BS) in the network topology. Traffic Tr is
selected from four groups of different traffic types, each of which has 80 pairs. Each Tr
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Algorithm 1 Link coexistence algorithm for concurrent flows
Input: Topology G, the set R of node radios, and the set C of available channels, traffic mode
Tr = {(si, di; zi)|i = 1, 2, ..., ρ}.
Output: L, the set of coexisting links combined to support concurrent flows.

Require: |R| ≥ 0 ∧ |C| ≥ 0;
Ensure: ωi ≥ 0;

1: t := 0;
2: i := 1;
3: j := 1;
4: for (t = 0 to T ) do
5: while (i < ρ) do
6: if (∃ path Pi ∧ ∀vh ∈ Pi, r(vh) > 0) then
7: if (∀i, h, (vh ∈ Pi) ∧ (vh 6= si) ∧ (vh 6= di) ∧ (c(vh) > 0)) then

8: Choose cj ∈ C(vih−1
) ∩ C(vih ), and let cj(l

(vih−1
,vih

)

t );

9: if Lt ∪i {l
(vih−1

,vih
)

cj ,t
} ./ IFree then

10: Lt := Lt ∪ {l
(vih−1

,vih
)

cj ,t
};

11: else {Pi has a node with no free resources}
12: i := i+ 1;
13: t := t+ 1;
14: output L :=

⊔
t{Lt}, {t ∈ (0, T )}.

Fig. 1. The WMS topology with 77 routers.



766 Zhanmao Cao∗,, Qisong Huang, and Chase Q. Wu

is randomly generated between (si, di) pair with data size zi > 0. R and C are critical
resources in WMNs, playing a significant role in the stage of path planning and routing.
The combinatorial cases are constructed based on R× C.
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Fig. 2. The average number of activated links in the topology.

In the topology as shown in Fig. 1, we haveC = {8, 16, 32, 64},R = {4, 8, 12, 16, 20},
and |Tr| = 80. We first need to find out the number of simultaneously activated links. The
number of coexisting links for the combinations is plotted in Fig. 2. As links for different
pairs are simultaneously activated, the more links are activated, the more packets are for-
warded. The simulation also presents an interesting phenomenon: when |R| = 12, channel
count |C| = 32 is sufficient to use the interface resources. Having more channels may not
improve the number of simultaneous links with |R| = 12. Also, increasing the number of
interfaces may not improve the number of simultaneous links with |C| = 32, as shown in
Fig. 2. We refer to the situation |R| = 12 ∧ |C| = 32 as a hand-shake match. Similarly,
|R| = 16 ∧ |C| = 64 is another hand-shake match. The best use of free resources may
sustain nearly up to 290 links in the given mesh.

The average capacities are measured to evaluate the performance of the coexisting
algorithm for the combinations of R × C = {4, 8, 12, 16, 20} × {8, 16, 32, 64}. The
multi-pair requests form a random group of 80 pairs, i.e., |Tr| = 80. Generally, more
resources equipped in the mesh promise a higher capacity. However, we note that if there
are only 8 available channels, the capacity cannot be improved further by increasing the
number of radios. Furthermore, in the case of |C| = 16 or |C| = 32, the upper capacity
limit can be reached with |R| = 12. Similarly, in the case of |C| = 64, the upper capacity
limit can be reached with |R| = 16. Generally, the mesh provides a large capacity as
shown in Fig. 3.
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Fig. 3. The average capacity with R× C = {4, 8, 12, 16, 20} × {8, 16, 32, 64}.

The above two simulations are conducted with traffic requests |Tr| = 80, while the
data size is set to be sufficiently large for continuous transmission during one period.
The topology is randomly generated with 77 nodes under distance constraints. The sim-
ulations are based on the combinations of resources R = {4, 8, 12, 16, 20} and C =
{8, 16, 32, 64}.

The following simulation is designed to examine the performance of the proposed
coexisting algorithm. Note again that there are no base stations in the topology. Further
simulations are conducted to measure the performance in terms of average throughput,
average activated link number, and average capacity of the whole network. We consider
different combinatorial cases of C × R = {8, 16, 32, 64, 128} × {4, 8, 12, 16}. Here, we
reduce the scenario of radio number, while increasing that of channels. Resource utiliza-
tion is estimated via link number, capacity, throughput inR×C combinatorial cases, with
|Tr| = 80 of four types of traffic requests.

As described in the model analysis, the algorithm finds coexisting links and combines
them to form paths of different pairs. The links are activated simultaneously in a time
slot without interference. This suggests counting the average number of activated links
during a time period for performance evaluation. The more links are activated, the better
the performance it should be. The performance measurements are plotted in Fig. 5.

We observe that the number of activated links increases with the resources. However,
for a certain |R|, the average link number has an upper bound even if |C| is doubled. This
can be verified in cases of |R| = 4 with |C| = 16, |R| = 8 with |C| = 32, and |R| = 12
with |C| = 64. In particular, |R| = 16 with |C| = 64, where |C| is doubled to 128. Here,
the activated link number does not increase accordingly. This observation indicates that
radios and channels may have some match pattern in the performance. To deploy a local-
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Fig. 4. The average throughput with C ×R = {8, 16, 32, 64} × {4, 8, 12, 16, 20}.

area WMN, a careful pre-computation to find the matching pattern may save engineering
time and investment cost.

A combinatorial simulation is shown in Fig. 6. Note that there are some patterns be-
tween radio number and channel number, as the throughput reaches a plateau at a certain
channel number for one radio number, because the radio number has a certain limitation to
the performance. For example, when |R| = 4, the performance has a jump from |C| = 8
to |C| = 16. But there is no improvement even if the channel number is increased to 128.
We refer to this situation as a match of R with C from the view of performance. A similar
pattern repeats for |R| = 8, 12, and 16. Correspondingly, |R| = 8, 12, and 16 match with
|C| = 32, 32, and 64, respectively. This calls for further simulations or comparisons in
those matching cases.

In one scheduling period, as the combinatorial routing chooses different link patterns
according to different traffic requests, the actual capacity may change with the heuristic
start and traffic requests. We further conduct experiments to evaluate the robustness of
the algorithm in terms of the average capacity. The simulations are conducted with four
groups of 80 pair traffic requests each over the topology in Fig. 1, in the combinatorial
resource cases of C × R = {8, 16, 32, 64, 128} × {4, 8, 12, 16}. This may also help
determine if the simulations for throughput and capacity are consistent with each other.
If they are consistent, the results would support the robustness of the proposed algorithm.
The performance measurements are plotted in Fig. 7, which shows that the results do
match the average throughput.

The simulations show that the number of interfaces R and the number of available
channels have a certain fitness. In the case of the average activated links with C × R =
{8, 16, 32, 64, , 128}×{4, 8, 12, 16}, as shown in Fig.4, we understand that the efficiency
of channel resource is limited by the number of node interfaces. In the case of |R| = 12,
the performances are the same for |C| = 32 and |C| = 64. This phenomenon indicates
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that the most efficient number of channels is 32, as the throughput is upper bounded at
|C| = 32. In this topology, |R| = 12 may be combined with |C| = 32 as the most efficient
pattern. Allocating more channels to the given deployment region may result in the waste
of resource.

The simulation results show that there exists a best match of |R| = 16&|C| = 64.
At this match, we achieve almost the same highest throughput, for both combinatorial
cases R × C = {4, 8, 12, 16, 20} × {8, 16, 32, 64} and C × R = {8, 16, 32, 64, 128} ×
{4, 8, 12, 16}. We also observe that the experimental results are consistent in both cases of
different resource deployment schemes, which illustrates the robustness of Algorithm 1.

4.2. Comparison Experiments

We compare the proposed scheme with AODV for performance evaluation. As AODV
can not be directly applied to the MRMC situation, we modify AODV to work in the
multiple-channel situation, which is referred to as co-AODV. The comparisons are di-
vided into three groups, which are shown in three figures with subgraphs. Fig. 8, Fig. 9,
and Fig. 10 plot the comparison results of delivery delay, packet delivery ratio, and
throughput, respectively. In each group, the comparison is made in four subcases: 1)
C × R = {8} × {4, 8, 12, 16, 20}, 2) C × R = {16} × {4, 8, 12, 16, 20}, 3) C × R =
{32} × {4, 8, 12, 16, 20}, and 4) C ×R = {64} × {4, 8, 12, 16, 20}.

In Fig. 9, we measure the packet delivery ratio (PDR), which is defined as the total
number of successfully received packets prece divided by the total number of sent packets
psend, i.e.,

PDR =
prece
psend

× 100%. (3)

The average PDR measurements show that Algorithm 1 works efficiently for MRMC
WMNs. With less resources as shown in Fig. 9(a), it achieves a performance close to
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Fig. 8. Average delay comparison with AODV.
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Fig. 9. Comparison of packet delivery ratio (PDR) with AODV.

AODV. With more resources, it increasingly outperforms AODV as shown in Figs. 9(b),
9(c), and 9(d).

We also compare our algorithm with AODV in terms of throughput. Similarly, we
conduct experiments in four sub-problems as above, but with focus on throughput perfor-
mance.

These results show that Algorithm 1 outperforms AODV in terms of average through-
put in the combined cases, which illustrate the resource utilization efficiency of the pro-
posed algorithm. We observe a R × C pattern where the throughput jumps at C =
32 when R = 12 as shown in Fig. 10(c) and C = 64 when R = 16 as shown in
Fig. 10(d). This observation suggests a deployment scheme with matched radios and chan-
nels in this given region.

In order to investigate the performance of our proposed scheme, it is necessary to com-
pare in maximum throughput, see Fig. 11. We conducted a group of combinatorial com-
parisons. The simulation results show that co-AODV works well when there are less re-
sources. Meanwhile, the coexisting scheme outperforms significantly with C = 32, C =
64 and R = 8, 12, 16, 20. Notice that the simulations can also be affected by traffic situa-
tions, the efficiency assessment of an algorithm should primarily depends on the average
throughput.



Maximize Concurrent Data Flows in Multi-radio Multi-channel Wireless Mesh Networks 773

R=4 R=8 R=12 R=16 R=20

C=8

0

0.5

1

1.5

2

2.5

3

3.5

4

A
ve

ra
ge

 T
hr

ou
gh

pu
t(

M
bp

s)

Coexist
Co-AODV

(a) C ×R = {8} × {4, ..., 20}

R=4 R=8 R=12 R=16 R=20

C=16

0

0.5

1

1.5

2

2.5

3

3.5

4

A
ve

ra
ge

 T
hr

ou
gh

pu
t(

M
bp

s)

Coexist
Co-AODV

(b) C ×R = {16} × {4, ..., 20}

R=4 R=8 R=12 R=16 R=20

C=32

0

0.5

1

1.5

2

2.5

3

3.5

4

A
ve

ra
ge

 T
hr

ou
gh

pu
t(

M
bp

s)

Coexist
Co-AODV

(c) C ×R = {32} × {4, ..., 20}

R=4 R=8 R=12 R=16 R=20

C=64

0

0.5

1

1.5

2

2.5

3

3.5

4

A
ve

ra
ge

 T
hr

ou
gh

pu
t(

M
bp

s)

Coexist
Co-AODV

(d) C ×R = {64} × {4, ..., 20}

Fig. 10. Average throughput comparison with AODV.
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Fig. 11. Maximum throughput comparison with co-AODV.
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5. Conclusion

Based on the channel layered CPG model, we formulated the optimal capacity problem for
concurrent flows in MRMC WMNs as a combinatorial optimization problem to maximize
the number of coexisting links over different channel layers. We analyzed the optimization
objective and the corresponding constraints, and designed a link coexisting algorithm
to meet the demands for maximum transmission. The proposed algorithm is based on a
heuristic greedy strategy, which specifically accounts for the complexity of concatenating
links into paths.

To approach the optimal performance, combinatorial techniques are used to decom-
pose coexisting paths into channel layers. Simulation results show that this algorithm
provides an effective solution by making full use of available resources. Three sets of
simulations illustrate the robustness of the algorithm and the performance improvement
in comparison with AODV, in terms of delay, PDR, and average throughput. The net-
work topology and {Tr,R,C} together determine a joint routing and scheduling scheme,
which can be used to pre-compute routes and schedules for various multi-flow tasks. Con-
sidering the complexity of this problem, as we noticed there are attempts by machine
learning in the field, such as work [17], using machine learning in WMNs may be a new
direction in our future research.
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Abstract. Aiming at the problem of low sampling efficiency and high demand for 
anchor node density of traditional Monte Carlo Localization Boxed algorithm, an 
improved algorithm based on historical anchor node information and the received 
signal strength indicator (RSSI) ranging weight is proposed which can effectively 
constrain sampling area of the node to be located. Moreover, the RSSI ranging of 
the surrounding anchors and the neighbor nodes is used to provide references for 
the position sampling weights of the nodes to be located, an improved motion 
model is proposed to further restrict the sampling area in direction. The simulation 
results show that the improved Monte Carlo Localization Boxed (IMCB) 
algorithm effectively improves the accuracy and efficiency of localization. 

Keywords: Wireless sensor networks, Localization, Monte Carlo Boxed, RSSI, 
Motion prediction. 

1. Introduction 

Wireless sensor networks (WSN) is a wireless communication network system that 
integrates monitoring, control, wireless communication and other functions. With the 
development of wireless sensor network technology, sensors are widely used in 
environment, military, medical, space exploration and many other fields. In these 
applications, the location of sensor nodes is a very important information, locating 
technology has become the key support technology of wireless sensor networks. With 
the diversification of wireless sensor network applications and the gradual maturity of 
static network node locating technology, mobile node locating technology has attracted 
more and more attention in recent years. 

The localization algorithm of wireless sensor network nodes can be divided into 
localization algorithm based on ranging and localization algorithm based on non-
ranging. Ranging-based localization algorithm is based on AOA [1], TOA [2], TDOA 
[3], RSSI [4] and other ranging technologies to obtain the distance between ordinary 
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nodes and anchor nodes, and then use spatial geometry rules to calculate the location of 
unknown nodes through triangular localization algorithm, trilateral localization 
algorithm, multilateral localization algorithm, maximum likelihood estimation 
algorithm, etc. Non-ranging localization algorithm does not need to measure the distance 
between nodes, but calculates the location of unknown nodes by calculating the 
connectivity between unknown nodes and surrounding nodes, such as centroid 
localization [5], DV-Hop localization [6], convex programming [7], APIT [8], etc. 

Fixed wireless sensor network node localization algorithms are numerous and 
relatively mature, but the complexity of mobile node localization algorithm leads to a 
huge amount of computation, and the localization accuracy is also deficient, so it is an 
urgent need for a location strategy suitable for mobile sensor networks. 

In [9], Hu and Evans proposed a Monte Carlo-based mobile wireless sensor network 
node localization algorithm-MCL for node location of wireless mobile sensor networks. 
The algorithm proposes a simulation-based solution to estimate the posterior probability 
distribution of nonlinear discrete-time motion models. In view of the low efficiency of 
position sampling of the MCL algorithm, many improved mobile node localization 
algorithms have been developed based on MCL, such as Monte Carlo Localization 
Boxed algorithm (MCB) [10], range-based-MCL algorithm [11], RSSI-MCL algorithm 
[12], etc. The MCB algorithm establishes the sampling range of the anchor box limit 
position prediction by making full use of the one-hop (two-hop) anchor node 
information that the unknown node can perceive, which effectively improves the 
accuracy and efficiency of the node positioning [13]. However, the MCB still has a large 
and fuzzy sampling point set, and there is also much room for improvement in the 
prediction of the motion direction of the node. In addition to the above improved 
strategies, there are many researches on the localization algorithm of wireless mobile 
sensor networks based on Monte Carlo localization algorithm, such as adaptive weight 
[14], virtual anchor node [15], model prediction [16], fusion posture estimation [17] etc. 
Aiming at the problem of MCB algorithm, this paper proposes an improved MCB for 
mobile sensor networks. The algorithm further limits the sampling range of the nodes to 
be located by using the historical anchor node and its RSSI ranging, and distinguishes 
the weights of the effective sampling nodes by RSSI ranging of the surrounding anchors 
and current neighbor nodes. In addition, an improved motion model which is conducive 
to the prediction of the node's motion direction is proposed. 

The rest of the paper is organized as follows. Section 2 discusses the related 
localization algorithm MCL and MCB. Section 3 introduces the proposed IMCB from 
the aspect of improvement ideas, optimization method of sampling weight based on 
RSSI and improved motion model for sampling prediction. Section 4 provides the 
simulation results of IMCB and analyzes the comparison to existing algorithms. Finally, 
section 5 concludes the paper. 
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2. Related Work 

2.1. MCL Algorithm 

MCL algorithm has the following assumptions: all nodes are movable and the time is 
divided into several discrete time slots with equal length, and the node position is 
updated once in each time unit; the unknown node only knows its maximum moving 
distance maxv  in unit time; the communication range of each node is r.  

In the following description, tl  represents the position distribution of common nodes 

at time t . to  represents the observation value sent by anchor nodes from 1t   to t . 
0 1 48 1{ , , , , }N

t t t t tL l l l l  L  represents the possible position sampling set of nodes at time t, 

including N samples. 1( | )t tp l l   represents the prior probability of unknown node 

predicting the position at current time based on the previous time. ( | )t tp l o  represents 

the posterior probability of tl  obtained based on the observation value to . MCL 

algorithm is divided into four phases: initialization, prediction, filtering and locating. 
(1) Initialization: Each common node constructs a sampling set of its own possible 

positions 0 1 48 1{ , , , , }N
t t t t tL l l l l  L . 

(2) Prediction: The common node extracts a new sampling set tL  from the position 

information 1tL   and motion information of the previous moment. Then the possible 

node position at the current time is in the circular area vC with the center of 1
i
tl   and the 

radius of maxv . The samples in the circle are uniformly distributed: 

 
 

(1) 
 

(3) Filtering: At this phase, according to the observation values of one hop and two hop 

anchor nodes received, common node filters the invalid position samples in tL , the one-

hop neighbor node receiving the message should be in the circle with the anchor node as 
the center and r as the radius, while the two-hop neighbor node should be in the circle 
with the anchor node as the center and the radius of (r, 2r), and the position sampling 
that does not meet the condition is invalid sampling, that is: 

 
(2) 

 
 

Where s  represents an anchor node, S  represents a set of one-hop anchor nodes, and 
T  represents a set of two-hop anchor nodes. In order to obtain enough position samples, 
when the invalid samples in the sample set are filtered out, the previous prediction and 
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filtering process are repeated until the number of samples is met or the upper limit of 
sampling rounds is reached.  
(4) Locating: Finally, the estimated position _ tes p  of the common node is the average 

value of the sample set, where the weight i
tw  of the sample point is equal to 0 or 1. 

                                                              
                                                                                                                                (3) 

2.2. MCB Algorithm 

MCB algorithm is an improved method to solve the problem of low efficiency and long 
computation time caused by the ambiguity of sampling range of MCL algorithm, that is, 
the communication range of anchor nodes is used to constrain sampling area. In the 
MCB algorithm, for convenience, a circular communication domain with the anchor 
node S as the center and the communication distance r as the radius is approximated as a 
circumscribed square of the circle with the anchor node S as the center and 2r as the side 
length, called the anchor box. If a two-hop anchor node is used, the side of the anchor 
box is 4r. The other phases of the MCB algorithm are the same as the MCL algorithm, 
but the anchor node sampling box is established during the sampling phase, as shown in 
Fig.1. Sampling in the overlapping area of these anchor boxes can effectively narrow the 
sampling range, improve the sampling efficiency and quality, shorten the positioning 
time, reduce the calculation amount, and improve the positioning speed and accuracy. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Sampling in the overlapping area of the anchor boxes can effectively narrow the sampling 
range 

The anchor node sampling box is a circumscribed square overlapping area in which the 
anchor node S is the center of the circle and the communication range r is a radius. This 
area can be expressed as follows: 
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Where minx , maxx , miny  and maxy  are the coordinate range of the sampling box, n is the 

number of anchor nodes, and jx , jy  are the horizontal and vertical coordinates of the j-

th anchor point. Fig. 1 and (4) show the case of a one-hop anchor node. If a two-hop 
anchor node is used, in the above figure and (4), 2r r . The velocity sampling box at 
the previous moment is constructed in the same way as the MCL algorithm, and then the 
intersection of the two boxes is sought. 

3. An Improved MCB Algorithm Based on weighted RSSI and 
motion prediction 

3.1. Improved MCB Algorithm 

Although, the MCB algorithm limits the sampling range of position prediction by 
making full use of the information of one-hop (two-hop) anchor nodes that unknown 
nodes can "hear", and effectively improves the accuracy and efficiency of node 
positioning [10]. However, there are still some problems in MCB: firstly, MCB can get 
the final estimated position by averaging all sampling points, without effectively 
distinguishing good sampling points from bad ones; secondly, the motion models used in 
MCB and MCL algorithm are all improved Random Waypoint Mobility Models, the 
movement direction of nodes in each time unit are arbitrarily selected. However, in 
practice, the movement direction range of nodes should be limited.  

In order to further improve the sampling efficiency of MCB algorithm and solve the 
above two problems, this paper proposes the scheme which can further reduce the 
sampling area of unknown nodes by using the historical anchor nodes, optimize the 
weight of sample points in the sampling set by using the received signal strength 
indication information between the unknown nodes and the neighbor nodes, then 
dynamically predict the movement direction of nodes in the sampling phase. 

Suppose that the anchor box has been established according to the steps described 
above, and the sampling area of the node position is reduced according to the anchor 
node information of the node to be located at time 1t  , so as to further improve the 

sampling efficiency. As shown in Fig. 2 (a), 1tn   is the position of the node to be located 

at time 1t  , tn  is the position of the node to be located at time t , and 1ts   is the 

neighbor anchor node of the node to be located at time 1t  . Because 1tn   must be in 

the communication range of 1ts  , that is, t -1 t -1d(n ,s )  must be less than r, and the 
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maximum moving distance of tn  is maxv , so tn  must be in the circle with 1ts   as the 

center and maxr v  as the radius. 

As shown in Fig. 2 (b), the distance rssd  from t -1n  to 1ts   can be calculated by the 

received signal strength. According to the above principle, tn  can be limited to a circle 

with 1ts   as the center and maxrssd v  as the radius, further reducing the limit range of 

1ts   to 1tn  . In this way, with reference to the method of MCB, the circumscribed square 

of the circle is established. 1 1( , ), ( , )t tX s j Y s j   are the abscissa and ordinate of the j-th 

anchor node at time 1t  , respectively. Then the overlap between the circle and the 
anchor box can be calculated as follows: 

 
                                   

        (5) 
 
After the sampling box has been established as above, position sampling can be 

carried out for the nodes to be located in the sampling box. 
 

 
                         (a)                                                     (b) 
 

Fig.2.  In order to further constrain the node position sampling area, the historical anchor node 
information and RSSI ranging results are used to limit the position sampling at the current time 

In the filtering phase, common nodes filter the invalid position samples in tL  

according to the observation values of one-hop and two-hop anchor nodes received. The 
basic method is the same as that of MCL algorithm, and then the restriction conditions 
of historical anchor nodes are added, namely: 
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Where, l  represents the position sampling point, s  represents an anchor node, S  
represents a set of anchor nodes, T  represents a set of two anchor nodes, and H  
represents a set of historical anchor nodes. For the limitations of the motion model on 
the sampling points, see section 3.3. In order to obtain enough position samples, when 
the invalid samples in the sample set are filtered out, the previous predictive sampling 
and filtering process are repeated until the number of samples is met or the upper limit 
of sampling rounds is reached. 

3.2. Optimization of sampling weight based on RSSI 

In the actual wireless communication, the surrounding environment is very complex. 
The reflection, diffraction and scattering of electromagnetic wave will cause the signal 
fading. In the system simulation, the lognormal shadow fading model is often used to 
characterize the channel characteristics, and the formula is as follows: 

                                        0
0

10 lgr r

d
P d P d n X

d                                  

(7) 
Where,  rP d  is the received signal strength at the distance d ,  0rP d  is the 

received signal strength at the reference distance 0d , and n  is the path loss exponent, 

which represents the path loss rate. In free space, n=2. X  is a random variable with 

Gaussian distribution of zero mean, and its standard deviation is   in dB. According to 
formula 7, the propagation distance of the signal can be calculated according to the 
received signal strength of the node, and the calculated value can be used to 
approximate the real distance between nodes. 

In this paper, RSSI ranging is used to estimate the distance between the node to be 
located and its one hop anchor node, which is stored by the node to be located. When 

positioning, it is necessary to obtain the distance rssd  between the node to be located 

and its historical anchor node at t-1 time. If the distance between node i to be located 

and one hop anchor node j obtained by RSSI ranging is 
ˆ

ijd
, for practical consideration, 

this distance cannot exceed the communication range, and the its value can be estimated 
as: 

                                             rss
ˆmin( , ) ijd d r

                                      
(8) 
This distance will be used to limit the position sampling area of the node to be located. 
The position estimation based on RSSI weight can be divided into two stages: the non-
weighted position estimation and the weighted position estimation. In the first stage, the 
common node obtains the average position estimation according to the filtered effective 
sampling points, and sends the value and its position error estimation to the common 
neighbor node; in the second stage, the common node calculates the weight through the 
RSSI distance according to the neighbor anchor node information, the neighbor node's 
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position estimation and its position error estimation, and updates the estimated position. 
The RSSI weights are calculated as follows: 

 

Fig.3. Computing sample weights according to the neighbor nodes’ RSSI 

As shown in Fig.3, O is the node to be located, S1, S2 and n are two anchor nodes and 
one common node within the communication range of the node to be located. The 
intersection of circle S1 and circle S2, namely the shadow part, is the effective range of 
O position sampling, and A and B are the two position sampling within the effective 
range. The distance between the unknown node and the anchor node and the neighbor 
node can be estimated by the signal RSSI received by the unknown node, which is 

labeled rss_s1d , rss_s2d  and rss_nd .  

The distance from the sampling point to the anchor node can be calculated according 
to the known coordinates. The distance from the sampling point to the common neighbor 
node can be approximated by the non-weighted estimated distance from the sampling 

point to the neighbor node, marked as i
td(l ,s1) , i

td(l ,s2)  and i
td(l ,n) . Considering the 

errors of RSSI ranging and neighbor node position estimation, RSSI ranging error factor 

rssi （ rssi 0  ）and neighbor node position error estimation nER  are added to the 

weight calculation. The weight calculation method is: if i
tl  satisfies three inequalities in 

equation (9) at the same time, then the weight i
t  of i

tl  plus 1. For example, the weight 

of position sampling A in Fig.3 is greater than that of B. 
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(9) 
 
The computing method of nER  is as follows: Establish a minimum rectangular box for 

the filtered effective sampling points, so that all the effective sampling points can be 
included, as shown in  Fig.4. Point es_p  is the estimated position of all the effective 

position sampling points after the non-weighted average. The variables dx  and yd  are 

the maximum errors of the sampling points in X and Y directions, then: 
 

                                                                                                                               (10) 
1. When there are three or more anchor nodes in the range of the unknown node, 

only anchor nodes are taken for the weight computing of position sampling;  
2. If the number of anchor nodes in the communication range of the unknown 

node is less than three, the neighbor nodes with the smallest nER  are used to 

supplement the number, and then neighbor anchor nodes and common nodes 
are used for the weight computing of position sampling;  

3. If the total number of neighbor anchor nodes and common nodes is less than 
three, no weight computing will be carried out, and the result of non-weighted 
position estimation in the first stage will be taken as the position estimation of 
unknown nodes. 

Fig.4. Computing the Estimation of Localization Error, where black dots represent all valid 
position samples of a neighbor's common node 

3.3. Optimization of sampling prediction based on motion model 

The basic idea of the sampling prediction optimization is that the motion model restricts 
the motion direction of the nodes, and the prediction sampling points of the unknown 
nodes should also be limited within the range of the possible motion direction. 

Improvement of motion model 
 
The motion model used in MCL algorithm simulation is an improved random middle 
point motion model, which takes the current position of the node as the starting position, 
selects any position within the deployment area of the node as the destination position to 
determine the movement direction of the node, and uses any value within the range 
(minimum rate, maximum rate) as the movement rate of the node to move towards the 
destination position. The algorithm considers that the motion in different time slots is 
independent of each other, which may cause some unrealistic motion behaviors of 

2 2
nER = dx + dy
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nodes, such as sharp turning 180 degrees. Therefore, this paper improves the motion 
model of the node on the basis of the random middle node motion model, and limits the 
motion direction of the node to a realizable range, that is, the angle between the motion 
direction of the node selected at the next moment and the original motion direction 

should be less than the maximum realizable angle. As shown in Fig.5, t -2l  and t-1l  are 

the positions of the nodes in the first two moments respectively, and tl  is the position 

where the nodes are about to arrive.   is the angle between vector 
uuuur
t -1 tl l a and 1

uuuuuur
t -2 tl l B, 

which represents the steering angle of node motion, and   is the maximum value of 

 . Therefore,   is limited to  , which avoids the unrealistic too large steering angle 

of the node in the process of motion. 
 
 
 
 
 
 
 
 
 
        

Optimization of sampling point prediction based on motion model  
 
On the basis of the above improved motion model, this paper predicts the dynamic 
motion direction of nodes based on the number of anchor nodes in the sampling phase, 
that is, the sampling is only in the range of possible motion direction of nodes. Fig. 6 is a 

direction prediction model for node position prediction sampling, in which t-2l$  is the 

node position estimation at time t - 2 , i
t-1l  is the i-th position sampling of the node at 

time t - 1 , i
tl  is the i-th position sampling of the node at time t , where [0, 1]i N  , 

N is the maximum number of samples in the unknown node position sampling set. 

Because t -2l$  and i
t-1l  are estimated information and have errors with the real positions 

of nodes in the first two moments, angle  , the correction angle of  , is added to the 

direction prediction model. For the convenience of the following description, the vector 

with t-2l$  as the starting point and i
t-1l  as the end point is recorded as vector a ; the 

vector with i
t-1l  as the starting point and i

tl  as the end point is recorded as vector b , 

then the angle between a  and b  cannot exceed the maximum steering angle  . 

Fig.5. Modifying motion model which can 
limit the motion direction of the node by 

setting the maximum angle α . 

Fig.6. Predicting direction based on 
motion model and filtering the invalid 

nodes. 
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Define the estimated maximum steering angle   as the sum of the actual maximum 

steering angle   and the correction angle  : 

(11) 
 

(12) 
 

(13) 
 

Among them, t-2m  and t-1m  are the number of anchor nodes in the communication 

range of unknown nodes at time t - 2  and t - 1  respectively, t-2n  and t -1n  are the 

number of two hop anchor nodes at time t - 2  and t -1  respectively, 1   and 2  
respectively represent the influence ability of one-hop anchor node number and two-hop 
anchor node number on localization error. The more the number of anchor nodes in the 

communication range of unknown nodes, the smaller the localization error of t -2l$  and 
i
t-1l , the smaller the correction angle  , otherwise  is larger; k is a constant, its 

function is to avoid zero denominator;   is a settable parameter with unit  "degree". As 
shown in Fig.6, M is the effective sampling points and N is filtered points. 

4. Simulation and analysis 

In order to effectively evaluate the performance of the improved Monte Carlo 
localization boxed algorithm (IMCB) proposed in this paper and compare its 
performance with MCL and MCB, we build a network simulation platform [9]. The 
platform uses JAVA as the development environment, and the simulation parameters are 
set as follows: 

The entire simulation area is a square area A of 500m×500m, and 320 nodes 
generated by each simulation are randomly distributed including several anchor nodes, 
and the rest are common nodes. The node moves randomly in the deployment area 
according to the improved motion model as above, and the actual maximum steering 
angle is 60  o .  

In the direction prediction, set 1 0.8  , 2 0.2  , 1k  and 120  o , that is, when 

2 1 1 2 1 2 0     t t t tm m n n , the maximum steering angle 180      o  is estimated 

because the accuracy of the reference direction is too low. The maxv  is the maximum 

moving speed of the node, which represents the maximum moving distance of the node 
in each time unit. When the motion model is adopted, the node is randomly selected 

from max(0, )v , ds  is the density of anchor nodes, which represents the average number 

of anchor nodes in the range of one hop communication. 
 

(14) 
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Where anchor_num  is the total number of anchor nodes in the deployment area, A is 

the total area of the deployment area, and r is the communication radius of the node. 

4.1. Localization error 

The localization error of the node is denoted by the distance between the estimated 
position coordinate of the node and the real position coordinate. The computing method 
is as follows: 

 
 

(15) 
 

Where i i(x ,y )   is the real coordinate of node i, i i(x', y')  is the node location coordinate 

computed by the location algorithm, num is the number of deployed common nodes, and 
r is the communication radius of the node. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7. Localization error over time when maxv = 0.2r， ds  1 

Fig.7 shows the curve of node localization error over time when maxv = 0.2r and 

ds = 1. The localization of nodes can be divided into initialization stage and 

stabilization stage. In the initialization stage, the localization accuracy of all three 
algorithms is very poor. With the increase of time, the localization error decreases 
rapidly, and the IMCB and MCB algorithm reach the stable stage faster than MCL, and 
the localization error of IMCB is improved obviously. In addition, after the 45-th time 
unit, the localization error shows an upward trend. Due to the accumulation of errors, 
MCL is easy to lead to the insufficient number of node positioning prediction samples, 
and the localization error continues to increase. On the contrary, due to the limitation of 
anchor box in position prediction, MCB and IMCB prevent the worse of node 
localization error. IMCB makes use of the limitation of historical anchor nodes and 
predicts the movement direction of the nodes, which further reduces the sampling range. 

num
2 2

i i i i
i=0
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At the same time, RSSI weight optimization effectively distinguishes the possibility that 
the sample points are close to the real position, thus obtaining more accurate location 
accuracy than MCB. From the simulation results, the localization error of IMCB is 
11.2% lower than that of MCB. If only the value of stabilization stage is estimated, the 
localization error of IMCB is 12.41% lower than that of MCB. 

4.2. Impact of maximum rate 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8. Impact of maximum rate when ds  1 

The increase of maxv  will make the sampling area larger, but from another point of 

view, the rapid movement of nodes may bring more anchor node information. Fig.8 

shows the curve of node localization error with node movement rate when ds =1. The 

error value is the average error after multiple localization of the specified maxv . It can be 

seen that with the increase of maxv , the localization error decreases significantly between 

0.2r and 0.4r. After that, the localization errors of MCB and MCL have an obvious 
upward trend. Although the localization errors of the IMCB algorithm is also increase, 
the trend is obviously slow. This is because the sampling range of MCB and MCL 
position prediction will increase with the increase of maxv . But for IMCB, in addition to 

the limitation of anchor box and maxv , direction prediction is also added, which is 

independent of maxv . When maxv  increases to the extent that it is ineffective to predict 

the sampling range of the limited position, that is to say, when the square constructed 
according to maxv  completely covers the anchor box, the range limitation impact of the 

direction prediction is still effective. Therefore, with the increase of maxv , the rising 

trend of IMCB localization error is smooth, and the location accuracy is better than that 
of MCB. 
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4.3. Impact of anchor node density 

Increasing the density of anchor nodes is beneficial for reducing the localization error, 
but it will undoubtedly increase the deployment cost of the network. Fig.9 shows the 
curve of localization error changing with the density of anchor nodes when max =0.2v r . 

It can be seen from the figure that the localization error of IMCB is lower than that of 
MCB. On the one hand, the increase of the number of anchor nodes makes the weight 
optimization based on RSSI more effective. On the other hand, the increase of anchor 
nodes improves the location accuracy, and also makes the range of direction prediction 
angle smaller in the next positioning, thus reducing the range of position prediction and 
further improving the location accuracy. In addition, the constraints of historical anchor 
nodes make the location accuracy of IMCB due to MCL and MCB when the density of 
anchor nodes is low. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9. Impact of anchor node density where maxv = 0.2r 

5. Conclusion 

Location problem is one of the hotspots in wireless sensor network research. In order to 
further improve the performance of the MCL algorithm which has attracted much 
attention in the field of mobile sensor network in recent years, this paper designs a 
weighted localization algorithm named Improved Monte Carlo Localization Boxed 
(IMCB) based on the historical anchor node and RSSI ranging, which has the following 
advantages: firstly, using the historical anchor node and the historical RSSI ranging 
information to further narrow the sampling range of the unknown node, improve the 
sampling efficiency of the node position, and also to some extent alleviate the problem 
of anchor node density; Secondly, the weight optimization based on RSSI effectively 
distinguishes the weight of the sampling points, which is conducive to further reducing 
the localization error of the nodes; thirdly, the improvement of the motion model is 
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beneficial to the direction prediction of the nodes, reducing the sampling range of the 
position prediction, improving the localization efficiency and accuracy of the nodes. 
However, there are still many factors affecting the location algorithm, such as 
computational complexity, location time, environmental disturbance, network security, 
etc. which will affect the performance and conditions for use of the algorithm. More in-
depth research and evaluation are needed. 
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Abstract. The recall of defective automobile products is one of the important 

measures to promote the quality of product quality and protect consumers' 

pyhsical safety and property security. In order to assess the risk level of defect 

cases, automobile recall management experts need to analyze and discuss the 

defect information by personal. A risk level prediction method based on language 

pre-training Bert model is proposed in this paper, which can transform the defect 

information into rick level of the vehicle and then predict vehicle recall 

automatically, in which a seq2seq model is proposed to multi-label the vehicle 

complaint data. The outputs of the seq2seq model combined with other static and 

dynamic information are used as the input of the Bert communication model. 

Substantial comparative experiments of different feature combinations on different 

methods show that the proposed VDRF method achieves F1 value with 79% in 

vehicle recall risk prediction, which outperforms the traditional method. 

Keywords: Bert communication model, defect information transforming, multi-

label classification, risk level prediction. 

1. Introduction 

With the continuous development of the vehicle industry, vehicles have become a 

necessity in people's lives. A large number of consumer complaints are collected in the 

vehicle quality defect complaint system, which named the defect information collection 

system of Defective Product Administrative Center [1]. A variety of problems or 

failures often occur during using the automobiles. Some of these problems are caused 

by improper operation or other external reasons in the process of using, and have 

nothing to do with the automotive products themselves. Another part of the problem is 

usually due to negligence in the production and design process of automobiles. These 

products have their own design defects, because of the particularity of the automobiles, 

these defects will threaten the safety of consumers' lives and property to a certain extent. 

Defects in vehicles can cause bodily harm and sometimes fatal consequences. 

Moreover, defects in automotive products can have a devastating impact on the sales 

and reputation of automakers, especially in the social media era. In order to avoid this 

risk, Europe and the United States established their own defective vehicle recall system. 

The status quo has formed a complete recall system of automotive products. With the 
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continuous development of China's automobile industry, the corresponding defective 

automobile product recall system is gradually improving. Automobile consumers are 

more and more inclined to use the Internet platform to release vehicle defect 

information. Early detection of defects not only protects consumers from economic loss, 

but also mitigates the financial loss of manufacturers. In the process of defective vehicle 

recall, defect information is an important basis to judge the risk of vehicle recall. In 

order to assess the risk level of defect cases, automobile recall management experts 

need to analyze and discuss the defect information submitted by consumers to determine 

whether to carry out relevant recall work, which takes a lot of time and energy. 

Employing natural language processing technology and in-depth learning technology to 

process and analyze the defect information can help defect recall managers better 

analyze and assess the severity of automobile defects.  

In order to evaluate the severity of automobile defects, the risk level prediction of 

automobile defective product recall is investigated fully in this paper, and a risk 

prediction model based on language pre-training Bert communication model (VDRF) is 

proposed. The proposed VDRF communication model can sensing the defect related 

information into the risk level of vehicle recall automatically. Firstly, the original data is 

preprocessed and a data set of automobile defect cases with a certain scale is 

constructed. Thereafter, multi-dimensional features are extracted, such as static features, 

dynamic features and fault semantic features. Finally, the extracted different 

combinations of features are used to predict the recall risk level of the vehicle.  

As a whole, the main contributions of this paper are listed as follows:  

(1) Two vehicle complaint datasets are constructed through utilizing web crawler 

technology, in which all kinds of complaints in the process of vehicle recall are 

contained.  

(2) A Seq2seq neural network model is firstly employed to solve the multi-label 

classification on vehicle complaint data, in which the defect label features and defect 

label distribution are added to the basic seq2seq model, which makes the model more 

suitable for multi-label classification of vehicle complaint data.  

(3) The pre-training language model Bert model is used to predict the risk lev-el of 

vehicle recall. Static feature, dynamic feature and fault semantic feature are extracted 

to classify the risk level, so that the semantic information in fault description can be 

better captured. 

(4) Substantial comparative experiments of different feature combinations and 

different methods are conducted, which show that the proposed method achieves F1 

value with 79% in vehicle recall risk prediction, which outperforms the traditional 

method. 

2. Relate Work 

Multi-label classification of the defect information is the preorder of the risk level 

prediction, and is the important part of this paper. Therefore, related work of multi-label 

classification and risk level prediction are investigated in this section. 
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Multi-label classification mainly includes three types of solutions. They are problem 

transformation methods, algorithm adaptation methods and neural network-based 

methods. The idea of problem transformation is to transform multi-label problem into 

single-label classification problem in some way, a mature single label classification 

method is used to solve the problem. Binary Reliance (BR) algorithm proposed by 

Boutell [2] transforms each label into a single label classification problem, which is 

independent of each other. The disadvantage of this method is that the relationship 

between labels is ignored. Similar algorithms include LIFT algorithm [3], Label 

Powerset (LP) algorithm [4], and Classifier Chain (CC) algorithm [5].  

The algorithm adapts to multi-label data after modifying and extending the traditional 

single-label classification algorithm. Clare [6] extends the definition of information 

entropy to multi-label problem, and then uses improved decision tree algorithm to 

classify multi-label [7]. Elisseeff [8] proposes Rank-SVM algorithm by introducing loss 

function to support vector machine (SVM). Zhang and Zhou [9] proposed an improved 

ML-KNN algorithm based on k-nearest neighbor algorithm to solve the multi-label 

classification problem. Li [10] proposed a new joint learning algorithm, which 

propagates the feedback of the current label to the classifier of the subsequent label, and 

achieves good results in text multi-label classification.  

Neural network models are applied to multi-label learning tasks recently. Zhang and 

Zhou [11] proposed BP-MLL model, which uses a new loss function in the fully 

connected neural network. Experiments show that the neural network model can capture 

the characteristics of multi-label tasks. Chen [12] uses a com-bination of CNN and RNN 

to represent the semantic information of the text and the higher-order features between 

the labels. Baker [13] maps the rows of co-occurrence labels to initialize the final 

hidden layer of the CNN, which can improve the performance of the model. Yang [14] 

claimed that multi-label classification task should be regarded as sequence generation 

problem. They use a new sequence generation model with a new decoder structure to 

solve the multi-label classification problem, and achieved good results.  

In the research of automobile defect recall prediction, Zhang [16] proposed a new 

method to predict automobile recall risk based on the content published by users in the 

forum. For defective vehicles, before manufacturers and government agencies take 

investigative action, vehicle forums on the Internet typically dis-play user-posted 

content containing features of a defective vehicle. Through statistical analysis, it is 

found that there are overlaps between these contents and the official recall notices. It is 

of great significance for vehicle recall work to study the use of various machine learning 

algorithms to predict the risk of vehicle recall using defect features. Yang Shuanglong 

[17] collects the complaint data of various automobile platforms on the Internet through 

a large number of automated ways, and uses data mining methods to carry out risk recall 

early warning research on automobile products. It mainly includes automatic collection 

and pretreatment of automobile complaint data, text classification based on automobile 

complaint data, and early warning of automobile recall risk based on complaint data. 

Jiang Cuiqing [18] and others need a lot of manual labeling for the classification process 

in the research of automobile defect discovery, and that the classification of defective 

contents according to product components is not completely applicable. Based on 

Chinese social media, a framework of automobile defect recognition and automobile 

defect feature set in constructed in this paper, studies the method of automobile product 

defect classification using semi-supervised learning algorithm and the subject modeling 

of automobile product defect using LDA, and achieves good results. There are also 
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some researches in this field abroad. Abrabhams [19] proposed a framework for 

automobile product defect detection based on the relevant information published by 

users on auto-mobile forums. In the framework, firstly, the relevant feature information 

is mined by text mining technology, and then a regression model for automobile product 

defect detection is constructed. Abrabhams [20] constructs a text mining model that can 

identify the auto parts involved in the user's post content. A binary classifier according 

to the name of the forum sub-module published by the post as the tag of the post is 

constructed in this paper, which classifies the content of the forum post according to the 

auto parts involved [21].  

3. VDRF: Prediction of Risk Level of Vehicle Recall based on 

Defect Information 

3.1. Model Architecture of VDRF 

An overview of our proposed model is Figure 1. Firstly, we construct the automobile 

domain dictionary and the automobile defect label library according to the data on the 

Internet. Then we expand the automobile defect label library by using the automobile 

domain dictionary, and get the synonymous description of the automobile defect label 

library. According to the automobile defect label library, we classify the data of 

automobile complaints and get the defect label. Finally, we use Bert to predict the risk 

level of automobile recall based on the static and dynamic features, defect labels and 

defect severity levels extracted from automobile defect data. 
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Fig. 1. Architecture of VDRF Model 

3.2. Defect Label Library Feature 

The vehicle defect label library consists of standardized vehicle defect names and 

corresponding typical defect descriptions. Embedding layer of the model used in this 

paper includes two parts, one part is based on the word vector. And the other part 

reflects whether the key words in the defect description appear corresponding vehicle 

defect description directly. Considering that the complaint data are from different kinds 

of consumers of different cultural levels, different descriptions may appear for the same 

group of different users of the defect, we expanded the synonym of the existing defect 

label library in this part. After analysis, the defect description is usually composed of 

secondary assembly and specific defect description, such as "door rust". The secondary 

assembly is mainly the name of the vehicle parts. We extend the nickname, abbreviation 

and common misnomer of vehicle parts by search engine. For the vehicle defect 

description part, we use the synonym extension tool synonyms [22] to extend this col-

lection. We replace the word vector model of the toolkit with the pre-trained vehicle 

domain word vector. Candidate words are selected by similarity of defect description. 
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Finally, a defect label library with extended synonymous descriptions is obtained. In the 

embedding layer of the model, the representation of a word is divided into two parts, 

one is the word vector represented by the domain word vector model, and the other is 

the 32-bit defect coding feature bits trans-formed from the defect coding. For each word 

in the complaint text, if the current word belongs to the defect label library or the 

corresponding secondary assembly appears in the text, the word defect coding feature 

position of the complaint text is defect code, otherwise the defect coding bit of the word 

is ‘0000’. 

Table 1. Vehicle defect label library code 

First assembly Second Assembly Defect Label Defect Code 

车身  

car body 

车门  

doors 

车门生锈 

Rusting of doors 

5002 

车身  

car body 

车门  

doors 

车门缝隙  

doors gap 

5007 

发动机  

engine 

进排气系统 

Intake and exhaust  

排气管脱落 

pipes fall off 

2104 

发动机  

engine 

点火与起动系统

starting system 

喷油嘴故障 

Injector fault 

2205 

制动系统  

brake 

制动通用装置  

brake device 

回位不良 

return fault  

6310 

3.3. Multi-label Classification of Vehicle Defect Information Collection based 

on Seq2seq Model 

The basic idea of seq2seq is using Bi-LSTM as encoder to read the input sentence, that 

is, the whole sentence is compressed into a fixed dimension of the code, and then use 

another LSTM called decoder to read the code, the information of the sentence will be 

compressed into a vector. And the architecture of the multi-label classification of 

vehicle defect information is shown in Figure 2. 

Embedding. Firstly,Word segmentation tool jieba [23] with the vehicle domain 

dictionary constructed in our previous published paper [24] is employed on the 

complaint text S. Then, the segmented complaint text S is vectorized in the embedding 

layer, which can reduce the input dimension and reduce the number of parameters of the 

neural network. Furthermore, the dense vector representation of the word vector layer 

can contain more semantic information [25].  

Encoder layer. Bidirectional LSTM [26](Bi-LSTM) recurrent neural network is used 

to read the text information in order from the front and back two directions, and to 

calculate the hidden layer vector ℎ𝑖 for each word 𝑤 in the complaint text S. Each word 

corresponds to the hidden state vector ℎ, which includes the state vectors in the two 

directions  ℎ⃗ 𝑖.  And ℎ⃖⃗𝑖 representing the semantic information centered on 𝑖𝑡ℎ word. 
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Fig. 2. Architecture of Multi-label Classification of Vehicle Defect Information 

Attention mechanism. Due to the different words have different effects on prediction 

labels, seq2seq model with attention mechanism is used to find out the hidden state of 

encoder and decoder through attention connection.  

Decoder layer.  LSTM recurrent neural network is used in decoder layer. The 

decoder receives the hidden layer state 𝑠𝑡−1 at time-step 𝑡, the context vector 𝑐𝑡−1and 

the label distribution vector 𝑙(𝑦𝑡−1) from the attention mechanism, respectively, and 

inputs them to the decoder. The vector 𝑙(𝑦𝑡−1) reflects the overall distribution of labels. 

Vector 𝑙(𝑦𝑡−1) is added to the decoding process can integrate the relationship between 

labels. 

Softmax layer. Softmax is used as in the classification lyaer, and a defect label 𝑦𝑡  

with the highest probability is generated by the output state vector st from the decoder. 

3.4. Vehicle Defect Recall Risk Rating Forecast Model based on Bert Model 

Automobile complaint information derived from the defect information collection 

system of the Defective Product Management Center is used as the data source, and the 

automobile defect risk recall risk data set contains about 120,000 pieces of defect 

information. After sorting out these pieces of defect information, we finally form 10,351 

typical automobile defect cases. 
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By analyzing the defect information data source, the main composition of defect 

information is shown as in Table 2. 

Table 2. Defect information composition 

Item number Item Data sample 

1 缺陷信息编号 

Defect information 

number 

QC201312001 

2 时间  

Time 

201312 

3 缺陷信息来源 

Defect information source 

备案 

Put on record 

4 生产者 

Producer 

阿斯顿马丁拉共达（中国）汽

车销售有限公司 

Aston Martin Lagonda (China) 

Automobile Distribution Co. Ltd 

5 品牌 

Brand 

Aston Martin(阿斯顿马丁) 

Aston Martin 

6 车型 

Vehicle type 

V8 WANTAGE 

7 里程信息 

Mileage information 

1.38 万公里 

13800 km 

8 使用年限 

Service life 

2.00 年 

2 years 

9 总成 

Assembly 

发动机 

Engine 

10 分总成 

Sub assembly 

汽油发动机 

Petrol engine 

11 故障标签 

Defect label 

离合器液压软管夹失效 

Clutch hydraulic hose clamp 

failure 

12 缺陷描述 

Defect description 

离合器液压软管夹失效可能导

致油泄漏和离合器失效，需更换新

型管夹 

Failure of clutch hydraulic hose 

clamp may cause oil leakage and 

clutch failure, so new clamp shall be 

replaced 

13 故障等级 

Fault level 

中 

Medium 

14 舆情信息影响力 

Influence of public 

opinion information 

0 

15 投诉数量 10 
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Number of complaints 

16 召回风险（信息会商结

果） 

Recall risk 

低 

Low 

 

Defect information is mainly composed of three parts. The first part is the basic 

information of automobile, such as manufacturer, brand, model, mileage information 

and so on. The second part is the defect information of automobile fault, including the 

assembly and sub-assembly, and the third chapter is the result of multi-label 

classification of complaint information based on the defect management center 

automobile fault classification system, in addition, there is a defect fault severity 

evaluation level.  

Public opinion information refers to the daily monitoring of public opinion in-

formation based on the quality and safety of automotive products and special 

monitoring of public opinion for specific events, mainly including public network media 

and We Media two sources.  

In the process of defect recall, the result of information consultation is a pre-liminary 

judgment of recall risk made by the staff of automobile recall management according to 

the typical complaint information in a period of time. There are four levels, "high" 

means higher recall risk, "medium" means general recall risk, "low" means lower recall 

risk, and "none" means almost no recall risk. In-formation conferences are held 

quarterly to discuss the risk levels of some typical defect cases and to take different 

recall management measures for cases with different risk levels. This paper selects the 

results of the first information consultation as the correct risk level of the case data. In 

the following comparative experiments, the results of the latest meeting were selected to 

do the corresponding comparison and analysis.  

In order to facilitate the subsequent processing of automobile defect information, it is 

necessary to preprocess the data in the data set. First remove duplicate and similar 

defect information, change the null and missing values to default values, and then 

normalize the car brand, manufacturer, and model. We find that there are some 

ambiguities in the fault labels, the fault labels are standardized in the defect information 

according to the classification system of the defect management center.  

Automobile defective product risk recall prediction is actually a multi-classification 

problem. It can be found from the table that the amount of data of different risk levels is 

quite different, therefore, it is very important to solve the imbalance problem of data 

category during multi-classifying.  

The purpose of data analysis is to extract the key information which may reflect the 

risk of automobile recall from the above defect information. After many discussions 

with experts of automobile recall research in the Defect Management Center, we 

summarized three kinds of characteristics: static risk characteristics, dynamic semantic 

characteristics and fault semantic characteristics. Static characteristics mainly include 

the brand, model, manufacturer, and defect information types. Dynamic features include 

mileage and years of car purchase. Fault semantic features include fault labels and fault 

severity levels. These features can describe and reflect the risk information hidden in 

defect information from different dimensions. The static features can be obtained 

directly from the dataset, while the dynamic features can be obtained from the defect 

information of the latest time stamp. Fault label features are selected from the assembly 

and fault label through natural language processing techniques. These features will be 
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used as the input of the model, and provide a comprehensive and rich feature basis for 

the automobile defective product recall risk prediction model. 

Through the statistics and analysis of the data set of automobile defect cases, we find 

that the automobile fault description and the automobile fault label also have certain 

influence on the recall risk level. The SVM model mentioned above only deals with 

numeric features, which is unable to capture semantic information in the fault 

description. The semantic representation of the text directly determines the accuracy of 

vehicle recall risk prediction. Bert language pre-training model is firstly used in this 

paper to predict the risk of automobile recall. 

 

Fig. 3. The Architecture of VDRF based on Bert Model 

The prediction task of automobile recall risk level in this paper can be regarded as a 

basic text classification task. Therefore, the modification of the network structure is 

very simple, only the first output of the last layer of Transformer needs to be used as the 

sentence label.  

The model structure diagram of the modified Bert model used in VDRF is shown in 

Figure 3. 

The core idea of attention mechanism used by Transformer is to calculate the 

relationship between each word in a sentence and all the words in the sentence, and then 

to think that the relationship between these words reflects the relevance and importance 

of different words in the sentence to some extent. Therefore, by using these 

relationships to adjust the importance (weight) of each word, a new expression of each 

word can be obtained. This new representation not only contains the word itself, but 

also contains the relationship between other words and the word, so it is a more global 

expression than a simple word vector. Transformer obtains the final text representation 
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by continually overlapping the input text with this attention mechanism layer and the 

normal non-linear layer. 

Therefore, the prediction of recall risk is essentially a supervised multi-classification 

problem, in order to accurately predict the risk level from the multi-dimensional 

heterogeneous defect information characteristics. In this paper, we use SVM and Bert 

models to predict the risk of different feature combinations of defect cases based on the 

existing machine learning and deep learning technologies.  

Because SVM is suitable for dealing with discrete data, it is necessary to deal with 

the static, dynamic and fault characteristics first. For numeric class features, they are 

entered directly into SVM, and for class features, the one-hot method is used to convert 

them to 0-1 vectors. For models, assembly information, and fault labels, an index 

dictionary is built to numeralize the features. And then normalize the features. By 

selecting the appropriate kernel function and decision function, a text classifier can be 

obtained.  

Because SVM ignores the semantic information in the fault features, natural language 

processing technology is used to obtain the semantic information in this paper, which 

may reflect the recall risk of the vehicle from another perspective.  

Static features, dynamic features and fault features are used as sequence input data. 

Then, based on the pre-trained Chinese Bert model, the last layer of the network is 

reconstructed, and the text classification task based on Bert is done. 

4. Experimental Results and Analysis 

In this section, we evaluate method of the multi-label classification of vehicle complaint 

data and the method of the risk level prediction in the corresponding corpus. The corpus 

used in the experiments will be described firstly. Then the experimental results will be 

analyzed and discussed in the following sections. 

4.1. Experimental Datasets 

DPAC Corpus. This dataset is provided by the defect information collection system of 

Defective Product Administrative Center. It contains more than 130,000 pieces of 

vehicle defect complaint information, which contain one or more defect labels marked 

by experts in 22,747 pieces of data. These defect labels are from the Vehicle Defect 

Label Library of the Defective Product Administrative Center, which contains 934 

defect labels. The number of defect labels and the samples of data are listed in Table 3. 

Table 3. DPAC corpus Statistical tables 

The number of label 1 2 3 >=4 

22747 16351 4991 1183 222 

Percentage 71% 23% 5% 1% 

 

AUTO Corpus. It is a new large dataset form a vehicle complain website by our crawler 

system. It contains more than 200,000 descriptions of complaints about defects in 
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vehicles. All of the defect information is labeled by experts. These defect labels come 

from the vehicle defect classification label library of the vehicle complain website, with 

a total of 402 defect labels. The number of defect labels and the samples of data are 

listed in Table 4. 

Table 4. AUTO corpus Statistical tables 

The number of label 1 2 3 >=4 

200000 136701 44814 12871 560

1 

Percentage 68% 22% 6% 4% 

DCRL Corpus. The automobile defect case risk level data set contains 10,351 typical 

automobile defect cases. The statistics of different risk levels are shown in Table 5 

below. 

Table 5. DCRL corpus Statistical tables 

Risk level High Medium Low Non

e 

Tot

al 

Number 854 704 2944 584

9 

103

51 

Percentage 8.4% 6.7% 28.4% 56.5

% 

100

% 

4.2. Evaluation Metrics 

Hamming-loss [27], Micro-F1 [28] and Macro-averaging are used indicators in multi-

label classification tasks [29]. 

4.3. Experimental Details 

Our experiments have two main parts. The first is multi-label classification experiments. 

And the other is risk prediction experiments. For multi-label classification experiments, 

the most representative multi-label classification algorithms are selected as baseline, and 

the comparative experiments are carried out in large-scale corpora (AUTO corpus) and 

small-scale corpora (DPAC corpus). 

In Multi label classification experiment, the pre-trained vehicle domain word vector 

model is used as word representation. In order to avoid the impact of the vehicle brand 

on the prediction result, synonymous substitution of the description of the vehicle brand 

and the vehicle system is used, and the corresponding substitution of the figures in the 

complaint text are also used. After statistical analysis, the first 600 words of the 

complaint text are intercepted as input, and the part exceeding the length of the 

complaint text will be discarded. Referring to the conclusion of paper [14], the 

frequency of the defect labels corresponding to the complaint text in the training data is 

sorted. The hidden state vector of the encoder and decoder is set to 300 and 600 

respectively, and the number of LSTM layers of the encoder and decoder is set to 2. In 



 VDRF: Risk Level of Vehicle Recall based on Bert Model           807 

the training phase, the loss function is the cross-entropy loss function. Adam optimizer 

is used to minimize the cross-entropy loss function [15]. 

That is the detailed information set during the experimenting is shown as in Table 6 

Table 6. Parameters setting in the experiments 

Parameters  Value 

Word embedding dimension 200 

Label feature   dimension 32 

Length of beam search  5 

Number of hidden layers in encoder  300 

Number of hidden layers in de coder  600 

Learning rate  0.001 

Dropout of Learning rate  0.5 

Optimizer  Adam 

epoches 2000 

 

For the experiment of risk prediction, two methods are employed, one is based on 

SVM model, the other is based on Bert model. The automobile defect case data set are 

divided into two groups. For each risk category, 80% are selected as the training data 

and 20% as the test data. At the same time, different features were selected to carry out 

multiple sets of contrast experiments to predict the risk level of defective vehicle recall. 

In this experiment, there are three kinds of features, which are static features, dynamic 

features and fault features obtained from the automobile defect label classification 

experiment. Combination of these three characteristics is used as the input of the recall 

risk prediction model, and comparative experiments are carried out. 

4.4. Experimental Results and Analysis 

Multi Label Classification Model 

In order to evaluate the performance of different multi-label classification methods, the 

following five representative methods are implemented on the two dataset. 

Binary Relevance (BR) [3]: transforms each label in multiple labels into a single 

label classification problem. 

Classifier Chains (CC) [5]: transforms the multi-label classification problem into a 

single label classification problem, which introduces the relational information between 

labels in a chain structure of one label.  

Label Powerset (LP) [6]: treats every possible label set combination as a new label, 

transforming the problem into a multi-classification problem with a single label.  

CNN-RNN [12]: Global and local text semantics and label dependencies are captured 

using CNN and RNN, and label sequences are predicted using RNN.  

The Sequence Generation Model (SGM) [14]: transforms the multi-label 

classification problem into a sequence generation problem, and generates a label 

sequence using a global-embedding decoder architecture.  
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We implement the BR and CC algorithms using the open source multi-label 

classification toolkit Scikit-Multilearn [31], and use Support Vector Machine (SVM) as 

the basic classifier in these algorithms [32][33]. 

Table 7. Label prediction results comparison 

Corpus AUTO DPAC 

Metrics Hamming Loss Micro-F1 Hamming Loss Micro-F1 

BR-BF 0.0106 0.5996 0.0529 0.5517 

BR-W2V 0.0038 0.6301 0.0319 0.6103 

CC-BF 0.0087 0.6176 0.0473 0.5885 

CC- W2V 0.0031 0.6565 0.0297 0.6237 

LP-BF 0.0097 0.6028 0.0476 0.5904 

LP-W2V 0.0032 0.6468 0.0415 0.6175 

CNN-RNN 0.0031 0.6971 0.0178 0.6412 

SGM 0.0027 0.7203 0.0125 0.6563 

Seq2seq 0.0028 0.7195 0.0129 0.6511 

 

Fig. 4. Comparison of Hamming Loss 
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Fig. 5. Comparison of Micro-F1 

Based on pre-trained vehicle domain word vectors, five typical multi-label 

classification methods are tested on two vehicle complaint datasets. The experimental 

results are shown in the following Table 7, Figure 4 and Figure 5, where BR stands for 

Binary Relevance algorithm, CC stands for Classifier Chains algorithm, BF stands for 

feature extraction based on vehicle defect labels, and LE stands for adding defect labels 

distribution vectors at the decoding layer. 

In BR, CC, and LP algorithms, for a complaint text containing m words, the pre-

trained domain word vector model is used to obtain the word representation vector of 

each word, and then the average value is obtained to represent the complaint text. 

The following conclusions can be drawn from the above experiment results: 

(1) Neural network-based methods are better than those using traditional multi-label 

classification, which shows that the neural network can recognize text information 

better and improve the accuracy of classification in multi-label classification. 

(2) In the traditional machine learning multi-label classification method, the selection 

of text features has a great influence on the prediction results. From the table, it can be 

seen that for the same method, the result of using pre-trained domain word vectors is 

better than that of using label-only database features to express the complaint text, 

which verifies the necessity of pre-trained domain word vector model. 

(3) Compared with the BR algorithm and the CC algorithm, the Classifier Chains 

algorithm performs better because the multiple defect descriptions contained in the 

vehicle complaint data are generally related to each other, and the CC algorithm takes 

into account the relationship between the labels. Because LP algorithm transforms the 

problem of multi-label classification into the problem of multi-class classification in 

single-label learning, and there are many kinds of multi-label combinations in the data 

analysis and statistics, LP algorithm is not suitable to solve this problem, and the 

experimental results also prove this point. 
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(4) Compared with CNN-RNN model, seq2seq model performs better in multi-

classification of Chinese complaint texts. The reason is that seq2seq model reads the 

semantic information before and after each word in the complaint texts through Bi-

LSTM, and pays attention to the words related to the predicted failure results through 

attention mechanism. CNN-RNN focuses on the high-order relevance of labels, but the 

recognition of the semantic information of the text itself is insufficient. 

(5) Comparing SGM model with seq2seq model with attention mechanism, the input 

of SGM model and seq2seq model is based on pre-trained vehicle domain word vector 

model, and the value of word vector is allowed to change during the training process, 

because SGM model is based on seq2seq model with mask module and global 

embedded information (global embedded) in the decoder part. Experiments show that 

the mask module and global embedding vector are equally effective in vehicle 

complaint dataset. In analyzing the classification results of seq2seq model, we also find 

that the prediction results of the same article text contain some duplicate labels. 

Based on the above conclusions, we add the feature of extended vehicle defect label 

library (CF) to the input layer of seq2seq model with attention mechanism. Considering 

the diversity of vehicle defect label combinations, a label distribution vector (LE) of 

each vector is obtained by using the training method of word2vec based on the defect 

label text of all data. A comparative experiment was carried out in two datasets. The 

results are shown in Table 8, Figure 6 and Figure 7. 

Table 8. Label prediction results comparison 

Corpus AUTO DPAC 

Metrics Hamming Loss Micro-F1 Hamming Loss Micro-F1 

Seq2seq 0.0028 0.7195 0.0129 0.6511 

SGM 0.0027 0.7203 0.0125 0.6563 

Seq2seq+CF 0.0026 0.7212 0.0121 0.6532 

Seq2seq+CF+LE 

(VDIF-M) 

0.0025 0.7363 0.0100 0.6624 

 

Fig. 6. Comparison of Hamming Loss 
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Fig. 7. Comparison of Micro-F1 

The experimental results in the table show that the label library features added have 

obvious effect on the auto dataset, and the reason may be that there are fewer defect 

categories in the vehicle quality network, but there are more defect labels in the dataset 

of DPAC corpus, so the effect of adding label library features is not obvious. After the 

label distribution vector is added to the decoder layer, it is improved both in two 

datasets. Comparing with the SGM model, the experimental results show that the 

proposed method is superior to the SGM model in two datasets, because our methods 

adds defect label features suitable for vehicle complaint data, and uses the pre-trained 

domain word vector model at the same time. 

Table 9 shows some instances of a multi-label classification that uses the different 

sequence models to identify only the “Engine Abnormal Noise” label in the defect 

description. Our proposed VDIF-M model can not only recognize the "engine-abnormal 

noise" label, but also generate the "Body Vibration" label ac-cording to those words 

"vehicle" and "jitter". This is because the extended fault description synonymous label 

library contains synonymous relationships between "vehicle resonance" and "vehicle 

jitter", which verify the model proposed in this paper can solve the multi-label 

classification problem of some instances by adding defect label features. 

Table 9. DCRL corpus Statistical tables 

Defect description VDIF-M Seq2seq Correct Label 

发动机有明显异响，

我不懂车都能听出来，

而且车辆抖动，去店里

检查，说什么都正常，

抖动也正常。 

发动机 -异

响 

 

车身附件及

电器-车身共振 

发动机-异

响 

 

发动机-异响 

 

车身附件及电器-车

身共振 

The engine is 

obviously abnormal, 

 

Abnormal 

 

Abnormal 

 

Abnormal engine 
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don't understand the car 

can hear, and the car 

jitter, go to the store to 

check, say what is 

normal, jitter is normal. 

engine noise 

 

Body 

Vibration 

engine noise noise 

 

Body Vibration 

挂d挡速度上升到40

时 发 动 机 转 速 达 到

4000 , 但车速不上升  ; 

挂 r 挡后退无力踩住刹

车时 , 车身抖动严重 . 

去4s店检测,说是变速箱

的3-5模块损坏 ,要大修

变速箱。 

发动机 -无

法提速 

 

变速器 -电

脑板故障 

发动机-无

法提速 

 

变速器-异

响 

发动机-无法提速 

 

变速器-电脑板故障 

When the speed of the 

gearbox increases to 40, 

the speed of the engine 

reaches 4000, but the 

speed of the car does not 

rise; when the gearbox is 

unable to step on the 

brake, the body shakes 

seriously. Go to 4S shop 

to check that the 3-5 

module of the gearbox is 

damaged, it is necessary 

to overhaul the gearbox. 

Engine 

Unable to 

Speed up 

 

Transmissio

n-Computer 

Board Failure 

Engine 

Unable to 

Speed up 

 

Transmissi

on Abnormal 

engine noise 

Engine Unable to 

Speed up 

 

Transmission 

Computer Board 

Failure 

Recall Risk Prediction Model 

In order to accurately predict the risk level from the multi-dimensional heterogeneous 

defect information features, SVM and Bert models are used to predict the risk of 

different defect case feature combinations based on the existing machine learning and 

deep learning technologies  

In the SVM experiment, one-hot to represent the class information in the static 

feature directly. For the automobile brand, manufacturer and other information, an index 

table is built to convert the corresponding features into numerical values. The mileage in 

the dynamic features is in the unit of 10,000 km and the service life is in the unit of 

years. In this experiment, we first use different feature combinations, choose the kernel 

function as Gaussian kernel, and the penalty coefficient is 1, the class weight is the 

default. 

From Table 10, it can be seen that different combinations of features have different 

effects on recall risk. Static features have the greatest impact on recall risk, dynamic 

features have the least impact, and the effect of three types of features fusion is the best. 
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Table 10. Different Feature Combination Result-SVM 

Feature combination Parameters Macro-acc Macro-recall Macro-f1 

X⃗⃗ s default 0.62 0.55 0.57 

X⃗⃗ d default 0.55 0.56 0.55 

X⃗⃗ l default 0.60 0.54 0.56 

X⃗⃗ s X⃗⃗⃗  d default 0.62 0.67 0.64 

X⃗⃗ s X⃗⃗⃗  l default 0.65 0.69 0.66 

X⃗⃗ d X⃗⃗⃗  l default 0.61 0.55 0.57 

X⃗⃗ s X⃗⃗⃗  d X⃗⃗⃗  l default 0.80 0.68 0.72 

 

Although the overall results of the experiment are very good, for the categories with 

a small number of samples, the prediction ability of SVM is very limited. 

In the experiment of Bert model [34], we forecast the recall risk of defect cases based 

on the pre-trained Chinese language model Bert model published by Google. Because 

Bert model is more suitable for processing sequence data, dynamic features, static 

features, defect features and the combination of the three features are used for 

comparative experiments. At the same time, we adjust the learning rate and the 

maximum sequence length in the training process to get the most suitable combination 

of parameters for this task. The achieved experimental results are shown in Table 11. 

Table 11. Different Feature Combination Result-Bert 

Feature combination Macro-acc Macro-recall Macro-f1 

X⃗⃗ s 0.65 0.59 0.61 

X⃗⃗ d 0.59 0.56 0.57 

X⃗⃗ l 0.61 0.59 0.6 

X⃗⃗ s X⃗⃗⃗  d 0.71 0.65 0.67 

X⃗⃗ s X⃗⃗⃗  l 0.73 0.62 0.67 

X⃗⃗ d X⃗⃗⃗  l 0.64 0.60 0.62 

X⃗⃗ s X⃗⃗⃗  d X⃗⃗⃗  l 0.79 0.78 0.79 

 

From Table 11, it can be found that the combination of the three features has 

achieved best results in the process of risk prediction, which is the most suitable 

parameter combination for this task. 

Detailed metrics comparison between the Bert and SVM models are listed in Table 

12. As can be seen from the above table, the prediction effect of Bert and SVM is not 

much different for the categories with more sample data. Bert model is more accurate in 

predicting the smaller sample categories, which also shows that Bert model can solve 

the sample imbalance problem to some extent. 

Table 12. Detailed comparison between SVM and Bert 

Mo

del 

Risk Level Accur

acy 

Recall 

rate 

F1-

score 

Number of 

samples 

Bert high 0.89 0.82 0.85 171 

 medium 0.59 0.62 0.60 141 
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 low 0.80 0.80 0.80 589 

 none 0.88 0.89 0.89 1170 

 micro-avg 0.84 0.84 0.84 2071 

 macro-avg 0.79 0.78 0.79 2071 

 weighted-

avg 

0.84 0.84 0.84 2071 

SV

M 

high 0.89 0.74 0.81 171 

 medium 0.43 0.62 0.51 141 

 low 0.90 0.84 0.87 589 

 none 0.76 0.83 0.79 1170 

 micro-avg 0.81 0.81 0.81 2071 

 macro-avg 0.75 0.75 0.74 2071 

 weighted-

avg 

0.83 0.81 0.82 2071 

 

In most multi-classification tasks, the category with smaller sample size is usually the 

most concerned. In this task, "medium" risk and "high" risk category have the smaller 

sample size. Therefore, they are the most important supervision objects of defect recall 

management. In cases where the recall risk is neutral and high, appropriate measures are 

usually taken in the subsequent process. High-risk and medium-risk samples are similar, 

and the characteristics are not clear in the process of multi-classification, which is also 

one of the reasons for the low accuracy of high-risk and medium-risk cases in this topic. 

5. Conclusion and Future Work 

In the management of automobile recall, the risk assessment of automobile defect cases 

is the basis of the follow-up supervision. In order to improve the efficiency of defect 

risk rating assessment, this paper presents a model for predicting the risk level of 

automobile recall based on defect information. After building the defect case dataset, 

the multi-dimensional features of case data are extracted by data analysis, Bert model is 

used to read the fault information from the defect information, and different feature 

combinations and different models are compared with each other. The experiments 

show that the recall risk prediction model based on Bert model has best performace both 

in classification and prediction tasks. which can provide a powerful reference for 

automobile defect experts. 

In the research of automobile recall risk prediction, only the defect information of 

automobile recall cases is collected by the defective product management center, most 

of which are the inherent attribute values and dynamic attribute characteristics of 

automobile. Although it also contains a public opinion index feature, the public opinion 

features of each case are not different. In the follow-up risk prediction work, mining the 

relevant industry news, complaint news, user comments and other information of 

different automobile brands is the main work in the future of automobile recall risk level 

prediction. 
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Abstract. With continuous improvements of computing power, great progresses 

in algorithms and massive growth of data, artificial intelligence technologies have 

entered the third rapid development era. However, With the great improvements in 

artificial intelligence and the arrival of the era of big data, contradictions between 

data sharing and user data privacy have become increasingly prominent. Federated 

learning is a technology that can ensure the user privacy and train a better model 

from different data providers. In this paper, we design a vertical federated learning 

system for the for Bayesian machine learning with the homomorphic encryption. 

During the training progress, raw data are leaving locally, and encrypted model 

information is exchanged. The model trained by this system is comparable (up to 

90%) to those models trained by a single union server under the consideration of 

privacy. This system can be widely used in risk control, medical, financial, 

education and other fields. It is of great significance to solve data islands problem 

and protect users’ privacy. 

Keywords: Data Security, Privacy Preservation, Federated Learning, EM 

Algorithm, Homomorphic Encryption. 

1. Introduction 

With the arrival of the era of big data, more and more industries are paying attention to 

artificial intelligence technology. The ability of artificial intelligence to quickly process 

large amounts of data and the ability to mine hidden information links between discrete 

data has great advantages in the financial industry. Traditional risk management has 

always been based on manual experience, relying on the experience of the risk 

managers to make decisions. However, even the most experienced risk manager cannot 

make the correct or optimal decision for every potential risk every time. Machine 

learning can make predictions of credit risk quickly, and often more accurate than the 

results of manual predictions [1][2][3][4]. However, machine learning and deep learning 

often require a large amount of high-quality raw data for training [5][6] in order to 

obtain models that can effectively predict or judge. 
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To solve the dilemma of big data, the traditional method has become a bottleneck. 

Simple data exchange between two enterprises is not allowed in many regulations, 

including the GDPR (General Data Protection Regulation). Users are the owners of the 

original data. Without the approval of users, enterprises cannot exchange data. 

Secondly, the purpose of data modeling cannot be changed before user approval. 

Therefore, many attempts of data exchange in the past, such as data exchange, also need 

great changes to comply. At the same time, the data owned by enterprises often has 

great potential value. Two enterprises and even the departments within one enterprise 

may consider the exchange of interests. Under this premise, these departments often do 

not simply aggregate data with other departments. It will result in data frequently 

appearing as silos even within the same company. 

In this case, Federated Learning incarnates its advantages. Unlike conventional 

machine learning, Federated Learning does not require companies to exchange data with 

each other to implement model training. Keeping the data locally for training means that 

using the data will not violate privacy protection regulations, nor will it result in the 

disclosure of corporate trade secrets. This is of great significance for solving the 

problem that SMEs do not have enough high-quality data to train models and how to 

protect the information security of users and enterprises. 

In this paper, we combine the vertical federated learning with Bayesian Machine 

Learning and use the homomorphic encryption algorithm to design a federated learning 

system which is secure, stable, and effective. With a view to solve data silos between 

enterprises and protect user privacy. 

2. Related Works 

2.1. Federated Learning 

Because of Alphago’s great success people naturally hope that the data-driven AI will 

be realized in all walks of life, but the real situation is very disappointing. In addition to 

a limited number of industries, there are more areas with limited data and poor quality, 

which is not enough to support the implementation of artificial intelligence technology. 

There are two main reasons: 1) There are barriers between data sources that are hard to 

break. In most industries, data exists in the form of silos. Due to industry competition, 

user privacy, complicated administrative procedures and other issues, even data 

integration between different departments of the same company faces many obstacles. 

In reality, it is almost impossible to integrate the scattered data in different places and 

institutions. In other words, the cost is huge. 2) With the further development of big 

data, it has become a worldwide trend to attach importance to user privacy and data 

security. Every time the public data is leaked, it will cause great concern of the media 

and the public. At present, all countries are strengthening the protection of data security 

and user privacy. The increasingly strict management of user privacy and data security 

will be the worldwide trend, which brings unprecedented challenges to the field of 

artificial intelligence. The current situation in the research and business is that the party 

who collects data is usually not the party who uses the data. For example, Party A 
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collects data, transfers it to Party B for cleaning, then transfers it to Party C for 

modeling, and finally sells this model to Party D for use. This form of data transfer, 

exchange and transaction between entities violates the GDPR and may be severely 

punished by the laws. Similarly, Cybersecurity Law of the People’s Republic of China 

and General Provisions of the Civil Law of the People’s Republic of China which have 

been implemented since 2017, also point out that network operators can not disclose, 

tamper with or destroy the personal information they collect, and when conducting data 

transactions with third parties, it is necessary to ensure that the proposed contract clearly 

stipulates the scope and data protection obligations of the data to be traded. The 

establishment of these laws and regulations challenges the traditional data processing 

mode of AI in different degrees. 

Therefore, how to design a machine learning framework on the premise of meeting 

the requirements of user privacy, data security and supervision, so that the AI system 

can use their data more efficiently and accurately, is an important topic in the 

development of AI. 

Federated Learning is a solution proposed by many institutions and scholars to the 

dilemma of data isolation and data privacy. For the privacy of mobile terminal and 

multi-party organization data, Google and WeBank have built their different Federated 

Learning frameworks. Google’s Federated Learning framework is based on personal 

terminal devices, and AAAI Fellow Prof. Yang Qiang and WeBank subsequently 

proposed a systematic and general solution based on Federated Learning, which can 

give a solution to the difficulty of co-modeling between individuals or companies. On 

the premise of meeting data privacy, security and regulatory requirements, a machine 

learning framework is designed to enable artificial intelligence systems to use their data 

more efficiently and accurately. Currently, the main research directions of Federated 

Learning are to overcome the statistical challenges and enhance security. Prof. Yang 

Qiang uses the gradient descent algorithm to train a linear regression model, and the 

model built in combination with the homomorphic encryption algorithm is a very good 

case. Federated Learning is in the initial stage of rapid development. Both WeBank and 

Google have launched their own open source Federated Learning frameworks, FATE 

(Federated AI Technology Enabler) and TensorFlow Federated. In order to accelerate 

the popularization and implementation of “Federated Learning”, WeBank submitted a 

proposal to IEEE Standards Association in October 2018, “Guide for Architectural 

Framework and Application of Federated Machine Learning” (Federated Learning 

Infrastructure and Application Standards), which was approved in December 2018. 

(1) Basic Notion 

When considering traditional machine learning, the training process can be 

considered as an optimization problem, defined as: 

min ( )
d

f



¡  

(1) 

( )
1

1
( )

n

i

i

f f
n

 
=

= 
V

 

(2) 

In above formulas, 𝑓𝑖(𝜔)corresponds to the loss function; Given the parameter ω, 

𝑓𝑖(𝜔) is the predicted loss at the index of data point 𝑖 . First, the basic concept of 

Federated Learning is presented in combination with Figure 1. Federated learning [7] 

consists of two main components, including central training and local training, and the 
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K clients that make up the system are identified by index k. The process is divided into 

multiple communication rounds. In each round, clients train the local model 

synchronously using local SGD on their private data sets 𝑃𝑘. On the central server side, 

server aggregates the uploaded client parameters. Specifically, the parameter from client 

k is 𝜔𝑘 , and 𝑘 ∈ 𝑆. S corresponds to (in each communication round) a participating 

subset which contains 𝑚 clients. 

Aggregation 

Operation

Client

Client 1 Client 2 ...

...

Participant 

Subset

Local SGD Local SGD Local SGD

...

Central Server

Upload

1
1P

2
2P

m
mP

1 2 m

Client m

Client k

 

Fig. 1. Federal Learning System 

For client k, the training data set owned by client k has 𝑛𝑘 data points, and 𝑛𝑘 = |𝑃𝑘|. 
Therefore, the optimization problem under the Federated Learning can be redefined as: 
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What needs to be added is that the classic assumption about training data in 

conventional distributed optimization, Independent and Identically Distributed 

Assumption (IID Assumption), training data is evenly and randomly distributed on each 

client, which is difficult to satisfy in the Federated Learning [8][9]. 

(2) Classification of Federated Learning 

Matrix Di denotes the data held by each data owner 𝑖 . Each row of the matrix 

represents a user sample, and each column represents a user’s feature. At the same time, 

some data sets may also contain label data. We called the features space as X and the 

label space as Y. For example, in the financial field, the user's information is the label Y 

that needs to be predicted; in the sales field, the label is the user's purchase wish Y; in 

the education field, it is the degree of knowledge of the student. User feature X and 

label Y constitute the complete training data (𝑋, 𝑌). However, in implementation, it is 

often encountered that the users of different data sets or the user characteristics are not 

exactly the same. Specifically, taking Federated Learning with two data owners as an 

example, the data distribution can be divided into three cases [10][11][12]: 1) The 

features space (𝑋1, 𝑋2, ⋯ ) of the two data sets have a large overlap and the user space 

(𝑈1, 𝑈2, ⋯ ) have a small overlap. 2) The user space (𝑈1, 𝑈2, ⋯ ) overlap is larger and 
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the feature space (𝑋1, 𝑋2, ⋯ )  overlap is smaller. 3) The user space  (𝑈1, 𝑈2, ⋯ )  and 

feature space (𝑋1, 𝑋2, ⋯ ) overlaps in both datasets are small Federated Learning can be 

divided into Horizontal Federated Learning, Vertical Federated Learning, and Federated 

Transfer Learning, as shown in Fig. 2. 
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Fig. 2. Classification of Federal Learning 

1) Horizontal Federated Learning 

In the scenarios that data sets share the same feature space but different in users, we 

divide the data horizontally (the user dimension), and take the part of the data with the 

same feature space but not the same users for training. This approach is called 

Horizontal Federated Learning. For example, there are two banks in different regions. 

Their user groups come from their respective regions, and the intersection between them 

is small. However, their businesses are similar, so the features recorded are the same. 

And then, they can use Horizontal Federated Learning to build a model together. In 

2017, Google proposed a data co-modeling solution for Android phone model updates: a 

Federated Learning scheme that when a single user uses an Android phone, the model 

parameters are continuously updated locally and uploaded to the Android cloud, so that 

each data owner with the same feature dimension can build a model jointly. 

2) Vertical Federated Learning 

In the scenarios that data sets share the same users but different in feature space, we 

divide the data vertically (the feature space dimension), and take the part of the data 

with the same users but not the same feature space for training. This method is called 

Vertical Federated Learning. For example, there are two different institutions, one is a 

bank and the other is an e-commerce company in the same place. Their users are likely 

to include most of the residents of the place, so the intersection of users is large. 

However, because banks record users' payment behaviors and credit ratings, while e-

commerce companies store users' browsing and purchasing history, their feature space 

overlap is small. Vertical Federated Learning is a scheme that aggregates these different 

features in an encrypted state to enhance the ability of the model. At present, many 

machine learning models such as logistic regression models, tree structure models, and 

neural networks models have gradually been proven to be able to be built on this 

federated system. 

3) Federated Transfer Learning 

In the scenarios that the user and feature space of the two data sets have little overlap, 

we do not split the data, but use transfer learning instead to overcome the lack of data or 

labels. This method is called Federated Transfer Learning. For example, there are two 

different institutions, one is a bank located in China, and the other is an e-commerce 

company located in the United States. Due to geographical constraints, the user groups 

of the two institutions have very little intersection. At the same time, due to types of the 
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institutions are different, only a small part of the features overlap. In this case, in order 

to make federated learning system runs effectively, Federated Transfer Learning must 

be introduced to solve the problem of small unilateral data and small label samples, 

thereby improving the effectiveness of the model. 

2.2. Homomorphic Encryption 

In Federated Learning, Homomorphic Encryption is used to encrypt parameters to 

protect user privacy. Unlike differential privacy, the data and model will not be 

transmitted. So, there is no possibility of leakage at the data level, nor violation of the 

stringent data protection laws such as GDPR. Homomorphic Encryption [13][14][15] is 

a kind of encryption method that has special nature properties, this concept was first 

proposed in the 1970 s by Rivest et al., compared with the general encryption 

algorithms, homomorphic encryption can not only realize the basic cryptographic 

operations, but also achieve a variety of computing functions between the ciphertext 

[16][17]. In other words, first calculation and then decryption are equivalent to first 

decryption and then calculation. Gentry based on the ideal lattice for the first time in 

2009 proposed the real practical Fully Homomorphic Encryption scheme (FHE). 

Gentry’s scheme can suppress the growth of noise by performing a finite number of 

polynomial operations and using the compression and decryption circuit technology 

when performing homomorphic operations, so as to prevent the noise from growing too 

fast and exceeding a certain limit causes the plaintext value cannot be decrypted 

correctly. So far, after two stages of development, researchers have proposed a variety 

of fully homomorphic encryption schemes and corresponding optimization schemes. 

Most of the existing homomorphic encryption schemes can only support integer type 

homomorphic encryption, but do not support floating point types, so it cannot cover the 

practical application requirements. In addition, due to the inherent reasons such as 

algorithm construction and security guarantee, the efficiency of the algorithm and the 

storage occupancy of secret key and ciphertext are far from the standards of practical 

production and application. How to design and propose a new Fully Homomorphic 

Encryption scheme on the premise of ensuring the security of the Fully Homomorphic 

Encryption algorithm and overcoming the disadvantages of existing algorithms in noise 

control, execution efficiency, storage space, etc., will be an important direction of 

current research. 

A solution proposed by Graepel to solve the problem of excessive noise caused by 

homomorphic encryption operation by mathematically expressing the prediction 

function of the model as a low-order polynomial. The research is about privacy 

protection in the training stage. This scheme effectively limits the number of 

homomorphic operations on encrypted data and limits homomorphic operations to 

addition and multiplication. Finally, it is applied to LM and FLD classifier and practical 

results are obtained. Later, David Wu et al. realized homomorphic encryption of large-

scale data sets and high-dimensional data by using batch computing and CRT-based 

message encoding technology, and then performed linear regression and other statistical 

analysis on the encrypted data, and the results were suitable for the scenario of multi-

source data. To some extent, homomorphic encryption only supports limited 

homomorphic operations, but low-order polynomials can satisfy this property. 

Therefore, Dowlin uses Chebyshev approximation theory to replace the nonlinear 
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activation function in the neural network model with a low-order polynomial function, 

thus realizing CryptoNets, a neural network that can process ciphertext. And through the 

experiment on the real data set MNIST, the rationality of the model is explained. The 

research is done in the classification stage, because the neural network model has better 

accuracy than the linear classifier, which is a good breakthrough. Bost et al. tried to 

process ciphertext in hyperplane decision, Naive Bayes and decision tree classifier, 

which were also studied in the classification stage. Since CryptoNets proposed by 

Dowlin did not perform well on deep neural networks, Chabanne et al. proposed 

improvements on this basis. The convolutional neural networks model proposed by 

them was more accurate than CryptoNets, which was also the first successful attempt to 

combine homomorphic encryption with deep neural network. In addition, Aono used 

additive homomorphic encryption to propose a logistic regression model that can be 

calculated on ciphertext. It can be seen that data based on homomorphic encryption has 

been applied to many common machine learning models and achieved good accuracy. 

However, it is worth mentioning that due to the complexity of the calculation model, the 

calculation time is generally much longer than that of the plaintext processing [18]. 

Homomorphic encryption is an encryption method that can perform any operation 

which can be performed on plaintext on encrypted data without decryption [16]. In other 

words, homomorphic encryption satisfies a specific algebraic algorithm for plaintext 

that is equivalent to another (possibly different) algebraic algorithm for ciphertext. 

We perform some kind of processing on the encrypted data to generate a new 

ciphertext. The plaintext content generated by decrypting the ciphertext, is the same as 

the result that decrypt corresponding plaintext after encrypting operation. This method 

allows the ciphertext can be manipulated even when the data is encrypted, and the result 

of it will be the same as we expected. The process of homomorphic encryption is shown 

in Fig. 3. Encrypt and Decrypt represent corresponding encryption and decryption 

methods; the “*” operation in the plaintext space and the “#” operation in the ciphertext 

space are equivalent. 

* #

x1 x2 c1 c2

dy

ciEnc(Xi)

y Dec(d)

Plaintext Space A Ciphertext Space B

 

Fig. 3. Homomorphic Encryption Algorithm 

Homomorphic encryption can only perform any number of times of additions or 

multiplications or finite additions and multiplications on the ciphertext, and its operation 

result is the same as the result of encrypting the plaintext directly after the 

corresponding operation. 

Assume that an encryption scheme G is expressed as (𝑀, 𝐶, 𝐾, 𝐸, 𝐷), where M is the 

plaintext space, C is the ciphertext space, K is the key space, E is the encryption 
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algorithm, and D is the decryption algorithm. Defines ⊕  as the ciphertext related 

operator. 

Definition 1 Let P and L denote the operation, when the plaintext data set 𝑀 =
{𝑚1, 𝑚2, ⋯ , 𝑚𝑛}, 𝑘 ∈ 𝐾 , if: 𝑃(𝐸𝑘(𝑚1), 𝐸𝐾(𝑚2), ⋯ , 𝐸𝐾(𝑚𝑛)) =
𝐸𝑘(𝐿(𝑚1, 𝑚2, ⋯ , 𝑚𝑛)) , says that the encryption scheme for operation L is 

homomorphism. The basic idea of homomorphic encryption is to achieve that after 

doing some operations on ciphertext we can still get the same result as doing operations 

on plaintext directly. 

Definition 2 For any plaintext 𝑚𝑖 , 𝑚𝑗 ∈ 𝑀 , the corresponding ciphertext is 𝑐𝑖 =

𝐸(𝑚𝑖), 𝑐𝑗 = 𝐸(𝑚𝑗) , and 𝑐𝑖 , 𝑐𝑗 ∈ 𝐶 , if (𝑚𝑖 + 𝑚𝑗) = 𝐸(𝑚𝑖) ⊕ 𝐸(𝑚𝑗)  or 𝐷 (𝐸(𝑚𝑖) ⊕

𝐸(𝑚𝑗)) = 𝑚𝑖 + 𝑚𝑗 holds, then it is said that the encryption scheme G has the property 

of addition homomorphism. 

Definition 3 For any plaintext 𝑚𝑖 , 𝑚𝑗 ∈ 𝑀 , the corresponding ciphertext is 𝑐𝑖 =

𝐸(𝑚𝑖), 𝑐𝑗 = 𝐸(𝑚𝑗) , and 𝑐𝑖 , 𝑐𝑗 ∈ 𝐶 , if 𝐸(𝑚𝑖𝑚𝑗) = 𝐸(𝑚𝑖) ⊕ 𝐸(𝑚𝑗)  or 𝐷(𝐸(𝑚𝑖) ⊕

𝐸(𝑚𝑗)) = 𝑚𝑖𝑚𝑗  holds, the encryption scheme G is said to have multiplicative 

homomorphism. 

Definition 4 For any plaintext 𝑚𝑖 , 𝑚𝑗 ∈ 𝑀 , the corresponding ciphertext is 𝑐𝑖 =

𝐸(𝑚𝑖), and 𝑐𝑖 ∈ 𝐶, if 𝐸(𝑚𝑖𝑚𝑗) = 𝐸(𝑚𝑖) ⊕ 𝑚𝑗 or 𝐷(𝐸(𝑚𝑖) ⊕ 𝑚𝑗) = 𝑚𝑖𝑚𝑗 holds, then 

it is said that the encryption scheme G has the property of mixed multiplication 

homomorphism. 

Definition 5 If scheme G has both the addition homomorphism and multiplication 

homomorphism properties, and can satisfy finite addition and multiplication ciphertext 

operations, then the encryption scheme G is said to be a somewhat homomorphic 

encryption scheme. 

Definition 6 If scheme G has both addition homomorphism and multiplication 

homomorphism properties, and can satisfy any number of times of addition and 

multiplication ciphertext operations, then the encryption scheme G is said to be a fully 

homomorphic encryption scheme [19]. 

2.3. EM Algorithm 

The EM algorithm [20] was formally proposed by Arthur Dempster, Nan Laird and 

Donald Rubin in their research paper Maximum likelihood from incomplete data via the 

EM algorithm in 1977. They summarized the previous EM algorithm as a special case 

and gave the calculation steps of the standard algorithm. After that, EM algorithm 

became a method to deal with incomplete observation data, which attracted much 

attention from all sides and was continuously studied in depth. Since 1977, there were 

many new applications and improvements of the algorithm [3][21]. After decades of 

development, the EM algorithm has been widely used to process incomplete data in 

medicine, engineering, business management, sociology, finance and other fields where 

large data volume is required. The EM algorithm is an iterative algorithm. As with most 

iterative algorithms, the EM algorithm requires the user to make an initial assumption 

about the parameters to be solved, and then continuously update the value of this set of 

parameters until there are no more noticeable changes. For EM algorithms, different 

initial parameters often lead to different results. That is, the EM algorithm cannot 
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guarantee that the results obtained are optimal. Theoretical analysis shows that the EM 

algorithm can only guarantee the locally optimal solution. In addition to the local 

optimal problem (or the corresponding initial sensitivity) mentioned above, the EM 

algorithm has another tricky problem that is the user needs to pre-set the number of 

gaussian members in the GMM model (each gaussian function in the gaussian mixture 

model is called a member, or Component). This problem is tricky because the GMM 

model deals with a bunch of unlabeled data, meaning that it is not clear which gaussian 

member is responsible for each data point. How to overcome the local extremum 

problem (or initial sensitivity problem) of EM algorithm and how to determine the 

number of gaussian members in the mixed model have been two open problems in 

academia. There are two simple but common approaches to local optimal problems. One 

is to test multiple times (select different initial parameters) and take the parameters 

estimated by the test with the largest likelihood function as the final result. Obviously, 

this is easy to do operationally but the disadvantage of being time-consuming cannot be 

ignored. Another approach is to use other clustering methods, such as k-means, to find 

good initial parameters for the EM algorithm. But the problem is that k-means has its 

own initial sensitivities issue. Therefore, the stability and reliability of the final results 

are difficult to be guaranteed. However, because k-means is very simple, this method is 

also more common. For the problem of how to determine the number of gaussian 

members, there are representative deterministic methods based on Bayesian [22] 

Information Criterion and relevant methods based on information theory, such as 

Minimal Description Length, Minimal Message Length and Akaike information 

criterion (AIC). 

Expectation-Maximization algorithm (EM), or Dempster-Laird-Rubin algorithm, is a 

type of optimization algorithm that iteratively performs Maximum Likelihood 

Estimation (MLE) [23]. This algorithm is usually used as a replacement for the Newton-

Raphson method for parameter estimation of probability models that include latent 

variables or incomplete-data [24]. The standard calculation framework of EM algorithm 

alternately consists of E-step (Expectation-step) and M-step (Maximization step). The 

convergence of the algorithm can ensure that the iteration approaches at least the local 

maximum. The EM algorithm is one of the special cases of the MM algorithm 

(Minorize-Maximization algorithm). There are several improved versions, including the 

EM algorithm using Bayesian inference [22][25], the EM gradient algorithm, and the 

generalized EM algorithm. Because iterative rules are easy to implement and allow for 

flexible consideration of latent variables, the EM algorithm is widely used to handle 

missing measurements of data and parameter estimation for many machine learning 

algorithms, including Gaussian Mixture Model (GMM) and the Hidden Markov Model 

(HMM). 

Given independent observation data 𝑋 = {𝑋1, ⋯ , 𝑋𝑁} , and a probability model 

𝑓(𝑋, 𝑍, 𝜃) containing the hidden variable 𝑍 and parameter 𝜃, according to MLE theory, 

when the likelihood of the model is maximized the optimal single-point estimate of 𝜃 in 

the model is given: 𝜃 = 𝑎𝑟𝑔 𝑚𝑎𝑥
𝜃

𝑝(𝑋|𝜃). 

( ) ( , ) , [ , ]
b

a
p X p X Z dZ Z a b = 

 

(5) 
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Latent variables can represent missing data or any random variables that cannot be 

directly observed in the probability model. In the formula, the first line is the case where 

the latent variable is a continuous variable, and the second line is the case where the 

latent variable is a discrete variable. The integral or summation is also called the joint 

likelihood of X, Z. Without losing generality, here we use discrete variables as an 

example. According to the conventional method of MLE, the natural logarithm of the 

above formula can obtain: 

1 1 11

log ( ) log ( ) log ( ) log[ ( , )]
N N N k

i i i c

i i ci

p X p X p X p X Z   
= = ==

= = =  
 

(7) 

The above expansion considered the mutual independence of the observed data. 

Introduce the probability distribution q (Z) related to the latent variable, that is, the 

latent distribution (the latent distribution can be considered as the posterior of the latent 

variable to the observation data, see the E-step derivation of standard algorithms). From 

the Jensen inequality, the log-likelihood of the observed data has the following 

inequality relationship: 

1 1 1 1

( , )( )
log ( ) log[ ( , )] [ ( ) log ] ( , )

( ) ( )

N k N k
i cc

i c c

i c i cc c

p X Zq Z
p X p X Z q Z L q

q Z q Z


  

= = = =

=  =  
 

(8) 

When  𝜃 , 𝑞  makes the global maximum on the right side of the inequality, the  𝜃 

obtained at least makes the left side of the inequality local maximum. Therefore, after 

expressing the right side of the inequality as  𝐿(𝜃, 𝑞) , the EM algorithm has the 

following goal: 

arg max ( , )L q


 


=
 

(9) 

( , )L q  in the above formula is equivalent to the surrogate function in the Minorize-

Maximization algorithm, which is the lower limit of the MLE optimization problem. 

The EM algorithm approximates the maximum of log-likelihood by maximizing the 

surrogate function. The EM algorithm and its improved versions are used to solve 

parameters of machine learning algorithms. Common examples include Gaussian 

Mixture Model (GMM), Probabilistic Principal Component Analysis, Hidden Markov 

Model (HMM) and other unsupervised learning algorithms. 

3. Method 

3.1. Problem Statement 

A clustering problem. In the risk control case, the primary step is to do clustering for 

thousands of companies. It simplifies the risk control problem and increases efficiency. 
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We implement Vertical Federated Expectation Maximum Algorithm (Hetero-EM) to 

group companies into K clusters with data from different organizations. 

3.2. The System 

Subscript: client 𝑚 ∈ 𝑀; cluster 𝑘 ∈ 𝐾; sample 𝑖 ∈ 𝑁; feature 𝑗 ∈ 𝐷 

(1) Assumptions 

i. distribution assumption: assume each 𝑥𝑖 is sampled from one of K distribution. 

ii. independent assumption: assume each 𝑥𝑚 is independent from each other. 

(2) Vertical Federated Expectation Maximum Algorithm (Hetero-EM) 

In vertical federated expectation maximum algorithm (Hetero-EM), we combine 

local distributions from clients to get aggerated updates. Instead of using Federated 

Averaging as Federated Neutral Network systems do, it integrates distributions on each 

round based on the independent assumption. Hence, the arbiter only knows the 

aggregated value of each user from each client, and it is hard to infer the exact 

information of a user, which inherent privacy. All in all, it is a Bayesian aggerated 

update that not only captures uncertainty but also make data more private from posterior 

sampling. 

 
Algorithm Vertical Federated Expectation Maximum Algorithm for clustering 

Input: M local datasets 𝑋𝑚, the number of clusters K 

Output: global distribution π, local distribution θ, clusters assignment distribution φ 

1) Build the training plan. The plan includes Hetero Mixture Models for the clustering problem, which uses 

the EM algorithm to do parameter updates among M clients. 

2) Deploy the FL arbiter. The arbiter mainly distributes the FL plan to the clients, and receives local 

distributions, integrates the global distribution. 

3) Deploy clients. Each client preprocesses their data and updates local distribution and uses encryption 

algorithms to encrypt sensitive data on local distributions. 

4) The arbiter initiates communication. At this stage, the arbiter sends a signal to the client server, telling it the 

conditions required for the training plan, such as memory, capacity, size of collected data, etc. 

5) Client response the arbiter. After receiving the signal from the arbiter, the client responds to the server and 

returns information (data size, time, etc.) to the arbiter. 

6) The arbiter sends clients the training plan. 

7) Start the federated training. The arbiter initializes parameters π0 and 𝜃0. For each round t=1, 2… T: 

Client m executes: 

𝑝𝑚 (x𝑖| 𝜃𝑘(𝑡−1)
) 

𝑐𝑟𝑦𝑝𝑡𝑜 =  𝐸 (𝑝𝑚(x𝑖| µ𝑘𝑡
, σ2

𝑘𝑡
)) 

Send crypto to the arbiter. 

Arbiter executes: 

For each cluster k =1, 2…K and for each sample i = 1, 2… N 

Decrypt the received crypto 

𝜙𝑖(k)(𝑡) =
π𝑘(𝑡−1)

∙ ∏ 𝑝𝑚 (x𝑖| 𝜃𝑘(𝑡−1)
)𝑀

𝑚

∑ π𝑘(𝑡−1)
∏ 𝑝𝑚 (x𝑖| 𝜃𝑘(𝑡−1)

)𝑀
𝑚

𝐾
k=1

 

n𝑘(𝑡)
= ∑ 𝜙𝑖(k)(𝑡)

𝑁

𝑖=1

 

π𝑘(𝑡)
=

n𝑘(𝑡)

𝑛
 

 Send the aggregated distribution φ and π to M clients. 

 Client executes: 

 Get the aggregated distribution φ from the arbiter. 
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 For each cluster k =1, 2…K: 

𝜃𝑘(𝑡)
=

1

n𝑘(𝑡)

∑ 𝜙𝑖(k)(𝑡)x𝑖

𝑁

𝑖=1

 

  Use local parameters to update to the artier. 

8) The arbiter stop training under stop conditions and then send signal to clients. 

4. Experiments 

We conducted experiments for a clustering task on two datasets of companies from two 

organizations, where the data have the same sample IDs but own disjoint subsets of 

features. 

4.1. Data 

We train numeric Dataset A with 5000 samples and 13 features and numeric Dataset B 

with 5000 samples and 10 different features. These two datasets includes info about 

5000 companies and open to the public @ 

https://gitee.com/mirrors/FATE/blob/master/examples/data/default_credit.csv. After 

PCA compression and scale, we have 6 features for Dataset A and 5 features for Dataset 

B. We have two assumptions on datasets: 

i. normal distribution assumption: each 𝑥𝑖 is sampled from Normal (µ, σ2). 

ii. independent assumption: Normal (µ, σ2) ∝  Normal𝐴 (µ, σ2) ∙ Normal𝐵  (µ, σ2) . 

Hence, on each round, client m executes: 

µ𝑚𝑘(𝑡)
=

1

n𝑘(𝑡)

∑ 𝜙𝑖(k)(𝑡)x𝑖
𝑁
𝑖=1                                 (10) 

σ2
𝑚𝑘(𝑡)

= (
1

n𝑘(𝑡)

∑ 𝜙𝑖(k)(𝑡)(x𝑖 − µ𝑖(𝑡))𝑁
𝑖=1 (x𝑖 − µ𝑖(𝑡))𝑇)           (11) 

After updating the parameters of local distribution, 

                                                              𝐸 (𝑝𝑚(x𝑖| µ𝑘𝑡
, σ2

𝑘𝑡
))                                             

(12) 

Where, 

client 𝑚 ∈ 𝑀; 𝑀 = {𝐴, 𝐵} 

cluster 𝑘 ∈ 𝐾; number of clusters: K = 2, 3, 5 

feature 𝑗 ∈ 𝐷; number of features: D = D1+D2 = 6+5 =11 

sample 𝑖 ∈ 𝑁; number of samples: N = 5000 

homomorphic encryption algorithms E: {Paillier, RSA, BFV, CKKS} 

4.2. Results 

As shown in Fig. 4, we train for 2, 3, 5 clusters, compared with result from centered 

data training.  The label of dataset is K=2 for good-credit companies and bad credit 

companies. The f1 score for hetero-EM is 0.68 while that of centered-EM is 0.35. 

 

https://gitee.com/mirrors/FATE/blob/master/examples/data/default_credit.csv
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Fig. 4. Clusters of Data for K = 2, 3, 5 

 

Fig. 5. The Probability of Cluster 0 During Training for K = 2, 3, 5 

Table 1. Method Comparison 

 Hetero-EM(GMM) EM(GMM) 

Date distribution Decentralized Central 

K = 2; C = 95.25% [0.21, 0.79] [0.23, 0.77] 

K = 3; C = 96.35% [0.21, 0.48, 0.31] [0.20, 0.31, 0.49] 

K = 5; C = 88.55% [0.24, 0.11, 0.15, 0.30, 0.20] [0.18, 0.18, 0.26, 0.14, 0.24] 

 

We evaluate the comparability 𝐶 by the absolute distance. 

𝐶 = (1 − |πℎ𝑒𝑡𝑒𝑟𝑜 − π𝑐𝑒𝑛𝑡𝑒𝑟|) ∗ 100%                             (13) 
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Table 2. Homomorphic Encryption Comparison: Hetero-EM clustering for companies with K = 2; 

the dtype of each element is “float64” 

 

PHE-A PHE-M FHE 

Method Paillier RSA CKKS 

Keys Pair 

Generation 

keySize: 2048bits 

t: 1.87s 

p/qSize: 1024bits 

t: 0.338s 

polyDegree: 8192bits 

t: 0.0849s 

Encryption 205ms/sample 28.9μs/sample 10.9μs/sample 

Decryption 57.4ms/sample 792μs/sample 12.5μs/sample 

Key Size 2048bits 2048bits 4096bits 

 

We test different encryption algorithms on the Hetero-EM clustering for companies 

with K = 2. According to the table, the full homographic encryption algorithm (FHE)-

CKKS is safe and the most efficient, followed by partial multiplication homographic 

encryption algorithm (PHE-M) and partial addition homographic encryption algorithm 

(PHE-M). All three encryption algorithm is safe with key pairs larger or equal to 2048 

bits, but PHE-M is not efficient compared to FHE and PHE-M. 

5. Conclusions 

With improvements of artificial intelligence and arrival of the era of big data, 

contradictions between data sharing and data privacy are becoming a big problem. 

Considering of user privacy and trade secrets, it is difficult for enterprises to exchange 

their raw data for co-model building. In this paper, we develop a hetero-EM federated 

ML based on the homomorphic encryption algorithm. Each client is assumed to provide 

a local distribution, which is modeled through our framework. We test three encryption 

algorithms during communications. Besides, we design an inference strategy that allows 

us to integrate the global distribution in a single communication step without complex 

data pooling in the server. We then demonstrate the efficacy and efficiency of our 

Method on federated learning problems simulated from two private financial datasets. 

The further works are as follows: 1) To build an improved federated learning system 

that is compatible to other Bayesian methods. This will make federated learning system 

more flexible; 2) To explore the intrinsic strategy of data spite in homomorphic 

encryption. This will make it more efficient and time-saving; 3) To construct a federated 

learning model based on Blockchain, protect user privacy and data security better. 
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Abstract. Microgrid is a small-scale cyber-physical system, and it generally suf-
fers from various uncertainties. In this paper, we investigate the secure control prob-
lem of a benchmark microgrid with system uncertainties by using data-driven edge
computing technology. First, the state-space function of the benchmark microgrid
system is formulated, and parameter uncertainties are taken into consideration. Sec-
ond, a novel data-driven intelligent computing method is derived from the model-
based reinforcement learning algorithm, which only requires system data instead
of system models. By utilizing this computing method, the optimal control policy
can be obtained in the model-free environment. Third, the Lyapunov stability theory
is employed to prove that the uncertain microgrid can be asymptotically stabilized
under the optimal control policy. Finally, simulation results demonstrate the control
performance can be improved by tuning the parameters in the performance index
function.

Keywords: edge computing, microgrid system, secure control, reinforcement learn-
ing.

1. Introduction

Nowadays, a large-scale power system is generally composed of several distributed
microgrids. With the system operating, a variety of unexpected uncertainties, which severely
affect the system stability, are inevitable. Especially for microgrids, the system security
issue deserves much attention. In this paper, we will study the secure control problem of
a benchmark microgrid [5,13,14,23]. This benchmark microgrid consists of three main
parts: power generation, loads and distributed energy storages. The power generation in-
cludes regular generation (microturbine), and supplies energy for the demands of various
loads.

However, due to the intermittent power injection from photovoltaic arrays and sud-
den change of load demands, the unbalance between power supply and demand may oc-
cur, which will cause the frequency fluctuations and threaten the security of the entire
microgrid. Thus, we incorporate distributed energy storages (electric vehicles) into this
microgrid to compensate the unbalance. The system data can be measured by sensors and
transmitted to the management center through the communication module. The whole mi-
crogrid is controlled by using the edge computing technology [2,3,4,24]. The schematic
diagram of edge computing for the benchmark microgrid system is shown in Fig. 1.
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Different from the traditional automatic control, edge computing is more like an in-
telligent control method which is based on computing and information, and it mainly
concerns the control strategies for dispatch and optimization. In [2], by means of road
networks, the problems of frequently moving vehicles and network connectivity were an-
alyzed, and then a modified greedy algorithm for vehicle wireless communication was
proposed for network optimization. In [3], a holistic framework to attack the QoS pre-
diction was developed in the IoT environment, and authors designed a fuzzy clustering
algorithm which was capable of clustering contextual information. In order to fully uti-
lize hidden features in edge computing environment, the work [24] presented a new ma-
trix factorization model with deep features learning via a convolutional neural network.
Since the edge computing technology has such powerful merits, this paper will utilize a
novel data-driven intelligent computing method for the secure control of the benchmark
microgrid system.

Fig. 1. Schematic diagram of edge computing for the benchmark microgrid system

Previous works regarding the frequency stability issues were mainly based on fuzzy
control [5], sliding mode control [13,14], linear matrix inequality (LMI) approach [22]
and proportion-integration-differentiation (PID) control [17]. In [12], through modeling
the disturbances and parameter uncertainties, an adaptive supplementary control method
was proposed for the power system frequency regulation. In [7], a novel second-order
sliding mode approach for multi-area power systems was developed by means of an ex-
tended disturbance observer. In [19], a new frequency control method was designed for
isolated micro-grids via double sliding mode technique. In [16], a second-order sliding
mode controller was provided for the power flow control of a hybrid energy storage sys-
tem. In [21], in order to eliminate the adverse effects of time delays in microgrid, a sliding
mode estimation controller was developed to predict time delays and handle the distur-
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bance of estimation errors. In [11], to deal with the uncertainties caused by renewable
sources, a Takagi-Sugeno fuzzy model was constructed for the microgrid, and a corre-
sponding sliding mode approach was designed. From aforementioned works, we can see
the sliding mode control technique is a powerful tool in handling the uncertainties and
disturbances.

Unfortunately, these aforementioned works were generally model-based. Due to the
existence of system uncertainties, the accurate mathematical models are unavailable, and
the model-based control strategies cannot be employed. Therefore, a data-driven secure
control method is expected, which motivates the research of this paper.

(1) The proposed data-driven secure control method integrates reinforcement learning,
optimal control theory and universal approximator.

(2) This data-driven reinforcement learning method is developed from the model-
based policy iteration algorithm. Different from other reinforcement learning methods, it
only requires system data instead of system models.

(3) For the secure control issues, the traditional model-based learning approaches will
be invalid, because system uncertainties lead to the difficulties in obtaining the accu-
rate mathematical models. As a result, the proposed model-free method becomes the first
choice.

In this paper, we investigate the secure control problem of a benchmark microgrid
with system uncertainties by using data-driven edge computing technology. The rest of
this paper is arranged as follows. First, the problem formulation is given in Section 2. Sec-
ond, three state-of-the-art reinforcement learning (RL) methods are introduced including
policy iteration (PI), value iteration (VI) and a novel data-driven intelligent computing
method in Section 3. By utilizing the data-driven computing method, the optimal control
policy can be obtained in the model-free environment. Third, in Section 4, the Lyapunov
stability theory is employed to prove that the uncertain microgrid can be asymptotically
stabilized under the optimal control policy. In Section 5, simulation results demonstrate
the control performance can be improved by tuning the parameters in the performance
index function. Finally, a brief conclusion is given in Section 6.

2. Problem formulation

The benchmark microgrid [5,13,14,23] investigated in this paper has been introduced.
Let us consider the detailed mathematical system model as below

˙∆ψf =− 1

Tp
∆ψf +

kp
Tp
∆ψt +

kp
Tp
∆ψv1 +

kp
Tp
∆ψv2

˙∆ψt =− 1

Tt
∆ψt +

1

Tt
∆ψg

˙∆ψg =− 1

ksTg
∆ψf −

1

Tg
∆ψg +

1

Tg
u1

˙∆ψv1 =− 1

Tv1
∆ψv1 +

1

Tv1
u2

˙∆ψv2 =− 1

Tv2
∆ψv2 +

1

Tv2
u3 (1)
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where ∆ψf denotes the frequency deviation; ∆ψt is the turbine power; ∆ψg is the gov-
ernor position value; ∆ψv1 represents the first electric vehicle power; ∆ψv2 is the second
electric vehicle power; Tt denotes the time constant of turbine; Tg is the time constant of
governor; Tp represents the time constant of power system; Tv1 is the time constant of
the first electric vehicle; Tv2 denotes the time constant of the second electric vehicle; kp
is the gain of power system; ks represents the speed regulation coefficient; u1, u2, u3 are
the control inputs.

Let x = [∆ψf , ∆ψt, ∆ψg, ∆ψv1, ∆ψv2]T and u = [u1, u2, u3]T . The nominal sys-
tem can be rewritten as

ẋ = Ax+Bu (2)

where A =


− 1
Tp

kp
Tp

0
kp
Tp

kp
Tp

0 − 1
Tt

1
Tt

0 0

− 1
ksTg

0 − 1
Tg

0 0

0 0 0 − 1
Tv1

0

0 0 0 0 − 1
Tv2

 and B =


0 0 0
0 0 0
1
Tg

0 0

0 1
Tv1

0

0 0 1
Tv2

.

As is known, a microgrid system is composed of several different units and contains
complex structures. With the system operating, internal faults and external disturbances
may lead to the change of system structures or the deviation of system parameters. Un-
fortunately, system uncertainties are generally inevitable, which may affect the control
performance. The system (2) with parameter uncertainties can be described by

ẋ = (A+∆A)x+ (B +∆B)u (3)

where u is the secure control policy, which will be designed later. The parameter uncer-
tainties ∆A and ∆B are bounded by ‖∆A‖ ≤ ∆Am and ‖∆B‖ ≤ ∆Bm, respectively.

For the microgrid system, there are two important indexes. One is for the system
states, because the frequency deviation should be strictly limited. The other one is for the
control inputs, because large control inputs may damage electrical elements and waste
unnecessary energies. Therefore, we define the performance index function as

J(x(0), u) =

∫ ∞
0

r(x(τ), u(τ))dτ (4)

where r(x, u) = xTQx + uTRu with positive definite symmetric matrices Q and R.
The matrix Q determines the oscillation amplitude of system states, and the matrix R
determines the cost of control inputs.

Given the admissible control policy u(x), the value function is expressed as

V (x(t)) =

∫ ∞
t

r(x(τ), u(x(τ)))dτ. (5)

In the classical control theory, the optimal control problem is to find out a state feed-
back control policy which can minimize the value function. Consequently, the optimal
value function can be defined as

V ∗(x(t)) = min
u

(∫ ∞
t

r(x(τ), u(x(τ)))dτ

)
. (6)
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According to the stationarity condition [18], the optimal control policy is derived by

u∗(x) = −1

2
R−1(B +∆B)T∇V ∗(x) (7)

where ∇V ∗(x) = ∂V ∗(x)/∂x and V ∗(x) should satisfy the following Hamilton-Jacobi-
Bellman (HJB) equation

0 = r(x, u∗(x)) +∇V ∗T (x)[(A+∆A)x+ (B +∆B)u∗(x)]. (8)

From the aspect of engineering, one needs to settle the HJB equation to attain the
optimal control strategy. From the aspect of theory, the HJB equation is a complex partial
differential equation, and it is difficult or even impossible to obtain its analytical solution.
To solve the HJB equation, three algorithms will be introduced in the next section.

3. A brief overview of RL algorithms

In order to achieve the optimal control policy, three iterative RL algorithms including
PI, VI and off-policy method will be reviewed in this section.

3.1. PI algorithm

Inspired by previous works [8,10,18,27], a model-based PI algorithm is given in the
following Algorithm 1. By using this algorithm, one can obtain V ∗(x) and u∗(x) as i→
∞.
Algorithm 1: PI-based RL method
Step 1: (Initialization)
Let the iteration index i = 0.
Select a small enough computation precision ε.
Choose an initial admissible control policy u(0)(x).
Step 2: (Policy Evaluation)
With u(i)(x), compute V (i+1)(x) by

0 = r(x, u(i)(x)) + (∇V (i+1)(x))T ((A+∆A)x+ (B +∆B)u(i)(x)). (9)

Step 3: (Policy Improvement)
With V (i+1)(x), update the control policy u(i+1)(x) by

u(i+1)(x) =− 1

2
R−1(B +∆B)T∇V (i+1)(x). (10)

Step 4:(Termination)
If
∥∥V (i+1)(x)− V (i)(x)

∥∥ ≤ ε on the given compact set, stop at this step;
Else, let i = i+ 1 and go back to Step 2.

Due to the easy-to-realize structure and fast convergence, PI method is popular in the
field of computer sciences. It starts from an admissible control input, and gradually ap-
proaches to the optimal solution by the steps of policy evaluation and policy improvement.
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