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Abstract. Interferences on shared resources are the main factor limiting the em-
ployment of multicore architectures in many embedded use cases. Research on
these interferences and enhancements, for example in memory hierarchies, could
alleviate this restriction. This however requires more awareness of contention for
shared resources during the design and development process of System on Chips
(SoCs). As an answer we present the concept of a tool which brings this awareness
to the RISC-V hardware development framework Chipyard. It extends Chipyard’s
agile development focus by adding the capabilities for quick feedback on changes
regarding shared resource contention. A partial realisation further allows first tests
and evaluation on use case basis.
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1. Introduction

The performance of multicore processors is strongly desired in various domains of em-
bedded systems to satisfy the increasing demand for computational power. Complex algo-
rithms and software systems, e. g. in autonomous driving, benefit from high-performance
general-purpose shared-memory multicores. However, these processors do not meet the
typical requirements on real-time and safety, and thus cannot be used without performance-
degrading and laborious software mechanisms. Elaborate methods in such systems have
been developed to further improve the average-case performance of the processor, for ex-
ample the increasing depth of the memory hierarchy. These and the shared resources, like
last-level caches, buses, and main memory, result in the ultimate challenge of calculating
tight WCET (worst-case execution time) bounds for the tasks in a time-critical system
[41].

The crucial problem is the missing guaranteed freedom from interferences between
tasks that run on separate cores. Thus, an arbitrary low-priority task is able to influence
the timing behaviour of another, potentially high-priority task on a different core. This
can happen through accesses on shared resources, for example shared caches or the main
memory [26]. As a consequence, a schedulability analysis of the overall system with only
minimal overestimation becomes nearly impossible for more than a few cores and deeper
memory hierarchies.

⋆ This is an extended version of the conference paper [20]
⋆⋆ Corresponding author
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The general objective of research on this topic is to facilitate predictable performance,
with minimal over-estimation of timing bounds, by reducing the sources of potential in-
terferences on shared resources. Existing software-based approaches, e. g. performance
counter monitors [16], or program modification during compilation, are limited, as they
can either only detect excessing interferences, or are required to be applied to all tasks of
the system. Thus, hardware mechanisms promise a better lever to control the behaviour of
any task on the system. However, to research hardware-implemented methods, a proper
evaluation platform is required. For example, a hardware implementation of a memory
bandwidth reservation mechanism like MemGuard [46] could be evaluated and compared
with other approaches. To research potential improvements on shared resource accesses
under timing constraints, a realistic model of a typical memory hierarchy is needed in
the first place. Microarchitecture simulators with multicore configurations exist, but their
processor-centric design does not support for a prototype implementation and a realis-
tic evaluation. Further, the evaluation system needs to be capable of executing realistic
benchmarks, for prototyping different ideas, as well as for a thorough evaluation of their
impact on the performance.

Previous work [21,19] focused mostly on fault tolerance of parallel systems [30],
but the research always involved shared-memory systems. Different systems have been
used to evaluate the proposed methods, from software-only approaches on typical desk-
top and server hardware, over the gem5 simulator [7,25], to FPGA prototypes. As a side
effect of the conducted implementations and evaluations, some experience with diverse
platforms has been collected. The work on a software-only fault tolerance mechanism
[21,19] showed the numerous restrictions of an unmodifiable hardware implementation.
To overcome these limitations, later research was undertaken on the gem5 microarchi-
tecture simulator, where a customised hardware transactional memory was built into the
memory hierarchy [4,33]. However, since the simulator focuses on the detailed simula-
tion of the processor cores itself, it provides only a rather functional memory hierarchy
with limited timing accuracy. Switching to an FPGA prototype with multiple MicroBlaze
softcores [3] showed the difficulties of integrating hardware and software parts with non-
open processor cores. Overall, these experiences affirm the demand for an open system to
prototype and evaluate memory hierarchies for future research ideas.

This paper introduces Manatee, a Multicore interference ANAlysis Tool for Embed-
ded soc Evaluation, aiming to finally serve this need in the context of both simulation and
prototyping on an FPGA. Manatee is a tool and framework based on Chipyard [2], which
supports design and evaluation of full-system hardware, using the Rocket Chip generator
[5] and its in-order RISC-V CPUs. The main benefit of Chipyard is the configurability
and customisability of the involved modules. The interconnects can be replaced with a
network on a chip (NoC) to research on manycore systems, or a combination of both with
shared-memory clusters connected through an NoC.

While Chipyard’s hardware evaluation capabilities are limited to provide functional
correctness, Manatee allows for evaluations in terms of interference potential on contested
resources during workload execution. Manatee also provides the necessary structure and
level of automation to perform the required measurements and curates results in insightful
and accessible fashion.

Here we provide the extended version of the original proposal of [20]. As a part of this
extension we build on the initial concept by providing further specifications and realise
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its core by implementing significant portions. Further, we provide the above mentioned
measurement automation and visualisation capabilities. Additionally, we conduct tests on
basic SoC designs in order to assess the framework itself. These tests will also enable an
exemplary analysis of protocolled L2 cache accesses.

As a consequence, Manatee enables for the first time ever an agile SoC prototyping
workflow which empowers its users with a steady awareness of multicore interferences.
This in turn prevents design choices hurting WCETs and helps to discover robust archi-
tectures well suited for embedded systems with strict real-time requirements.

In the next section we will explain the basics with Chipyard and its components fur-
ther. After, related work is introduced to show alternatives to this approach and used
components. In the fourth section, the tool’s design and key parts of its implementation
will be described in detail. Then, in the fifth section, the framework is evaluated before
the conclusion closes but also expands with possible future work.

2. Basics

Manatee builds upon existing open-source projects that have been developed in recent
years around the prevalent RISC-V architecture.

2.1. Chipyard

Chipyard [2] simplifies the process of designing full-system hardware by integrating all
necessary parts from CPU cores to supplementing logic to connect the devices of an
FPGA evaluation board. Fig. 1 illustrates the individual parts of Chipyard: Processor cores
can be created for example with the Rocket Chip generator [5] (see next section), which
generates configurable and customisable cores that implement the RISC-V instruction
set [40,39], either in-order Rocket cores, or the more complex and powerful out-of-order
BOOM cores. Beside the L1 caches provided by the Rocket Chip generator, secondary
level caches and different kinds of interconnecting buses can be generated. There is also
code provided to connect to and communicate with peripheral devices like UART and
JTAG. The generated Verilog code can be further compiled with Verilator [36] for a simu-
lation of the overall system, or with FireSim, which additionally allows to simulate DDR3
main memory.

2.2. Rocket Chip Generator

The Rocket Chip generator [5] produces designs of an SoC with multiple processor cores,
a memory hierarchy, and interconnects. Fig. 2 depicts a generated chip with four processor
tiles, consisting of an in-order Rocket RISC-V core1 and L1 instruction and data caches,
L2 cache banks with the memory bus, and additional buses for peripheral devices, DMA
devices, and control units like the boot ROM and interrupt controllers. All processor tiles
and all individual buses are connected through a shared system bus, which is typically
implemented as a crossbar, but can also be configured as a ring bus.

1 https://chipyard.readthedocs.io/en/stable/Generators/Rocket.html



594 Axel Wiedemann et al.

Fig. 1. Overview of generators of Chipyard [2]. The resulting code can be synthesised
for an FPGA or simulated

Fig. 2. The Rocket Chip [5] consists of multiple processor tiles, and devices connected
through dedicated buses, like memory and peripherals. All parts of the chip
communicate through the system bus
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2.3. TileLink

TileLink is an on-chip interconnect standard and is used in Rocket Chip. It was developed
with the motivation of creating an open standard, that is easy to implement, supports cache
block motion and multiple cache layers, is reusable off-chip, and has high performance
[37].

TileLink is able to connect any SoC component (agent) through links. [35, 9-12]
Agents can implement master interfaces requesting memory access and operations and/or
slave interfaces managing requests of their paired master interface. Links can comply with
three different conformance levels:

– TileLink Uncached Lightweight (TL-UL)
– TileLink Uncached Heavyweight (TL-UH)
– TileLink Cached (TL-C)

The conformance level dictates how many channels a link includes and what type of oper-
ations are supported. TL-UL and TL-UH use two channels, one from master to slave and
one from slave to master. TL-UL supports only simple single-word memory operations, to
which TL-UH adds capabilities like burst accesses. TL-C further adds three new channels
allowing coherent cache access support. [35, 7-8]

TL-UL uses five, TL-UH nine, and TL-C 21 different types of messages [35, 40]. A
message consists of multiple fields carrying, for example, information about the sender
and receiver, a payload, and other data, all depending on their type. To confirm complete
transactions TileLink uses a ready-valid handshake mechanism.

3. Related Work

Worst-case execution time (WCET) estimation techniques bear the potential to analyse
the timings of different hardware designs. Their data can be used to implicitly infer con-
tention for shared resources. Some techniques could even provide explicit information
about contention based on their internal intermediate analysis parts. Enabled comparisons
can then guide decision making during hardware design. We now evaluate this prospect in
more detail. WCET analyses aim to bound to maximal, i.e., worst-case execution of tasks
to enable their use in mission or safety-critical real-time systems. WCET analyses encom-
pass static, measurement-based and hybrid techniques. These are surveyed in [1]. Maiza
et al. specifically analyse timing verification techniques for multicores [26]. Analytical
approaches are mostly burdened by their inherent compute and/or preparation require-
ments. Especially approaches like [18], [10], [42], [31] being based on model-checking
are restricted by their own complexity and scalability as indicated by their authors and
also concluded in [26]. A different group of methods, like the multicore response time
analysis (MRTA) framework [12] integrate their interference predictions into the schedul-
ing and also achieve a certain flexibility in respect to supported hardware configurations.
However, they all are afflicted with the need for creating and updating models. These
processes then, could either be disproportionate in their cost or may not be able to con-
sider small intricacies of a new, slightly optimized hardware design. Therefore they are ill
suited for early stage agile hardware design and rapid testing. Hence they fuflfill a very
different purpose to Manatee. Other methods employ different forms of isolation as a di-
rect means to limit the interferences on shared resources: Temporal isolation in the form
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of time division multiple access (TDMA) bus arbitration as employed in [23] or [43],
and/or spacial isolation for shared memory (e.g. in [11][44]), represent such approaches.
While often improving WCETs and their analysis, drawbacks of these techniques come in
the form of lower average-case performance and higher energy consumption [26]. More-
over, they too, just by their very nature are unable to function in a hardware prototyping
process which needs to support an exhaustive array of potential hardware and software
configurations. In conclusion, current techniques of WCET estimation are not capable of
accompanying an agile hardware development process in a sufficient manner for SoCs
with real-time requirements. Manatee however aspires to do just that by compromising
on the completeness, which regular WCET analysis provides, in turn gaining hardware
independence, automation and speed.

For these required properties, better suited through faster evaluation are tools that
concentrate on the actual measurement and interpretation of multicore interferences. Ef-
forts to the likes of [22] first measure the interferences to later generate a worst possible
co-runner. However, in alignment with their objective of analysing commercial off-the-
shelf (COTS) hardware, they rely exclusively on platform-native performance monitor
counts (PMCs). González et al. [27] also use platform native PMCs in conjunction with a
measurement-based probabilistic WCET analysis to investigate interferences on embed-
ded COTS. Lesage et al. even analyse the significance of a number of PMCs in relation
to interferences in [24]. The evaluations of [29] provide further evidence for the benefits
of the integration of hardware PMCs in general. We exploit these benefits even further by
creating our own customised hardware counters to gather information of even higher rel-
evancy. Apart from the aforementioned methods, noteworthy in the context of multicore
interference are online detection methods which allow through recovery the preservation
of the functionality of their systems. For example Esposito et al. [14] associate PMCs to
previously offline defined thresholds. Here, again WCET analysis and/or extensive profil-
ing is required while also following a different goal compared to this paper.

Conversely, there are established frameworks and theoretical methodologies pertain-
ing to the design of hardware. Most literature (e.g. [8]) for hardware design and evaluation
in general does not or only insufficiently integrate shared resource interference awareness.
Specifically in the field of avionics there exists work for the software deployment on mul-
ticore hardware with reduced shared resource interference [17]. The focus of Girbal et al.
[17] is however more directed to the software aspect and configuration of COTS hardware
and does not support the development of new hardware, as we propose in this paper.

We also explore the different forms of practical tooling to support hardware design in
the following. The already introduced gem5 simulator [7,25] is a framework supported
through many contributors. It is open-source and widely used in academia and industry.
The simulation infrastructure offers a substantial component library and can be extended
with custom parts. Further, it provides the ability to test quickly and evaluate, and is
therefore well suited for early prototyping [34]. However, as already suggested, the gem5
model is not cycle-accurate [13], especially the memory model seems to suffer from in-
accuracies [9]. This is to the detriment of interference measurements. Manatee’s chosen
Chipyard tooling specifically avoids that through its utilisation of verilator and its memory
simulation. The integration of FPGAs allows for even greater accuracy.

A number of other open-source tools are in their functionality to some degree com-
parable. MARSS (Micro Architectural and System Simulator) [32] expands on the core
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model of PTLsim [45], a simulator for microprocessors, adds models for system parts
like caches, and couples all with the emulation capabilities of QEMU [6], a full-system
emulation tool. This combination allows MARSS to switch between fast emulation and
cycle-accurate simulation, where beneficial [32]. One of its drawbacks, however, is its
limitation on x86 architectures. Further, lacking FPGA support MARSS is bound to much
higher simulation times compared to Manatee’s Chipyard integration.

Besides these open-source tools, proprietary prototyping frameworks exist as well.
They generally come with the disadvantage of tight restrictions to certain architectures and
parts. An example is Arm’s DesignStart 2, offering a platform and packages to customise
SoC designs. This includes IP cores, like Arm’s Cortex-M0, but also regular peripherals
and AMBA buses [38].

Chipyard [2] already introduced and further explored in the later requirements section
is not plagued by the drawbacks of the different other tools summarized. Still, Chipyard
itself does not include evaluation capabilites for shared resource contention.

Our needs and motivations are situated at the margins of disparate fields, yet the avail-
able solutions do not satisfy our requirements. In Manatee we create a hardware develop-
ment flow with steady awareness of shared resource interferences in mind, unlike previous
development techniques and tooling. We also incorporate multiple avenues of technical
feedback by including functional, simulation-based and FPGA-based testing cycles (see
Fig. 4). Not being able to adapt classical WCET analysis methods because of the also
previously listed restrictions we rely on a small footprint measurement-based approach
directly targeting interferences. By the virtue of the direct involvement in the hardware
prototyping process, we can act independet of existing, rather limited PMCs and attach
our own impermanent PMC hardware for the then needed measurements. This, of course,
is advantageous in our specific case and separates from related works with PMCs.

4. Manatee: A Tool to Provide Multicore Interference Awareness

Here we describe the tool and framework Manatee which later is able to support research
on and development of timing-analysable memory hierarchies for embedded multicore
SoCs. We first introduce requirements this type of research demands then answer these
requirements on a conceptual level. Implementation details later build on this concept and
lead to the framework’s realisation.

4.1. Requirements for Research on Timing Predictable Shared-memory Multicore
Systems

To approach the objective of calculating tight WCET bounds for time-sensitive tasks in
shared-memory multicore systems, the potential interferences on shared resources have
to be identified and measured first. While such evaluations can be performed on existing
hardware, potential new methods to prevent or restrict interferences require customisable
hardware components. A system that enables the modification and enhancement of indi-
vidual elements in the memory hierarchy should fulfill the following requirements:

– Customisable hardware to extend or modify elements of the memory hierarchy

2 https://www.arm.com/resources/designstart
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– Measurement of the overall performance and counting individual accesses on shared
resources

– Independence of CPU architectures
– Scalable number of processor cores
– Hardware cost estimation of extensions and customisations
– Fast response on functional correctness of the implementation
– Fast and approximate evaluation of the simulated model
– Accurate full-system evaluation on an FPGA

These requirements are satisfied by Manatee, for which the Chipyard project provides
a promising foundation. It is the predestined choice, since it is built around the open
RISC-V ecosystem [28], and allows to customise or replace individual elements of the
memory hierarchy. It further supports simulation and FPGA synthesis based on the same
and identical code.

One concern while building this new framework is to not limit this given freedom
by constraints coming from framework parts other than Chipyard. This is especially a
defining quality for the hardware components tasked with making measurements as they
are part of and directly influence the Chipyard hardware generation. They should not cause
conflicts, for example, during parameter negotiation with other components. Also, they
should be easily attachable and removable since they are only a tool for testing and are not
supposed to be in released chip hardware. Their exact task is to count individual hardware
accesses while the measuring itself should also not impact the workload execution.

In addition, the measured access counts need to be divided or grouped by criteria
representing the most important details of the measured accesses to allow later analysis
and evaluation. Results need to be visualised to facilitate interpretation and to provide a
comparative overview of multiple tests.

The requirement for a ”Fast and approximate evaluation of the simulated model” ef-
fectively demands automation of the prototyping flow. Tasks, like the preparation of the
workload, its compilation, and the simulation, need to be pipelined and executed in par-
allel. For workload content we chose the TACLe Benchmark collection [15]. It is com-
prised of 57 single-core benchmarks, which can be combined into multicore programs.
The amount of possibilities requires the workload preparation itself also to be automated.

The following section presents the concept of a framework adhering to these formu-
lated requirements.

4.2. Concept

A common objective of research on memory hierarchies for real-time systems is to reduce
interferences on shared resources. From this, the main elements of the system under evalu-
ation are derived: All units that control access to shared resources, like the peripheral bus,
or the L2 cache, are of interest, as well as the private L1 caches that are connected to the
shared system bus. In Fig. 3, these elements are shown below the processor cores, which
are not of special interest for interference analysis. All accesses to shared resources that
originate in the cores have to pass through the L1 instruction or data caches, which can
control the communication. The prototyping flow from implementing a design of one or
more specific parts of the memory hierarchy to code generation and simulation or evalu-
ation is depicted in Fig. 4. Unit tests can provide fast checks of the functional correctness
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Fig. 3. Elements of interest to evaluate interferences in the memory hierarchy: private L1
caches, shared L2 caches, buses that connect shared resources, and the shared system bus
itself

of the implemented or modified mechanisms. After passing these tests, Verilog code is
generated, which can be simulated with Verilator to test the design with a set of bench-
marks. The simulation provides fast feedback on the behaviour of the system, to compare
different potential implementations before running the full evaluation of the synthesised
bitstream on the FPGA. The evaluation of the design on the FPGA provides accurate tim-
ing measurements of the individual tasks, and a trace log of accesses on shared resources.
These results allow to quantify the improvements of the implemented memory hierarchy
modifications, and enable the detection of timing violations or forbidden interferences
that should not occur. The possibility to connect a debugger to the simulation, as well as

Fig. 4. Overview of the prototyping flow with Manatee. Results of the unit tests provide
immediate feedback, which can be further tested in the Verilator simulation. The
evaluation of the bitstream on the FPGA provides accurate timing results and logs of the
resource accesses
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to the system on the FPGA, facilitates the detection of implementation faults, and pro-
vides detailed insight into the behaviour of the system under specific circumstances when
needed. With the feedback loop between the design and the simulation, available compu-
tational capabilities can be leveraged to compare numerous different design variations, to
select a few designs of interest for the full evaluation of the FPGA.

4.3. Implementation of the Simulation Loop

This extended paper realises the previously envisioned concept [20] partially. Among the
three possible feedback loops of the prototyping flow, we chose the simulation-centered
one (see Fig. 5) to be the focus of our first steps forward. While the conceptual proto-

Fig. 5. The concept with a marked scope of this extension

typing flow showed only the main components of the framework (see Fig. 4) the more
detailed view of Fig. 6 now includes all additional intermediate steps necessary for im-
plementation. In the following, we describe the respective components:

The measurement facility is a hardware instrument to count or protocol any kind of
traffic it detects. In the SoC design, it can be connected to the points where relevant shared
resource accesses occur. Designed as a Chipyard configuration mixin3 this component can
be readily attached between most of the previously declared components of interest (see
Fig. 3). The perhaps most relevant connection between the system bus and the L2 cache
is included. In the standard configuration of a Chipyard SoC the L2 cache is the only
shared memory and therefore represents the resource of the highest contention with most
contenders traffic coming through the system bus.

3 Mixins are a simple way in Scala to extend a class through the so called cake pattern. Chipyard and Rocket
Chip leverage this mechanism to provide user friendly configurability.
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Fig. 6. Intermediate steps to the conceptual prototyping flow from Fig. 4

The pipeline connects all stages of the prototyping flow after the manual inclusion of
the measurement facility (see Fig. 6). It automates the progression through all included
steps to conform to the previously stated requirements. The expected execution times also
made parallelisation necessary. Fig. 7 shows the different paths and functionalities the
pipeline includes.

One step in this pipeline is the preparation of multicore workloads. This involves the
combination of chosen benchmarks into a single program. The program assigns each of
its included benchmarks to its own processor core resulting in parallel execution. Further,
Manatee adds control capabilities to the program/workload to command the measurement
facility later during measurement executions.

A visualisation module makes up the final step in a cycle of the prototyping flow. Its
purpose is to show the results after the pipeline finishes its execution. This visualiser is
realised as an interactive web application with extensive capabilities suited for navigating,
analysing, and comparing the amounts of data produced by the measurements of Manatee.

Fig. 8 depicts the prototyping flow from a data-focused perspective also showing the
control and read communications between the hardware module of the measurement fa-
cility and a workload. The most important features of the implementation are:

– Workload generation from any given folder containing suitable C programs
– Automatic assembly and processing of workloads for any number of cores
– Two different workload compilation methods 4

4 1. With a libgloss port using the Berkeley Host-Target Interface (HTIF) https://github.com/ucb-bar/libgloss-
htif/ (standard method of chipyard)
2. Following the pattern of the official riscv-tests repository https://github.com/riscv-software-src/riscv-tests/
(alternative for reference and in case of incompatibilities)
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Fig. 7. An overview of the main pipeline parts and their connections
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Fig. 8. The prototyping flow from a data-focused perspective

– Generation of any given Chipyard configuration with following simulations
– Option to mask cores, to not receive tasks
– Two different simulation methods (directly, and over GDB and OpenOCD)
– Processing of both detailed logs and regular access counts (measurements of the mea-

surement facility)
– Automated decoding of recorded memory addresses with the help of gdb objdumps
– Interactive multi-modal visualisation of the measurement results

This implementation is freely available5 and evaluated through the following section.

5. Evaluation

This section constitutes proof of the functionalities Manatee provides. At the same time,
it is intended to serve as a reference for framework users investigating their hardware
configuration. For this purpose, different smaller use cases are presented and solved with
Manatee. These use cases are then described in the overarching context of the develop-
ment loop for a shared resource management strategy. In addition we give some general
insight into the L2 communication patterns of RISC-V programs with newlib/libgloss6 on
Rocket Chip cores. The section ends with a short discussion of its contents.

5 https://es-augsburg.de/manatee
6 RISC-V’s libgloss port: https://github.com/ucb-bar/libgloss-htif/
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5.1. Intended Use Cases

Filtering Benchmarks of Interest The different benchmarks TACLeBench [15] is com-
prised of vary widely in their resource requirements and other statistics. Manatee can
provide an overview showing the cycle and message numbers in graphs. Fig. 9 is an ex-
ample. This enables the user to find benchmarks best suited for their optimisation problem
more easily.

Fig. 9. A graph produced by Manatee showing the number of messages exchanged
between the L2 cache and the L1 data and instruction caches over execution time for
single benchmark workloads. Log mode is activated to better fit all workloads

Hover-text and readily available bar charts provide more detailed information, further
supporting benchmark and workload selection by the user.

Filtering Workloads of Interest with Heatmaps Heatmaps can provide a very informa-
tive and quick overview over multiple workloads in dual-core setups. Manatee constructs
these multicore workloads automatically in its workload preparation stage by combining
the appropriate number of single core benchmarks (see section 4.3.). The following exam-
ple compares two hardware designs, each featuring two big Rocket cores. The first design
has L1 data caches with eight cache sets each, while L1 set sizes in the second design
are quadrupled. Heatmaps of each selection show their performance and allow a rough
comparison (see Fig. 10 and Fig. 11).

The scales and patterns of both heatmaps are very similar. Hovering over parts shows
their number of L2 messages and execution times. The general difference of most work-
loads can be estimated to be around 20%. However, for example the heat of countnegative-
deg2rad (seventh row in the last column) is noticeably different. Hovering already reveals
a vastly more significant change compared to the rest of the workloads. This can then be
further specified with the readily available bar charts.
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Fig. 10. The heatmap shows measurement results for a selected number of benchmark
combinations. The heat is generated from the number of messages exchanged between
the L2 cache and the L1 data caches of each core on a scale of log10. The used hardware
design consists of two Rocket cores with eight L1 data cache sets

Fig. 11. The same visualisation setting and similar hardware. Here each core has 32 L1
data cache sets



606 Axel Wiedemann et al.

Fig. 12. Comparing the L2 cache accesses between two different hardware
configurations for countnegative on the first and deg2rad on the second core

Fig. 12 depicts the bar chart of countnegative-deg2rad, which allows further investi-
gation. The user can also conduct analysis in even more depth as described in Detailed
Access Analysis to investigate changes like this.

Analysis of Recorded L2 Accesses This section presents examples of measured message
counts and provides short analyses based on typical TileLink behaviour. Effectively, the
user can use this information to estimate the potential delay time a benchmark can cause
on the tested hardware.

L1 Data Cache Traffic Fig. 13 shows the messages between the L2 cache and the L1 data
cache of one core in a dual-core setup during benchmark execution. The colouring marks
three flows and their progression:

– Red colours: AcquireBlock −→ Grant(very small)/GrantData −→ GrantAck
– Green colours: ReleaseData −→ ReleaseAck
– Purple colours: ProbeBlock −→ ProbeAck/ProbeAckData(also very small)

These flows typically interact as shown in Fig. 14. Since AcquireBlock, ReleaseAck,
and ProbeBlock are only single-beat7 messages, we can deduce the number of their re-
spective flow executions directly from their numbers. The L1 data cache starts with the
AcquireBlock request. From the ratio between the number of AcquireBlocks (134) and
ReleaseAcks (39), we can infer that the L1 data cache follows this request immediately
up with a ReleaseData message in nearly 30% of the cases. The reason for these releases
is often capacity conflict [35, 65] (which is to be expected from the small number of

7 beat = clock cycle
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Fig. 13. Hardware: Two small Rocket cores, each with only 2 sets in their L1 caches;
Workload: core 1: binarysearch, core 2: bitcount; The graph shows messages between L2
cache and the L1 data cache of the first core

Fig. 14. Taken from [35, 73]. This graph shows one of the most common interactions
between TL-C level message flows. In our case the masters are L1 caches and the slave
is the L2 cache
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L1 cache sets). Once the L2 cache receives a ReleaseData block, it confirms with a Re-
leaseAck. The ratio between ReleaseData (312) and ReleaseAcks (39) confirms the block
length of a ReleaseData block at eight beats. The L2 cache also wants to grant the data and
permission from the original AcquireBlock request. However, if it previously granted this
permission to another master, it first needs to receive it back. Using the communication
data between the L1 data cache of the second core we can find out how often this was the
case. Fig. 15 counts 87 ProbeBlocks meaning that in nearly two out of three times, the L2

Fig. 15. Same data set as Fig. 13; In contrast, this figure shows the counts of bitcount
executed on the second core

cache had to first get the permissions back from the L1 data cache of core two. Finally,
closing the red flow, L1 sends the GrantAck message to the L2 cache. Here needs to be
noted that the total displayed number in both Fig. 13 and 15 is the total of all GrantAcks
recorded. As the GrantAck message does not have a source identifier, it is not assigned to
a specific master interface (in this case, the L1 data cache) when recorded. However, its
number (1414) matches the sum of AcquireBlock requests of both L1 data caches (134
and 1280).

L1 Instruction Cache Traffic The message flow between an L1 instruction cache and the
L2 cache is simpler. Fig. 16 depicts the message counts related to the instruction cache of
the first core in the previously examined dual-core setup. The single flow necessary for the
instruction cache consists of a Get request from the instruction cache and AccessAckData
answers from the L2 cache. With counts of 120 AccessAckData messages and 15 Get
messages, the AccessAckData block size of eight beats can be confirmed.

Delay Potential The in previous sections examined message counts can be used as a basis
to estimate in how much a benchmark was negatively influenced by its co-runners or what
its delay potential affecting other benchmarks might be.

Another very obvious ratio is the total message number to execution time since the L2
cache can only receive one message at the same tick.
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Fig. 16. Same data set as Fig. 13 and 15; Here instead of the counts of an L1 data cache
L1 instruction cache counts are selected

One already hinted indicator can be the number of ProbeBlocks (to different cores)
or the ratio of ProbeBlocks (to different cores) to AcquireBlocks (from this core). This
follows from the previously explained flow interaction, also shown in Fig. 14. This can
cause even further delays through edge cases initiated through circumstances like network
delays or a concurrent Release and ProbeBlock [35, 72-74].

Detailed Access Analysis In some cases, an analysis, as presented above, raises new
questions or is inconclusive. The user can then execute the workloads of interest with the
message logger instead of the regular counter to gain more information. After this, the
user can view all messages in detail. Fig. 17 shows part of the recorded messages caused
by a binarysearch-insertsort workload as an example.

This figure also shows the decoder resolving some addresses with the help of an ob-
jdump symbol-table. In this case, translated addresses like impure ptr, initial env and

call exitprocess are part of the newlib library. The address and data of instruction cache-
related messages (here in greenish-yellow) are unresolved but can be manually searched
in the objdump file, which the pipeline generated on execution. This reveals 80000640 to
be part of the memory where insertsort’s main instructions are stored. The AccessAccData
messages, which the L2 cache responds with, contain these instruction codes.

Fig. 18 shows another part of the already introduced table. The first AcquireBlock
message in this extract requests a cache block for the second core currently held by the
first core. Followed by the L2 cache getting back the permissions from the first core
and granting them to the second core. Not included in the figure, the table displays this
behaviour multiple times repeated and also reversed. Searching the objdump shows the
locations (see Fig. 19). Binarysearch occupies the memory addresses from 0x800024c0
to 0x80002537 and insertsort holds the addresses from 0x80002538 to 0x80002563. The
block size of the L2 cache is 64 bytes. This means the competing cache block accesses
result from an overlap in the cache block, which has the content from 0x80002500 to
0x80002539.
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Fig. 17. Part of the message table of a binarysearch-insertsort workload. The source
column names the communication partner of the L2 cache, e.g. c0 D$: L1 data cache of
the first core. The term ”source” refers to the master role of the the respective
communication partner. The dir column shows the direction of the message from the
point of view of the slave (here the L2 cache)

Fig. 18. Another part of the message table of a binarysearch-insertsort workload
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Fig. 19. Part of the objdump of the referenced binarysearch-insertsort workload.
binarysearch data is an array of structs of the binarysearch benchmark. insertsort a is a
global array of integers of the insertsort benchmark

Comparing Shared Resource Management Strategies Manatee can be applied in an
agile development process to frequently test new resource management strategies. Here,
two small Rocket cores with L1 data and instruction caches of 2 sets will serve as the base
configuration. The goal is to improve this hardware configuration.

In the first step, benchmarks for testing can be selected as described in the Filtering
Benchmarks of Interest section. Depending on time and resource constraints, all bench-
marks can also be used unfiltered. For this use case, all kernel benchmarks were filtered
first through a single small Rocket core configuration. Benchmarks that the small Rocket
core was not able to execute and benchmarks with long simulation times were then ex-
cluded.

After adding the measurement facility’s mixin to the base Chipyard configuration the
pipeline can be invoked again.

A heatmap (or scatter plot if the number of cores is not two) of all tested workloads
gives now a first indication of the performance of individual cores depending on their task
(see Fig. 20). Selecting different L2 communication partners gives further insight. If, for
example, only one core is selected, resulting inconsistencies in the heatmap pattern can
hint at different influences of different co-runners (see Fig. 21).

Based on this first data, workloads that, for example, require a lot of L2 communica-
tion can be investigated further as demonstrated in the Analysis of Recorded L2 Accesses
and Detailed Access Analysis sections. The analysis results can give hints towards im-
proving, for example, the shared resource management strategy.

Once a new experimental strategy is implemented it can be tested again. A comparison
to the previous results shows the effects of the last development iteration in context. For
demonstration purposes, the competing resource management strategy will be to double
the number of sets in each cache. The new experimental hardware configuration can be
evaluated in the same way as before. The visualiser allows a direct comparison, where a
very significant decrease in total messages is noticeable (see Fig. 22).

For the next development iteration, new shared resource management strategies will
be simulated by using big Rocket cores instead of the previous small ones. Fig. 23 shows
the comparison of two workloads. Other not depicted workloads show the same trend.
This leads to the conclusion that the last strategy is even better than the previous one.

This process can be repeated until testing results are satisfactory.
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Fig. 20. Hardware: Two Small Rocket cores, each has L1 caches with only two sets. The
data is from a selection of kernel benchmarks

Fig. 21. Setup is the same as in Fig. 20, but only counts of messages from and to the first
core (core 0) are shown
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Fig. 22. Left setup is the same as in Fig. 20. The right setup has double the amount of
cache sets (Notice the different heatmap scales on the right of each graph)

Fig. 23. Here, the visualiser pairs the message counts of different hardware
configurations per channel to facilitate their comparison. The left setup is the same as the
improvement of the previous iteration. The right setup has big Rocket cores but only half
the number of cache sets
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5.2. Additional Example Results

On Big Rocket Cores Big Rocket Cores and their preconfigured L1 caches are for most
TACLe benchmarks to a degree sufficient where they only very rarely need to access the
L2 cache. This leads to results where L2 access counts are dominated by regular opera-
tions of newlib/libgloss. In these cases, the recorded access counts can no longer provide
sufficient performance indications. As an example the bitcount benchmark is shown (see
Fig. 24). Here operations of newlib/libgloss or similar dominate the counts to a degree
where a core without task has a nearly equal amount of L2 accesses.

Fig. 24. Comparing the L2 cache accesses between two different cores. The workload
consists of the bitcount benchmark running on the first core. The second core does not
have a task assigned

Debug Mode As mentioned in a previous section, measurements done in debug mode
showed differences to measurements from release mode. Fig. 25 shows an example.

The Impact of Additional Cores Fig. 26 shows the impact of doubling the core number
two times on the benchmark of the first core. On each new core an additional task is run.

Between L2 Cache and Memory Bus Fig. 27 shows part of a workload-group-card, a
vertical ordering section of the visualiser, with data of measurements conducted between
L2 cache and memory bus loaded. For demonstration purposes, the L2 cache size has
been reduced to 32kB to force continuous loads from memory.

5.3. Discussion

The use cases and the connected results gave a short introduction to the capabilities of
Manatee. Especially the sections analysing the bar chart and the detailed table showed
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Fig. 25. Both sides use the same hardware simulator and the same workload code.
However, the right side was executed in debug mode while the left side was executed
regularly

Fig. 26. The left bars of each channel’s section represent dual-core workloads, the
middle quad-core, and the right bars octo-cores. On the first core runs binarysearch while
the tasks of the remaining cores consist of insertsorts. Each bar shows only messages
associated with the first core



616 Axel Wiedemann et al.

Fig. 27. On the top, a heatmap shows the message counts of workloads made up of a
selection of kernel benchmarks. The lower part depicts a bar chart of the workload
binarysearch-bitcount. Here the measurement facility monitored the L2 - memory bus
connection instead of the system bus - L2 connection
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the value of the measured bus traffic information. To be considered, however, is the sim-
ulation time. The, in the previous section, shown workloads all consisted of relatively
small benchmarks so their simulation time was always short. But some other benchmarks
of TACLeBench require more than 1 ∗ 108 cycles, which translates to more than ten
hours of runtime even on capable systems. For chips with more cores, this effect gets ex-
pectedly worse. The wide range of benchmarks available in TACLeBench and the paral-
lelised pipeline alleviate this issue somewhat. The conceptually already included addition
of FPGA support will accelerate measurements even further and solve this limitation.

The analysis results gave a first idea of what to expect and also small interpretations
of measurements. These interpretations were limited and partly superficial, as a closer
exploration would have been out of the scope of this paper. A more thorough inspection
of the workloads in their assembly code and their recorded message logs could reveal
more relevant information.

During test data acquisition, the pipeline provided the necessary automation and par-
allel execution, reducing the amount of human work immensely. As part of this, the work-
load generator enabled workloads to be generated from any combination of benchmarks.
During and after, the visualiser helped navigate the results and draw conclusions. All pre-
sented measurement graphs were created directly by the visualiser. The visualiser itself is
readily available online8 as a web application with all depicted and more evaluation data
included.

As the evaluation examplified and documented, Manatee will provide a researcher
with quick and continuous feedback through a hardware/software design process. This
feedback includes multiple different indications and characteristics of interferences start-
ing with identifying problematic software parts ending in the isolation of specific low
level instructions. Always maintaining easy comparability and general comfort through
the visualiser Manatee will further enable detailed evaluation for the current hardware de-
sign iteration. Through this, the potential of minimising multicore interferences already
during the first design steps is greatly improved and should have significant likelyhood
to affect the actual WCET in a beneficial manner. Further the interference measurements
can be used in conjunction with WCET analysis methods as for example González et al.
demonstrate in [27]. Crossreferencing then also can provide context and explain WCET
analysis results.

6. Conclusion and Future Work

This paper described the design of the prototyping and evaluation framework Manatee
to research on memory hierarchies, for getting closer to the overall objective of enabling
high-performance multicore processors in embedded real-time systems. Manatee is built
upon existing open-source projects around the RISC-V architecture, connecting the dif-
ferent tools together. It integrates all the required steps to automatically generate the Ver-
ilog code, compile and run the simulation, to synthesise the bitstream and program the
FPGA with it, and to run the evaluation. We additionally provided an implementation of
the largest part of the framework. This enabled tests and a subsequent assessment based
on the use case of shared resource management strategy evaluation. Additional recorded

8 https://es-augsburg.de/manatee
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measurements gave some insight into access patterns to be expected from different fac-
tors. Among these are operations of newlib/libgloss, different-sized processor cores, and
more.

This implementation of Manatee is now able to give the unprecedented opportunity
to any embedded system developer and researcher to bring multicore designs to even
critical use cases by providing fine-grained information about any possible processor core
interference.

Future work is adding and integrating the FPGA and Chisel test cycles into this frame-
work. Since the FPGA cycle overlaps the simulation cycle, large parts are already imple-
mented. IO binders for suitable FPGAs are already available in the Chipyard repository.

As RISC-V continues to gain relevancy, Chipyard and its components are also very
actively improved upon. This charges the potential of Manatee to support the future devel-
opment and evaluation of successful shared resource management strategies for memory
hierarchies in embedded systems.

Acknowledgments. This work is partially supported by the CERCIRAS COST Action no. CA19135
funded by COST.
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