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Abstract. Despite the abundance of biomedical databases in Taiwan, there is cur-
rently no unified portal that effectively facilitates health research data searches to
drive scientific discovery and promote a sustainable wellbeing environment. This
study aims to design a user-centered gateway for health research data search, fo-
cusing on usability and ensuring that the platform supports the retrieval of fit-for-
purpose datasets while maintaining data privacy, accessibility, and transparency.

A user-centered design approach was employed, involving personal interviews with
domain experts. An initial set of questions, derived from literature reviews and ex-
pert consultations, explored various dimensions of health data usability. The inter-
view results identified key criteria for assessing the effectiveness of health research
data searches in supporting sustainable health outcomes.

Seven critical factors were identified for quick confirmation of search requirements:
follow-up, publisher, purpose, source, time lag, data custodian, and specific require-
ments. The interviews also highlighted a lack of familiarity with dataset retrieval
tools, emphasizing the need for cultivating user knowledge and habits to promote
wider adoption and effective use of the gateway.

As dataset retrieval needs in Taiwan remain a relatively new area, understanding the
characteristics of datasets and tailoring search patterns to meet user requirements
are essential. This framework provides a foundation for improving health data ac-
cessibility. Future research should explore advanced methodologies for addressing
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diverse user needs, including intelligent recommendation systems to support a sus-
tainable wellbeing environment.

Keywords: Metadata, Big Data, Real-world Data, User-Centered Design

1. Introduction

Digital health, as outlined in the World Health Organization’s strategic plan, has the po-
tential to revolutionize global healthcare [2]]. The Covid-19 pandemic underscored the
critical role of data and artificial intelligence in devising effective strategies to combat the
virus. These technologies have significantly contributed to disease trend modeling, pre-
cise diagnosis, symptom categorization, result interpretation, vaccine development, ther-
apy advancements, drug innovations, and forecasting medical demand hotspots [5].

As the volume and diversity of data generated and presented in various formats con-
tinue to grow, retrieving essential information efficiently has become increasingly chal-
lenging. Many large-scale research databases are constantly evolving, yet their content,
usage guidelines, and application scopes are fragmented across platforms, hindering quick
and accurate information retrieval for users. Addressing this challenge requires the de-
velopment of a health data gateway adhering to FAIR principles (findable, accessible,
interoperable, reusable) [16]].

Several countries have taken proactive measures by establishing integrated platforms
to facilitate data sharing, thereby enhancing accessibility and fostering collaboration.
However, establishing a consistent data presentation framework remains a significant
challenge due to diverse user backgrounds and needs. Notable examples such as BBMRI-
ERIC in Europe, housing 100 million samples and delineating quality standards for Eu-
ropean biobanks, and UK Health Data Research (UK HDR), a collaborative initiative
enabling access and utilization of health-related data for research purposes, showcase dis-
tinct architectural designs and insights relevant to our proposed platform [3113].

Taiwan with many large scale biomedical databases currently lacks a comparable in-
tegrated platform, motivating our research endeavor. This study seeks to contribute to the
scientific community by addressing these challenges and conceptualizing a comprehen-
sive platform that facilitates seamless data integration, promotes collaborative research,
and nurtures a more accessible and impactful data ecosystem. Central to this approach is a
user-centered design, offering filtering conditions for efficient data retrieval and assessing
disparities between datasets. By constructing appropriate data gateways, data can be ef-
fectively utilized and an environment for sustainable development of medical technology
can be created.

The primary objective of this study is to identify key factors in dataset screening
frameworks and data availability criteria. A user-centered gateway plays a pivotal role
in determining critical selection factors for data users, shaping data screening pathways,
and defining dataset metadata essential for effective data navigation. Our study aims to
achieve three main goals: (1) provide metadata for dataset definitions applicable to health
data analysis research; (2) propose measures and tools for inclusion in future portals and
metadata for research retrieval; and (3) identify areas requiring further research attention.
Our researchers have balanced diverse stakeholder needs to design a prototype database
search portal (dataset portal). While many national biomedical databases exist in Taiwan,
there is a notable gap in developing user-centric platforms that provide intuitive access
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and metadata-driven dataset screening mechanisms. This study directly addresses this gap
through a structured user-centered design process, aligning with the special issue’s focus
on computational technologies for sustainable wellbeing environments.

Scientific Contributions of this Study are:

— 1. We introduce a structured metadata filtering framework derived from empirical
insights of domain experts.

— 2. We operationalize user-centered design in the context of health dataset discovery,
identifying seven metadata-driven screening criteria.

— 3. We develop a prototype interface ("Easy Search”) informed by user needs, which
bridges qualitative understanding with quantifiable utility indicators.

— 4. We enrich qualitative findings through operational design artifacts and metadata
codification, laying groundwork for intelligent data gateway development in sustain-
able health environments.

2. Materials and Methods

This study employed an in-depth interview-based consensus approach to define critical
criteria for dataset filtering. These criteria provide essential information about different
dataset metadata and establish operational guidelines for future dataset selection. The
researchers reviewed relevant literature to inform this study. Additionally, this research
convened a panel of experts comprising individuals from diverse fields, including health
information services, medical material testing research and development, drug develop-
ment, auxiliary medical services, and academic research. These experts collectively dis-
cussed the current state of clinical dataset search.

The research focused on gathering insights from this diverse group to achieve its stated
objectives. An interview panel was convened specifically to discuss the current state of
clinical dataset search. This panel consisted of stakeholders representing various perspec-
tives related to health data, data integration, research, and platform development. The
in-depth interviews focused on the following critical points:

— Identifying Key Factors: The interviews aimed to identify essential factors for dataset
screening and data availability identification. This involved understanding the criteria
that researchers and data users consider important when selecting datasets.

— Designing an Effective Gateway: The panel’s input helped in designing a gateway that
aligns with identified selection factors, ensuring that the platform effectively meets
the needs of data demanders.

— Developing Metadata: Collaboratively defining dataset metadata meaningful for health
data analysis research, enabling users to better understand available datasets and their
attributes.

— Identifying Research Needs: Recognizing gaps or areas requiring further research,
such as understanding specific dataset requirements or addressing challenges related
to data availability.

— Balancing Stakeholder Needs: The panel’s insights contributed to balancing the needs
and expectations of different stakeholders, ensuring that the database search portal
prototype addresses various perspectives effectively.
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The interview panel comprised experts from diverse backgrounds who collaboratively
addressed the study’s goals and objectives, ultimately contributing to the development of
a comprehensive and impactful health data integration platform.

2.1. Designing Interview Interactions:

(1.) Interview Process and Practical Operation The research process(Fig.|l|shows the
Interview and Practical Operation Process.) begins with Interview Design and Interviewee
Selection, where the primary focus is on crafting appropriate questions that align with
the study’s objectives. At this stage, careful consideration is given to selecting the right
interviewees whose experiences and insights can provide valuable contributions to the
research.

Once the design is finalized, the next step is Interview Preparation. This phase involves
refining the interview questions and ensuring that all necessary tools and materials for data
collection are prepared. In this study, the interview was conducted online, and prior to the
interview, an interview outline along with virtual cards (via a website link) were provided
to the interviewees. This allowed them to better understand the purpose of the interview
and prepare accordingly.

Following the preparation, the research enters the In-depth Interview phase. This is
a key component of the study, where the interviewer engages with the selected individ-
uals to explore their thoughts, experiences, and perspectives in great detail. During the
interview, the researchers strictly followed the outline, ensuring the conversation stayed
focused. If the interviewee needed to provide additional input or demonstrate practical
operations, control of the screen was passed to them. In the third part of the interview,
interviewees were asked to operate and explain processes based on their experience. If
they lacked recent practical experience, they were encouraged to share their thoughts and
needs regarding the database retrieval process.

Finally, the process concludes with the Interactive Interview phase. Unlike traditional
one-sided interviews, this stage emphasizes a two-way exchange between the interviewer
and the interviewee. The interaction allows for a more dynamic conversation, where both
parties contribute to the dialogue, leading to the discovery of deeper insights and a fuller
understanding of the subject matter. This interactive format was particularly useful in
exploring practical demonstrations and conceptual understanding, further enriching the
research findings.

(2.) Interviewee Selection: The researchers of this study employed a purposeful sam-
pling methodology to ensure representation and diversity in the participant group. Experts
from various fields were invited to participate in in-depth interviews to assess require-
ments. The participants were carefully selected to encompass diversity across several
working fields, including health information service, medical material testing research
and development, drug development, auxiliary medical services, and academic research.
An expert is defined as an individual who meets the following criteria: an active par-
ticipant in health data analysis and research who can provide insights into the types of
data needed, the challenges faced in accessing and using data, and requirements for a
user-friendly platform. Also, an individual with expertise in the healthcare and medical
fields who can provide insights into the practical applications of health data, the relevance
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Fig. 1. Interview and Practical Operation Process

of data to medical practice, and the potential benefits of integrated platforms. Addition-
ally, data analysts and data scientists, professionals with experience in data analysis, can
provide perspective on technical aspects such as data integration, metadata creation, and
the tools needed for effective data analysis.

A total of six participants were invited, and each of them was informed about the
purpose of the study, with complete anonymity among experts. This study is primarily in-
tended for the preliminary assessment of data gathering requirements and gateway design
elements.

(3.) Key Factor (Factor Card Sorting) for Dataset Screening (Searching): This study
summarized some important factors in designing virtual cards based on the initial survey
results and referred to the screening field of UK HDR [[8], and data explanations provided
by UK Biobank [12]. During the interview, the interviewees referred to virtual cards,
effectively highlighting the key factors and extending their explanation. The Fig. [2]shows
virtual card we used during the interview.

. Publisher

. Phenotype

. Coverage — spatial and follow-up

. Provenance — purpose, source, collection situation, and time lag
. Access — delivery lead time, jurisdiction

. Format and standards — vocabulary, conforms, and language

AN DN AW =

(4.) Recording of interviews and the coding of questions

2.2. Interview Outline Design

This interview is divided into four sections: the interviewee’s background and work expe-
rience, database search experience, gateway’s functional requirements and expectations,
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Fig. 2. Key factor virtual card during the interview

and the interviewee’s perspective of the main values and principles of gateway. Due to the
varying needs of experts (interviewees) in different fields, some questions were further
asked after the survey answers were obtained. The interview guideline is as follows:

Background Survey — 10 mins Respondents introduced the interviewees” work back-
ground and current job content.

Dataset Screening Criteria — 40 mins The interviewees were asked about their experi-
ence with search databases. In addition to understanding data requirements, it is crucial
to grasp the business logic and workflow to the fullest extent possible.

Additional point: If there are concerns related to censorship, inquire about the context
of these needs, such as compliance with GDPR norms.

(a) Please share an example of a high-quality or particularly useful dataset, and explain
its typical use.

(b) What aspects of data formats or standard models (e.g., the OMOP or the require-
ments for providing data via FHIR API) are critical to your work?

(c) The "number of items included in the database” is generally indicated for the
coverage (rate) of the dataset. What are your needs (e.g., number of observations (value),
observation points, etc.) in terms of quickly understanding the coverage (rate)?

(d) Lastly, what features of the dataset are you looking forward to?

Operational Requirements and Expectations of Database Search — 30 mins This sec-
tion focused on asking the interviewees to share their experience in database searching
and, if possible, open the website they use (any website or tool) and show the re-searchers
how to use it. Additional point: If the interviewees use more than two portals (websites),
please ask them to share the differences, advantages, and disadvantages of their user ex-
perience.

(a) Which database search portals (websites) have you used in the last three months?
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(b) Please briefly introduce these portals (websites) and explain their significance in
your work.

— How can you tell if a database site is useful for your work?

— What information can be used to determine whether a database site is useful? (e.g.,
other users’ opinions, comments, and five-star reviews on the database)

— Have you ever used any portals (websites) that were difficult to understand, counter-
intuitive, or otherwise required technical assistance?

(c) Please show an ideal database search portal (website) and explain why it is ideal.
If none, what is lacking from the current portal (website) you use?

What is your favorite feature or function of this site?

How much time did you spend learning how to use this portal (website)? What learn-
ing strategy did you use?

What was the most confusing or difficult aspect of using this portal (website)?

Is there anything in the database’s search portal (website) architecture that you of-ten
find questionable or requires explanation (it cannot be self-evident)?

(d) As a user, what service functions (e.g., structure, metrics, scoring, etc.) do you
think the database search portal (website) should include helping you make better use of
the dataset?

— Please describe under what circumstances these features positively impact the utiliza-
tion of datasets.

Gateway Values and Design Principles — 30 mins This section is designed to determine
the value and design principles involved in developing a portal for database search.

(a) What principles are critical when developing and designing a database search por-
tal to make it easier to find high-quality data? Additional point: This is an open exploration
and is not limited to the content and reference factors of the interviewees’ direct answers.

Which filters are the most/least important for you to use when finding datasets?

— Additional point: This is a semi-structured exploration. If the answer aspect is related
to the card, you can follow the opponent’s context and ask additional questions. If
not, provide a factor card that leads to the category discussion.

— (Provide the factor card.) Based on experience with the database search portal archi-
tecture, which factors are particularly useful/useless concerning the card? Why?

— Please try to find a dataset that you find useful on HDR UK.

— How would you rate the importance of the key factors you mentioned in under-
standing data utility based on your own data needs and experience?

— Are there any other filters you find useful?

(b) Please refer to the table for information about data utility. Which ones do you think
are important or helpful to you? Please choose three to five options.
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3. Results

Complex topics are deeply explored and analyzed through a series of in-depth one-on-
one interviews with experts, allowing a detailed examination of various aspects relevant
to the research objectives. Insights gained from these interviews provide valuable per-
spectives from experts in various fields, contributing to a comprehensive understanding
of the subject. Interviews help gather rich qualitative data, allowing the identification of
nuanced patterns, perspectives, and underlying themes. A total of 7 result categories were
summarized based on the interview, including:

How Taiwanese users describe high-quality datasets
Experience sharing

User needs

Website design strategy

Metadata filter preference insights

Platform prototype development

7. Current data application process and difficulties

A

The research output incorporates multiple experts, ensuring a holistic view that encom-
passes different perspectives, disciplines and areas of expertise, thereby enhancing the
robustness of the conclusions drawn. The in-depth interview and interactive process al-
lows for detailed exploration of complex concepts, leading to a deeper understanding of
complex interrelationships and factors.

1. Preliminary Screening: Initially, we conducted a preliminary screening of experts
from various fields to ensure they possess relevant professional knowledge and ex-
perience. This may include reviewing their research background, work history, and
relevant professional certifications.

2. Criteria Setting: Next, we set criteria for participants to ensure they meet specific
conditions required for the study, such as actively engaging in clinical data analysis
and research, having experience in gathering usable databases, familiarity with or
usage of Taiwan databases, and working in the field of healthcare information and
clinical research.

3. Invitation Selection: Based on the preliminary screening and set criteria, we invited
experts from different fields to ensure diversity and representation among the inter-
viewees.

4. Confirmation of Participation: We confirmed the willingness and availability of the
invited participants to ensure they have sufficient time and resources to participate in
the interview process.

5. Interview Conduct: We conducted in-depth interviews to gather insights and opinions
from the interviewees to achieve the research objectives and goals.

Through the above selection process, we successfully invited a total of six intervie-
wees who have diverse expertise and experience in different fields. These interviewees
have experience in clinical data analysis, gathering usable databases, familiarity with or
usage of Taiwan databases, and work in the field of healthcare information and clinical
research, providing a range of perspectives and in-depth insights.

In-depth interviews yielded substantive and multifaceted insights. These insights pro-
vide a rich qualitative data set that comprehensively explores all dimensions of research
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objectives, facilitating nuanced and informed analysis of topics. The background, experi-
ence and field of work of the experts are described in the Table. [} A total of six experi-
enced interviewees from different fields e participated in the in-depth interviews.

Table 1. Background statement of interviewees

No. Work Field Research Field Affiliation Data analysis experience (years)
T Drug Developers Genomics Researcher 5-10
2 Health Information Service Epidemic Researcher 5-10
3 Academic Research Pharmaceutical Management Professor More than 10
4 Medical Material Testing Research and Development Biomarker Senior Executive More than 10
5 Medical Auxiliary Services Clinical Trials Researcher 5-10
6 Medical Auxiliary Services Clinical Trials Business Manager More than 10

3.1. How Taiwanese users describe high-quality datasets

(1.) The data has high integrity Respondents expect the data in the target database to
be complete and continuous. The target data is considered complete if it contains all the
required data fields (such as the clinical data), and it is continuous if the target data has
been valid for a period of time. Taiwanese researchers asserted that completeness and
continuity ensured quality research. Respondent feedback:

”Whether the data is complete enough will also be affected by continuity. Continuity
refers to whether the same question is asked every year in succession. Taiwan’s National
Health Interview Survey (NHIS) lacks continuity. Some questions were asked in the pre-
vious year and will not be asked the following year, causing an interruption. Meanwhile,
NHIS in the United States is very continuous. If the continuity is not good, there will be
no way to see the difference for several years.” - 3

”One of the key factors in determining whether the database is easy to use is complete-
ness. We check to see if the data has been collected at different times. In past experiences,
there is a unit that provides a database of about 10,000 patients, but less than half of the
people have complete information (such as kidney function and various clinical tests), so
there is a gap in completeness.” - 4

(2.) Conducive to multi-party cooperation and value-added application The definition
of data fields is unified, and there are rules to follow, such as a unified format or filling
method to facilitate data cleaning and effective serial file analysis, which is also beneficial
for users in terms of collaborating with several stakeholders simultaneously. Respondent
feedback:

I would expect the data connection between different database systems to be easy,
and be discussed not only with IT professionals or statisticians, but with clinicians who
can participate in the discussion and explore the database. For example, I researched pre-
end-stage renal disease (pre-ESRD). We obtained patient-related diagnoses, medication,
treatment, examination, medical treatment history, and other relevant information from
the case management data sheet (registry data). During analysis, we needed to combine
these databases. For example, when analyzing medication, we had to do further analysis
from the sorted drug file, which is integrated into many different forms.” - 2

”We pay great attention to whether it can be compared to data from different cohorts.
Once the data is in our hands, we need to perform data cleaning. I often encounter a
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situation wherein the same target is measured, but the same field is stated to be different.
Uniformity, maybe capitalization, whether there are spaces or brackets, and so on, or the
units are not uniform. It would be best if this part could be unified.” - 4

(3.) Good accessibility Users expect the barriers to accessing data to be as low as possi-
ble and in line with their research schedules. Good data accessibility involves a friendly
application process, short waiting time, and expected frequency of data collection. Users
mentioned that hospital-side databases, or databases organized by academic societies,
have good accessibility and are more beneficial in achieving research output. Respondent
feedback:

”Currently, the health insurance database requires entering the value-added center to
access the data. If there is an issue following the analysis, it will be discovered a month
later. If another issue is discovered later, there may be a constant need to present it in a
monthly update.” - 6

(4.) The data is mature enough This characteristic refers to whether the data collection
period is sufficient to verify the research hypothesis, meet the research needs of the Tai-
wan region, and provide users with confidence in their ability to produce a certain level
of analysis results. Simultaneously, the data covering a long-time span can avoid the in-
convenience caused by time delay, suggesting there is no need to update and analyze the
data repeatedly. In other words, the less affected by time, the more mature the material is.
Respondent feedback:

”Maturity is a time-dependent outcome. Can I analyze, at least, something like median
survival before my study is closed?” - 2

”At present, all hospitals assume that their data are all from patients who will go to
them for a long time. If there is no long-term data, there will be no way to know whether
these people are representative. Another possibility is that multiple rounds of analysis will
be required.” - 6

3.2. Experience-sharing

(1.) NHIS — easily accessible, with complete information Respondent feedback:

”The data collected by NHIS are sorted out every year and can be used directly after
downloading. There are guidelines on how to obtain and merge the data. However, there
are guidelines on SAS coding and file conversion. Therefore, data security and accuracy
are very high. In NHIS, a person is an identification code, so data processing is fairly
simple. Instead of merging additional files, one can just be pulled. Files are also very easy
to obtain without any hindrance.” - 5

(2.) Government open information platform - can be browsed quickly, grasps the informa-
tion overview before applying The Taiwan government’s open data platform
(https://data.gov.tw/) contains several interpretations of data sets. Some even provide on-
line viewing of demonstration data, which can obtain much information before data se-
lection to ensure that the obtained data is suitable for analysis. Respondent feedback:
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”On the open data platform, just press the sample data button to immediately see what
the data looks like. The number of people and the amount in the sample data are good
points to consider. Whether it is from a research or business perspective, knowing how
much is enough can help professionals quickly determine whether to use it.” - 5

3.3. User needs

(1.) Interface design - Gradually develops the habit of using search engines Users in
relevant fields in Taiwan have not yet used search engines to find data-bases. They usually
identify and recognize usable databases based on referrals and by reading papers and
materials.

”I know what topic I am looking for. Using too many keywords can be intrusive. But,
if you want to explore how the database can be applied, keywords or filters are a good
choice.” - 6

(2.) Information Design - Search results should display cross-domain key information
Users expect that the search data set can briefly describe the data contained in the database,
such as a list of data fields, data volume, complete transaction numbers, or missing data
rate (missing rate). On the database introduction page, users can disclose complete in-
formation. At this time, the information can cover the different needs of various fields as
completely as possible. Respondent feedback:

”Most databases should not have complete information. However, some research fields
may only require some variables depending on the research field. In contrast, some re-
search may require all of them. What the website platform can provide is the approximate
missing rate of each database or each field, making it easier for researchers to evaluate the
database effectiveness.” - 5

3.4. Website Design Strategy

(1.) Interface interaction - Open for self-downloading, simplifies the application process
The interface presents a simple and clear call-to-action design on the search result page,
lowers the threshold for data acquisition, and increases the data utilization rate. For ex-
ample, in-depth cooperation users plan a concise application process for heavyweight or
special data sets after logging in, design services for users’ common contact points (such
as web pages, phone calls, or emails), and provide users with a painless application pro-
cess. Respondent feedback:

”When I found the data I wanted to use, I noticed that I couldn’t download it. At this
time, I went to find out how to apply. This part of the US TCGA function is deeply hidden.
I can’t quickly identify which data should be logged in and cannot be obtained.” - 1

(2.) Quickly browses and grasps the information overview before applying Users can
inspect the metadata of the data set for the search results, as well as data samples, to
understand the cross-section of the data, give other users concise information in evaluating
whether it is a desired high-quality file, and provide the users with the database application
rate. Respondent feedback:

I would like to know the experimental design method and materials involved in the
data collection. If you see that the analysis method of this data is consistent with the
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analysis method of my previous genetic data, you can save the original unorganized data
and directly download the sorted vcf.” - 1

(3.) Clear instruction documents to enhance the freedom of data To improve data usabil-
ity, an explanatory document should be provided on the introduction page of the search
database (collection), which should include the definition of data fields and the data con-
nection method to ensure that users can freely utilize the data after downloading.

3.5. Metadata Filter Preference Insights

For user-centered design, this study intended to let users experience the actual operation
process and leverage the “operation process” in enhancing the survey’s effect. This study
included interactions at the end of the interview.

Referring to their virtual cards during the interview, the interviewees effectively pointed
out key factors and extended their explanation. Data quality management is the most im-
portant item according to statistics on each interviewee’s preference insight, and data
quality can assist demanders in ensuring that the data they found can be used. The second
most important item is interpreting data integrity and compliance, which allows deman-
ders to effectively evaluate whether the data is aligned with their intended use and rules.
Meanwhile, the last item points out to data dictionary and semantic library, which can
improve data usability and accuracy.

Data utility allowed the interviewees to choose virtual cards during the interviews.
Data utility is primarily applicable to data set interpretation. It guides users in determining
which indicators help understand whether a data set has good data utility (e.g., facilitating
discussions with colleagues, supervisors, or other stakeholders or facilitating research
business advancement).

The virtual cards, where each card represented a specific aspect and included possible
options. The Utility items included: Documentation Completeness, Availability of doc-
umentation and support, Data Model, Data Dictionary, Provenance, Data Quality Man-
agement Process, DAMA Quality Dimensions, Pathway coverage, Length of follow-up,
Allowable uses, Time Lag, Timeliness, Linkages, and Data Enrichment. During the ques-
tion and answer process, users selected indicators from the virtual cards that were relevant
to their usage scenario, and these selections were then compiled to identify the most fre-
quently mentioned Data Utility items.

The Fig. [3|shows the statistical results of data utility selection. Over half of the inter-
viewees identified four important items: documentation completeness, data quality man-
agement process, DAMA quality dimensions, and allowable uses.

(1.)Documentation completeness Documentation completeness refers to the availability
of comprehensive documentation for clinical research datasets. This includes detailed in-
formation about data sources, data collection methods, variables, data formats, and any
transformations or pre-processing steps used. Complete documentation is crucial for re-
searchers to under-stand the datasets, replicate analyses, and interpret the results accu-
rately. It contributes to clinical research transparency and reproducibility.
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Fig. 3. Data utility selection results

(2.)Data quality management process Data quality management is critical in clinical re-
search dataset searches. It entails the implementation of processes and procedures to mon-
itor, assess, and improve data quality. This includes identifying and addressing data errors,
inconsistencies, missing values, and outliers. A robust data quality management process
assists researchers in ensuring the reliability and validity of the datasets they use, leading
to more accurate and meaningful research outcomes.

(3.)Data quality dimensions Data quality dimensions provide a framework for evaluat-
ing and assessing data quality. These dimensions include several factors, such as accu-
racy, completeness, consistency, timeliness, uniqueness, and relevance. Evaluating these
dimensions is crucial in clinical research dataset search as it assists researchers in under-
standing the strengths and limitations of the datasets they are working with. Addressing
these dimensions helps researchers ensure that data fits the intended research purpose.

(4.)Allowable uses Due to privacy regulations, data-sharing agreements, and ethical con-
siderations, clinical research datasets may have specific restrictions on their allowable
uses. Therefore, understanding and adhering to these allowable uses is critical in clinical
research dataset searches. Researchers must be aware of any limitations or constraints on
dataset use to ensure compliance with legal and ethical requirements. This ensures the
responsible and ethical use of the data while protecting patient privacy and maintaining
data security.

Documentation completeness, data quality management processes, data quality dimen-
sions, and adherence to allowable uses are all critical aspects of clinical research dataset
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searches. These four issues contribute to clinical research data reliability, transparency,
and ethical use, resulting in more robust and meaningful research outcomes. Based on
the interview results and statistical summary, seven explicit factors that metadata could
explain were defined. These factors include publisher, purpose, source (documentation
completeness), data custodian (data quality management process), follow-up, time lag
(data quality dimensions), and requirements (allowable uses).

3.6. Platform Prototype Development

The metadata framework of the dataset was designed based on the interview results, and
seven important indicators were selected as the key processes involved in user-friendly
use. During the dataset retrieval process, the dataset that meets the users’ needs can be
located using the “Easy Search,” which selects the seven key factors. The prototype of
Easy Search based on seven factors as shown in Fig.[d]4. The UI of Easy Search as shown
in Fig. 5] The Data screening example as shown in Fig.[6]

Fig. 4. Prototype of Easy Search based on seven factors

X
Easy Search

Use this tool to find the datasets you require through 7 key filters: publisher, time lag,
length of follow up, data source, data custodian and requirement

Question 1 of 7

Follow up ®

Please select the identifier that is most relevant to you (optional)
O1-5%

05105

0108 E

O FEedtEs

View 127 datasets matches Next

Fig. 5. Ul of Easy Search
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X
Easy Search

Use this tool to find the datasets you require through 7 key filters: publisher, time lag,

length of follow up, data source, data custodian and requirement.

Question 1 of 7

Follow up @

Please select the identifier that is most relevant to you loptional
1-5%

5-10F

01058 E

O FEBREEE

View 5 datasets matches Next

Fig. 6. Data screening example by Easy Search

For example, in the first indicator, "Follow Up,” after selecting the options of 1-5
years and 5-10 years at the same time, the number of data sets is reduced from 127 to 5,
indicating that screening such indicators can aid in the use of quick search.

3.7. Current Issues in the Data Analysis Process

In the data analysis research process, there are about 7 main steps, including “finding

EERRET) CEENEL) LI 1)

data”, evaluating data use”, “applying for data use”, “obtaining”, ’data cleaning”, ’data
analysis”, ”publishing research results or product development”, Most interviewees men-
tion “applying” for the data use is currently the most difficult part of research process in
Taiwan.

Calculated according to the burden points answered by the interviewees, the size of
the red dot is shown in the Fig.[7] A larger red dot means more effort is required to per-
form the step. It is difficult to find the correct data, and the application after finding it is
even more troublesome. It needs to go through many processes of review and waiting, and
some data sets do not clearly explain how to apply.

2. Evaluating Data Use 4.0btaining 6.Data Analysis
1.Finding Data 3. Applying for Data 5. Data Cleaning 7. Publishing
Use Results/Product

Development

*The larger the dot above, the more effort the user has

Fig. 7. Data analysis process and effort evaluate

Therefore, the design of the gateway should incorporate data and application-related
information, and it is best to provide guidance and provide appropriate key reminders
based on application specifications to effectively help demanders apply for information.
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4. Discussion

This study performed in-depth interviews to identify some key points for assessing the
availability and ease of use of public health data. The data custodian must improve public
health data accessibility by ensuring it is readily available to relevant stakeholders [4].
Improving data accessibility involves addressing any barriers or restrictions that may hin-
der access, such as complex data formats, limited data sharing agreements, or outdated
data systems.

The research results point out that High-Quality Datasets have several characteristics:
1) Data possesses high integrity and continuity, ensuring research quality; 2) Definition
of data fields is standardized, with rules to facilitate collaboration and value-added appli-
cations; 3) Good data accessibility involves a user-friendly application process, minimal
waiting time, and expected data collection frequency; 4) Data maturity entails a suffi-
cient collection period to verify research hypotheses and meet regional research needs.
Data quality assurance is a critical aspect of data content [9]]. The gateway should estab-
lish mechanisms to assess the accuracy, reliability, and completeness of the public health
data. This process involves implementing data validation processes, conducting regular
audits, and promoting adherence to standardized data collection and reporting protocols.
Standardizing data formats, coding systems, and terminologies across different sources
is also essential for effective data integration and interoperability [[7]. To facilitate data
sharing and analysis, the gateway should support adopting common standards and ensure
compatibility among disparate data sets.

For data management, The PIONEER Hub in UK [3]] which is funded by UK HDR has
a good practice reference. The PIONEER Hub is a data set and hub that includes primary,
secondary, social care, and ambulance data, collects and curates acute care data from
across the health economy. There are prudent, complete and clear requirements for data
integration, management and release, including the use of international standard launched
by International Organization for Standardization (ISO), including metadata catalog (ISO
11179)[L1], data quality (ISO 8000)[10] and quality assurance (ISO 25012)[9]. Public
health data often contains sensitive information, so it is crucial to prioritize privacy and
security considerations[6]]. There is a case that NIH TCGA (The Cancer Genome Atlas)
is a large interdisciplinary initiative funded by the National Institutes of Health (NIH) in
the United States, providing research scholars with access to de-identified data on spe-
cific research topics[15]. Its primary goal is to study the genomics alterations in various
types of cancer, aiming to gain a deeper understanding of the molecular mechanisms of
cancer and personalized treatment approaches. By analyzing genomics data from tumor
samples, it reveals mutations, gene amplifications, gene deletions, and other variations
present in different types of cancer. Allow researchers to obtain information honorably.
TCGA secure data storage to protect individuals’ privacy while enabling data access for
authorized users. A well-defined governance framework is necessary to collect, store,
share, and use public health data. This framework involves establishing clear roles and
res possibilities, defining data ownership and stewardship, and adhering to ethical princi-
ples to ensure transparency, accountability, and responsible data management practices.
At the same time, this type of data management architecture must be equipped with robust
protocols for data anonymization, consent management, and encryption.

In terms of website design, the gateway to health data must have user-friendly in-
terfaces to allow users to easily discover, access, and analyze the data[l]. This includes
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designing intuitive search functionalities, providing data visualization tools, and offering
user support and documentation for enhancing data usability and user experience. This is
consistent with the research results. Research interviews pointed out that for a data search
gateway, the interface design enables users to gradually adapt to using search engines to
find datasets. Information design needs to display key information of across domains for
search datasets. Website design strategy pointed out that users should be provided with
information assistance for data application, which can effectively improve the difficulty
of applying for data in the past, and help users understand data before applying through
proper description of data and data content. Finally, the metadata of the data content of a
dataset must have clear instruction documents enhance data freedom.

Taiwan’s NHIS data contains complete information but only allows analysis in a con-
trolled environment. Another example is the Taiwan government’s open data platform
allows for quick data browsing to grasp data overviews. The data custodian must em-
phasize the importance of comprehensive data documentation and metadata[14]. This
process includes capturing relevant information about data sources, collection methods,
variables, and any associated limitations or biases. Clear documentation helps users un-
derstand the context and quality of the data they are working with. Collaboration among
various stakeholders, such as government agencies, research institutions, and the public,
is vital for successful data utilization. The framework should encourage partnerships to
promote data sharing, interdisciplinary research, and development of innovative solutions
to public health challenges. The gateway should be designed in a way that it evolves
over time and adapts to emerging technologies, changing data needs, and evolving best
practices. Regular evaluations, feedback mechanisms, and a culture of continuous im-
provement are required to keep the gateway to health data remain relevant, effective, and
updated. Promoting data literacy and providing user training opportunities is also cru-
cial to maximizing public health data utilization. The gateway should support educational
initiatives, capacity-building programs, and knowledge-sharing to equip users with the
necessary skills to navigate, analyze, and interpret health data effectively.

5. Conclusion

Comprehensive interviews yielded crucial insights for designing an effective data gateway
catering to researchers’ needs. This study, involving six experienced interviewees from
diverse fields, identified seven distinct categories of preferences and requirements among
Taiwanese users regarding high-quality datasets.

Data integrity emerged as paramount, with an emphasis on completeness and continu-
ity. Users stressed the importance of data being both complete, containing all necessary
fields, and continuous over time. To address this, a robust data gateway enforcing stringent
data standards is needed.

Collaboration and value-added applications were highlighted. Unified data field def-
initions and standardized formats were deemed essential for seamless data cleaning and
analysis. Streamlining accessibility was another key consideration, emphasizing the need
for a user-friendly application process with minimal waiting times. Data maturity, ver-
ified through extended data collection periods, was advocated to eliminate time-related
inconveniences.
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Experience-sharing underscored the importance of accessibility and comprehensibil-
ity, particularly through platforms like the Taiwan National Health Insurance System
(NHIS) and the government’s open data platform. User needs called for intuitive inter-
faces, keyword-based searches, and comprehensive dataset descriptions.

Metadata filter preferences, including data quality management and adherence to al-
lowable uses, were identified as pivotal elements in dataset evaluation. The platform’s pro-
totype development focused on an “Easy Search” feature, streamlining dataset retrieval.
Addressing challenges in data analysis, especially in the application process, was a key
concern.

In summary, an effective data gateway aligned with these findings should prioritize
data integrity, multi-party collaboration, streamlined accessibility, and dataset maturity.
Additionally, it should cater to user needs through intuitive interfaces, comprehensive
dataset descriptions, and efficient search mechanisms. Incorporating metadata filter pref-
erences and addressing data analysis challenges will enhance the gateway’s utility, bridg-
ing the gap between user expectations and high-quality dataset utilization for robust re-
search outcomes.
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