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Guest Editorial: Machine Learning-based Decision
Support Systems in IoT systems

Mu-Yen Chen1, Jose de Jesus Rubio2, and Mirjana Ivanović3

1 National Cheng Kung University, Taiwan, mychen119@gs.ncku.edu.tw
2 Instituto Politécnico Nacional, Mexico, rubio.josedejesus@gmail.com

3 University of Novi Sad, Faculty of Sciences, Serbia, mira@dmi.uns.ac.rs

In contemporary research in Information and Communication Technologies, the In-
ternet of Things (IoT) is getting to be one of the most popular technologies that facilitate
new interactions among things and humans to enhance the quality of life and comput-
ing systems in a lot of domains. In IoT environments, enormous amounts of data is be-
ing generated by numerous interconnected smart and intelligent devices. Many different
decision-making processes rely on quality and proper processing this data to trigger events
or control actuator. With the rapid development of IoT systems, Intelligent Decision Sup-
port System (IDSS) paradigm is emerging as an attractive solution for processing and
managing the information of IoT devices by providing optimal Quality of Service (QoS).
IDSS for IoT systems investigates the massive quantity of complex data to help industry,
academicians, medical systems, smart city and other smart applications. Decision support
system (DSS) is an intelligent system, which offers excellent assistant in diverse levels of
information technology. Besides, it is a dynamic information model as important data is
added on a uniform basis. IoT, embedded devices, sensors, mobile applications, manual
data entry and online sources are few complex data sources for IDSS. IDSS makes use
of a specter of powerful Machine Learning techniques to enhance the process of com-
plex making decisions and prediction. Other Artificial Intelligence techniques such as
Metaheuristic, Fuzzy Logic, Case-based Reasoning, Artificial Neural Networks, and In-
telligent Agents can be integrated into DSS for IoT systems to increase their reliability
and performances. Despite the importance of decision making on IoT systems, this special
issue invited researchers to publish selected original papers presenting intelligent trends
to solve new challenges of IDSS problems.

This special issue received 43 submissions where the corresponding authors were ma-
jorly counted by the deadline for manuscript submission with an open call-for-paper. All
these submissions were considered significant in the field, but however, one-half of them
passed the pre-screening and quality check by guest editors. The qualified papers then
went through double-blinded peer review based on a strict and rigorous review policy of
ComSIS Journal. After a totally three-round review, 16 papers were accepted for publica-
tion. A quick overview to the papers in this issue can be revealed below, and we expect
the content may draw attention from public readers, and furthermore, prompt the society
development.

The first article entitled “Adaptive Multiscale Sparse Unmixing for Hyperspectral Re-
mote Sensing Image”, by Li et al. present an adaptive multi-scale spatial sparse hyper-
spectral unmixing algorithm (AMUA) to deal with the unmixing hyperspectral images.
The results show the robustness and accuracy of the AMUA algorithm.

The second article entitled “Evaluation of Smart City Construction and Optimization
of City Brand Model under Neural Networks”, by Li et al. integrate the artificial neural
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network (ANN) and grey relational analysis (GRA) to evaluate the smart city construction
and city brand. Finally, the results show the proposed model has the better performance
than the EWM, GRA and TOPSIS methods.

The third article entitled “Security Performance Analysis of Active Intelligent Re-
flective Surface Assisted Wireless Communication”, by Li et al. apply the Intelligent Re-
flecting Surface (IRS) to wireless security communication, and design passive/active IRS
methods to improve and optimize the security capacity.

The fourth article entitled “Content-only attention Network for Social Recommenda-
tion”, by Wu et al. develop a content-only multi-relational attention network (CMAN) for
social recommendation. The proposed model jointly estimates the score similarity and
trust relationship on user similarity, and further achieves the high recommendation accu-
racy.

The fifth article entitled “Machine Learning-based Intelligent Weather Modification
Forecast in Smart City Potential Area”, by Chao adopts the machine learning approach
and decision tree algorithms to develop the weather prediction model. The experimen-
tal results illustrate the proposed model can outperform the existing mesoscale regional
prediction methods for the bad weather variation.

The sixth article entitled “Predicting Smart Cities’ Electricity Demands Using K-
Means Clustering Algorithm in Smart Grid ”, Wang et al. adopt the back propagation neu-
ral network (BPNN) and K-means clustering algorithm to build the electricity demands
prediction model. The experimental results illustrate the proposed model can achieve high
accuracy rate of 85.25% and provide a valuable reference for power industry.

The seventh article entitled “Using Machine Learning Approach to Construct the Peo-
ple Flow Tracking System for Smart Cities”, by Yao et al. propose a human target detec-
tion algorithm based on convolutional neural network (CNN) model and then construct a
people flow tracking system to detect pedestrians effectively. This research is useful for
the people flow statistics in public areas under smart city issues.

The eighth article entitled “Using neural network to automatic manufacture product
label in enterprise under IoT environments”, by Zhang and Dong applies the KNN, SVM,
decision tree, random forest, GBDT, XGBoost, and ANN methods into the manufacturing
dataset. Finally, the artificial intelligence model can decrease the frequency of production
line shutdown and increase the factory productivity.

The ninth article entitled “Using deep learning to automatic inspection system of
printed circuit board in manufacturing industry under the internet of Things”, by Zhang
adopts the deep learning approach to construct the automatic optical inspection (AOI) sys-
tem for printed circuit board (PCB) defects in Industry 4.0. The results show the image
recognition rate is 92% and the component recognition rate reaches 99%.

The tenth article entitled “Large-scale Image Classification with Multi-perspective
Deep Transfer Learning”, by Wu et al. modify the channel attention module and spatial
attention module to construct a multi-perspective convolutional neural network model.
The results point out the proposed model outperform other machine learning and deep
learning models on ImageNet-1K and Cifar-100 datasets.

In “Using artificial intelligence assistant technology to develop animation games on
mobile devices”, Zhang develops an XNA animation game with AI technology including
the finite state machine, fuzzy state machine and neural network to improve the learn-
ing ability of AI roles than traditional rule-base system. The results demonstrate the ad-
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vantages of AI can bring important features such as scalability, reusability and design
flexibility for the animation games development.

In “Pedestrian attribute recognition based on dual self-attention Mechanism”, by Fan
and Guan use the spatial and semantic self-attention mechanism to construct a robust
pedestrian attribute recognition framework based on convolutional neural network model.
As the results, the proposed model can improve the recognition accuracy of attributes in
both the PETA and RAP pedestrian attribute datasets.

In “Inverse Halftoning Based on Sparse Representation with Boosted Dictionary”,
Yang et al. present an image inverse halftone algorithm for error diffusion halftone image
by using the deconvolution and the denoising approaches. The experimental results illus-
trate the proposed algorithm achieves the better PSNR than other comparison algorithms.

In “Selective Ensemble Learning Algorithm for Imbalanced Dataset”, Du et al. de-
velop a selective ensemble learning algorithm based on under-sampling approach for
imbalanced dataset. In this study, the G-mean or F-mean will be used to calculate the
classification performance of the ensemble stage. As the results, the proposed algorithm
obtains the good generalization capability on imbalanced dataset for both of UCI dataset
and KDDCUP dataset.

In “Personalization Exercise Recommendation Framework based on Knowledge Con-
cept Graph”, Yan et al. integrate the knowledge structure diagram and constructivist learn-
ing theory to build a personalized exercise recommendation framework. The framework
is implemented based on a graph neural network and the experimental results are better
than other four methods (BKT, DKT, GKT and HGKT).

The last paper “The Duration Threshold of Video Content Observation: An Exper-
imental Investigation of Visual Perception efficiency” by Song et al. design an investi-
gation process into the efficiency of human visual perception on video clips considering
exposure duration. The proposed method adopts several indicators to evaluate the perfor-
mance of image processing, which is different from the traditional AI methods.

Acknowledgments. The guest editors are thankful for the hard work and enthusiasm of our au-
thors and reviewers without whom the current issue and the publication of the journal itself would
not have been possible. We also thank the Editorial Team members Vladimir Kurbalija, Jovana Vi-
daković and Davorka Radaković for technically guiding the whole process of preparation of this
issue.
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Abstract. Sparse unmixing of hyperspectral images aims to separate the 

endmembers and estimate the abundances of mixed pixels. This approach is the 

essential step for many applications involving hyperspectral images. The multi-

scale spatial sparse hyperspectral unmixing algorithm (MUA) could achieve 

higher accuracy than many state-of-the-art algorithms. The regularization 

parameters, whose combinations markedly influence the unmixing accuracy, are 

determined by manually searching in the broad parameter space, leading to time 

consuming. To settle this issue, the adaptive multi-scale spatial sparse 

hyperspectral unmixing algorithm (AMUA) is proposed. Firstly, the MUA model 

is converted into a new version by using of a maximum a posteriori (MAP) 

system. Secondly, the theories indicating that andnorms are equivalent to 

Laplacian and multivariate Gaussian functions, respectively, are applied to 

explore the strong connections among the regularization parameters, estimated 

abundances and estimated noise variances. Finally, the connections are applied to 

update the regularization parameters adaptively in the optimization process of 

unmixing. Experimental results on both simulated data and real hyperspectral 

images show that the AMUA can substantially improve the unmixing efficiency at 

the cost of negligible accuracy. And a series of sensitive experiments were 

undertook to verify the robustness of the AMUA algorithm. 

Keywords: adaptive multiscale sparse hyperspectral unmixing algorithm, loss 

functions, regularization parameters, maximum a posteriori. 

                                                           
* Corresponding authors 
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1. Introduction 

Hyperspectral remote sensing image (HRSI) is the data obtained by hyperspectral 

resolution sensors, which has led to extensive exploration in geology, medicine, aerial 

surveillance and other fields[1-7]. Numerous mixed pixels exist due to the low spatial 

resolution of the HRSI, which hinders the application of hyperspectral data. One of the 

key issues of HRSI systems lies in the separation of endmembers and the corresponding 

abundances from the mixed pixel[8-9]. This process is recognized as hyperspectral 

unmixing, which relies on a basic assumption of Linear Mixed Model (LMM); that is, 

the spectrum of a specific pixel is a linear mixture of the endmembers[8,10,11]. Sparse 

unmixing has attracted extensive recognition in the past few years with the increasing 

availability of spectral libraries. Sparse unmixing aims to estimate an abundance when 

the HRSI and spectral library are given in [12-19]. Thus, sparse unmixing usually is 

usually regarded as an ill-posed inverse problem, which indicates the absence of any 

unique solution. To alleviate such problems, a popular technique is widely used by 

adding regularizations to the loss function. Iordache et al.[20] considered that a pixel 

contains only a few numbers of components and introduce sparsity through the 

abundance map. In [20], the  regularization was added to the abundance matrix to 

develop the sparse unmixing algorithm via variable splitting and augmented Lagrangian 

(SUnSAL). The SUnSAL has improved unmixing performance whilst ignoring the rich 

spatial correlation information among neighbouring pixels. For exploring spatial prior 

information, several sparse unmixing algorithms with the spatial prior information, such 

as SUnSAL with total variation (SUnSAL-TV) [21], have been introduced. The 

SUnSAL-TV utilized total variation regularization to estimate an abundance map, 

which has piecewise transitions at the cost of smoothing sharp discontinuities between 

neighbouring pixels. A new spectral–spatial weighted sparse unmixing (S2WSU) was 

developed to capture considerably sharp discontinuities[22]. S2WSU employed the 

spectral and spatial regularizations simultaneously to derive a sparse solution and obtain 

better abundance results[22]. However, this approach requires a considerable amount of 

time and is sensitive to noise. To overcome the limitations, Borsoi et al.[23] made use 

of multi-scale spatial information to develop a novel multi-scale sparse unmixing 

algorithm (MUA). In MUA, the original HRSI(in the original image domain) was 

transformed to a coarse-scale (CS) representation via means of segmentation 

techniques[24-28]. At this scale, the SUnSAL was used to estimate an initial abundance 

value. The initial abundance was then converted back to the original image domain to 

yield a low-level image, which is regarded as a novel information of the spatial context. 

A SUnSAL loss function was constructed in the original image domain. The new 

regularization term for the low-level image was added to this SUnSAL model to 

construct a novel unmixing mathematical model for the original HRSI. Therefore, MUA 

is the linear regression problem involving three regularization parameters. In the process 

of deducing the solutions, several existing works have reported that the estimated 

accuracy relies heavily on a proper configuration of these regularization parameters [29-

34]. Given the desirable values, the MUA has achieved remarkable success in obtaining 

piecewise homogeneous abundances and sharp discontinuities among neighbouring 

pixels [23]. Unfortunately, the optimal regularization parameters in MUA are obtained 

by exhaustive search, which is unsuitable for real applications. 

A new format based on the MAP estimation technique is proposed for the solution of 

the regularization parameter selection problem for MUA. The MAP mainly aims to 
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identify the unknown fractional abundances including the regularization parameters by 

using the Bayes rule. As an effective adaptive parameter estimation method, the MAP 

system is used widely used for adaptively selecting regularization parameters in deep 

learning networks and image super-resolution [35-40]. To build the adaptive version of 

MUA, the MAP is applied to redesign the unmixing problem into a unified model to 

obtain the relations between the optimal regularization parameters and the fractional 

abundances. 

Inspired by the idea in [35-37], an adaptive regularization parameters strategy for 

MUA is introduced, which is shown in Fig. 1.  

 

Fig.1. Framework of our proposed adaptive mutliscale spatial sparse unmixing scheme. 

There are total 10 steps. At step 0, the HSI image is transformed to the coarse scale 

by W; At step 1, the HSI is inputted into the coarse scale and spectral libraries; At step 

2, the model for unmixing the HSI in the coarse scale is constructed; At step 3, the 

model with adaptive regularization parameters scheme is solved; At step 4, the solution 

in coarse scale is obtained; At step 5, the solution by step 4 is mapped into the original 

domain; At step 6, the solution by step 4 is inputted to HSI and spectral libraries; At 

step 7, the model for unmixing with spatial prior is constructed; At step 8, the model by 
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step 7 with adaptive regularization parameters scheme is solved; At step 9, the final 

estimated abundance by automatic version of the multiscale spatial sparse unmixing 

algorithm is obtained. The major contributions are as follows. 

1. The adaptive multi-scale spatial sparse unmixing strategy for MUA (AMUA) 

can adaptively choose the regularization parameters at each iteration in 

unmixing process. 

2. The adaptive multi-scale spatial sparse unmixing strategy for MUA (AMUA) 

can adaptively choose the regularization parameters at each iteration in 

unmixing process. 

3. The adaptive multi-scale spatial sparse unmixing strategy for MUA (AMUA) 

can adaptively choose the regularization parameters at each iteration in 

unmixing process. 

The whole work is arranged as follows. The part 2 reviews the MUA method. The 

part 3 introduces the development process of the AMUA method in detail. The part 4 

introduces numerous experiments and detailed comparisons. The part 5 discusses the 

sensitivity of the proposed method. Finally, the part 6 is the conclusion of the work. 

2. Review of Multi-scale Spatial Hyperspectral Unmixing 

The section describes the framework of the multiscale sparse unmixing algorithm 

(MUA), which is closely related to the proposed method. 

Let        have L bands and N pixels, which is HRSI. The mixing process is 

modelled by the linear mixing model (LMM) [8], which is given as follows: 

                        
     

  ,                                        (1) 

where                     represents an endmember spectral library with P 

endmembers; X is an abundance matrix and                    .     and 

  
     

  is the abundance constraints (ANCs)[8]. Notation [·]
T
 represents 

vector/matrix transpose, and        denotes an additive noise. 

Only a few endmembers from library A are present in a pixel. Thus matrix X exhibits 

sparse property, and sparse unmixing can be specified as a function 

          
 

 
         

                  ,                             (2) 

where          is the sparse regularization term and       represents non-negativity. 

Therefore, the optimization problem of the MUA model can be written as follows 

[23]: 

  
          

 

 
           

              ,                                (3) 

         
   

         
            

 

 
    
      

  ,                        (4) 

where        represents a transformation;         denotes conjugate 

transform;        represents the transformation of the original image Y to coarse 

approximations.        means transforming the abundance matrix X to the 

corresponding coarse scale.   
  is the abundance estimated by equation (3) in coarse 
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scale and   
    

    stands for mapping the   
  back to the original image domain to 

yield the coarse abundance   
 . Lastly,    is the final solution to MUA [23]. λ, β and λc 

are the regularisation parameters. 

3. Adaptive Multi-scale Spatial Sparse Hyperspectral Unmixing 

This section describes the use of MAP to investigate the relationships among the 

estimated abundance, regularization parameters and the noise variance of the HRSI. 

These relationships are applied to the alternating direction multiplier (ADMM) 

algorithm [41] to settle the problem of adaptive multiscale spatial sparse unmixing. 

The multi-scale spatial sparse unmixing comprises two mathematical models in (3) 

and (4). Firstly, the model in (4) is investigated: given Y and A, X is estimated together 

with the parameters λ and β. Under the Bayesian framework and MAP, the unmixing 

model in (4) can be reconsidered as estimating the λ, β and X at the same level and the 

problem can be rewritten as: 

   , ,  =       
   

(p( , ,   )) .                                            (5) 

Using Bayes’ rule, (5) can be expressed as: 

   , ,   =       
       

(
                        

    
) .                                   (6) 

The λ, β and X are independent of p(Y); thus (6) is equivalent to (7): 

   , ,   =       
       

(                         ,                              (7) 

where (          is the likelihood distribution of the X equal to       . Suppose Y 

is polluted by zero-mean white Gaussian noise, the probability distribution of        is 

as follows: 

       
 

     
     

         
 

   
   ,                                      (8) 

where    is the standard deviation of the Gaussian noise. 

For the abundance matrix X with sparse property and spatial prior information, 

Borsoi et al. indicated that          corresponds to a Laplacian probability with zero-

mean [22]. Wang et al. reported that     
      

  can be regarded as an independent and 

identically distributed multivariate Gaussian prior with a zero-mean value [12,42]. 

Therefore, the prior density       could be written as 

      
 

 
      

          
  

         
    
      

 

   
   

              
 

 
      

          

  
 

          
 

   
   ,                                                     (9) 

where C is the normalization factor related to the sum of the succeeding exponential 

function and    stands for the standard deviation of the map acquired by the   
   .    

is the standard deviation of the abundance X. 
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The prior for        is a uniform distribution [37]. Substituting (8) and (9) in (7) yields  

   , ,  =       
       

(                                   ) 

=      
       

  
         

 

   
  

          

  
 

          
 

   
                       ) 

                                          =      
       

 
         

 

   
  

          

  
 

          
 

   
 ) ,                                    (10) 

where logC1 is the irrelevant term from          and           . C2 is the standardized 

constant related to the stable prior value of       .  
From (4) and (10), the relationships between the regularization parameters λ, β and 

the unknown abundance X can be determined by the following: 

  
    

 

  
    

  
 

  
  .                                                   (11) 

Similarly, the above processing is performed on (3) to obtain the following:  

        
     

 .                                                        (12) 

where     
and    are the standard deviations of the abundance    and image   , 

respectively.  

Table 1. Algorithm 1: AMUA 

Algorithm 1: AMUA 

1. Input: 

                 
                        

Max_Iter=50; choose   
   

   randomly. 

Repeat 

  
   

         

 

 
           

    
     

         ; 

   
   

           
    )；   

   
       

   
 ;   

   
 

      
   

  

   
   ; 

Until:       
      

     
       or             

Output:   
 =  

   
 

2. Input: 

A;Y;   
    

   ;   set t = 1; Max_Iter = 50; 
       choose         randomly; 

Repeat:  
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Until:                       and; 
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Lastly, (13) lists the summary of regularization parameters. 

                              

λ  
    

 

  

  
  
 

 β
 

   
     

 

    
 
 

 
 

                                                                (13) 

Observing (13), strong relationships are found between the regularization parameters 

and the standard deviations (  ,    ,    ,     ,     
). These standard deviations are 

unknown in the real HRS and are usually estimated as follows:    is estimated by the 

method in [43],     and    
result from the abundance estimated at the corresponding 

iteration. The details will be described in the Algorithm 1.  

The main iterative process of AMUA is listed in Algorithm 1 using the (ADMM) 

strategy [41], which can degrade the complex problem into a series of simple ones and 

efficiently solve AMUA. Notably, the transformation W, which was mentioned after 

Equation (4), appears in Algorithm 1. The W denotes the operation of transforming the 

original image to a coarser scale [23], such as a segmentation with binary partition tree 

(BPT) [44] and over-segmentation with the simple linear iterative clustering 

(SLIC)[45]. Additional details will be presented in section 4. 

4. Experiments 

In this part, numerous experiments were performed on two simulated datasets (DC1 and 

DC2), and one real HRSI to illustrate the accuracy and effectiveness of the proposed 

algorithms. The proposed method AMUA has two alternatives: AMUA using BPT 

segmentation (denoted as AMUA (BPT)) and that using SLIC segmentation (denoted as 

AMUA (SLIC)). The proposed methods are compared with MUA using BPT (denoted 

as MUA(BPT)) [23], MUA using SLIC (MUA(SLIC)) [23], SUnSAL [20], SUnSAL-

TV [21] and S2WSU [22]. 

The optimal regularization parameters(    ,   ) are manually selected by performing 

a grid search for different datasets in SUnSAL, SUnSAL-TV, S2WSU and MUA 

algorithms. For the different datasets, Table 2 lists the optimal parameters given in [20], 

[21], [22], [23]. Notably, the regularization parameters(    ,   ) in AMUA algorithms 

are automatically estimated by an alternating iterative process. Hence, the parameters in 

AMUA algorithm are not constant and denoted by NA in Table 2. 
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Table 2. Parameters 

4.1. Simulated and real datasets for efficiency comparison 

To illustrate the efficiency, Table 3 lists the running times of SUnSAL, SUnSAL-TV, 

S2WSU, MUA and AMUA for DC1, DC2 and Cuprite data. All the algorithms were 

carried out on PC, using MATLAB R2019b, an Intel Core i5-8250u CPU (1.6 GHz) and 

8.00 GB RAM. For SUnSAL, SUnSAL-TV, S2WSU and MUA, the regularization 

parameters (    ,   ) are computed by a loop running many times with different 

combinations of some parameters until the best unmixing result is obtained. In most 

cases, the total number combinations of the parameters (TNCP) amounts to 100 at least. 

And for one combination, the executing time (ET) is different for different algorithms. 

Hence, the running time is computed by multiplying TNCP with ET. Since the 

parameters are estimated automatically in AMUA, there are not many parameter 

combinations, so the TNCP is equal to one. Compared with all other algorithms in 

Table 3, the AMUA efficiency is greatly improved and the total running time is greatly 

reduced. For DC2 instance, the total running times for SUnSAL, SUnSAL-TV, 

S2WSU, MUA(BPT), MUA(SLIC), AMUA(BPT) and AMUA(SLIC) are 1046.3s, 

17108s, 9130.5s, 1121.7s, 650.6s, 160.496s and 74.021s. The greatly improved 

efficiency mainly result from that the AMUA avoids extensive search for optimal 

parameters. 

Table 3. Running times (Simulated database for accuracy comparison) 

Data 

Algorithms 

SUnSAL SUnSAL-TV S2WSU MUA 

(BPT) 

MUA 

(SLIC) 

AMUA 

(BPT) 

AMUA 

(SLIC) 

DC1 5.187s 100 164.839s 100 50.063s 100 14.947s 100 7.164s 100 23.028s 1 19.869s 1 

DC2 10.463s 100 171.08s 100 91.305s 100 11.217s 100 6.506s 100 160.496s 1 74.021s 1 

Real mage 368.7s 100 2290.4s 100 961.8s 100 157.9s 100 202.5s 100 1107.8ss 1 997.34s 1 

 

     Algorithms 

 
   Data 

DC1 data cube 

20dB               30dB 

DC2 data cube 
20dB                   30dB 

Curprit 

SUnSAL λ = 0.7 λ = 0.1 λ = 0.1 λ = 0.01 λ = 0.01 

SUnSAL- TV λ = 0.05 λ = 0.007 λ = 0.01 λ = 0.005 λ = 0.001 

λT V = 0.05 λT V = 0.01 λT V = 0.03 λT V = 0.007 λT V = 0.001 

S2WSU λ = 0.1 λ = 0.005 λ = 0.01 λ = 0.01 λ = 7E(-5) 

MUA(BPT)  λ = 0.1 λ = 0.1 λ = 0.1 λ = 0.05 λ = 0.001 

λC = 0.005 λC = 0.005 λC = 0.005 λC = 0.001 λC = 0.001 

β = 30 β = 30 β = 5 β = 1 β = 3 

AMUA( BPT)  NA NA NA NA NA 
MUA( SLIC)  λ = 0.1 λ = 0.05 λ = 0.1 λ = 0.03 λ = 0.001 

λC  = 0.03 λC  = 0.007 λC  = 0.007 λC  = 0.003 λC  = 0.001 

β = 30 β = 10 β = 10 β = 3 β = 30 
AMUA( SLIC)  NA NA NA NA NA 
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4.2. Simulated database for accuarcy comparison 

Data cube DC1, which comprises 5 endmembers, has 75×75 pixels[20]. Meanwhile, 

data cube DC2 containing piecewise smooth abundance maps (with steep transitions) 

has 9 endmembers and 100×100 pixels[23]. In DC1 and DC2, the observed HRSIs 

were contaminated by white Gaussian noise, with signal-to-noise ratios (SNR) of 20 and 

30dB[23]. To assess the accuracy of unmixing, the signal-to-reconstruction error 

(SRE)[21] is defined as shown below:   

                   
              

   ,      (13) 

where   and    are the true and estimated abundance, respectively; a high SRE value 

for the estimated abundance leads to high estimated accuracy. 

Table 4 lists the SRE values of different algorithms for the data DC1 and DC2. And 

Fig.2 shows these values directly in a histogram. Compared with MUA, the SRE value 

of AMUA is slightly lower, near to that of MUA. For DC1 with a 20 dB instance, the 

SRE value of AMUA (BPT) achieves 12.715, the SRE of MUA(BPT) is 13.393, and the 

difference is only approximately 0.68. Meanwhile, the results of the AMUA algorithm 

were significantly better than those of SUnSAL(4.541), SUnSAL-TV(9.424) and 

S2WSU(7.697).  

Table 4. SRE values of different algorithms on DCI and DC2. 

            Algorithms 

Data 

DC1 data cube DC2 data cube 

20dB 30dB 20dB 30dB 

SUnSAL 4.541 8.911 4.281 10.428 

SUnSAL-TV 9.424 14.441 11.554 17.988 

S2WSU 7.697 15.487 9.332 21.668 

MUA(BPT) 13.393 18.257 13.928 16.963 

 

Fig. 2. SRE values of different algorithms on DC1 and DC2 by histogram 

Compared with S2WSU, the SRE values of AMUA are more stable. The SRE values 

of S2WSU for DC2 with 30 dB instance achieve the best performance (21.668) among 
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listed algorithms. However, the SRE value of S2WSU degrades rapidly to 9.332 when 

the SNR is decreased to 20 dB. The SRE values of AMUA(BPT) for DC2 30 and 20 dB 

are 16.963 and 13.928, respectively. The SRE values of AMUA(SLIC) for DC2 30 and 

20 dB are 17.60 and 14.488, respectively, demonstrating a stable performance.  

Figs. 3 and 4 show abundance map samples from different algorithms for the second 

endmember of DC1 and DC2, respectively, with the upper row 20 DB SNR and the 

lower row 30 DB SNR.  

Fig. 3 shows that the global differences between MUA and AMUA are too small to 

be observed, especially those between MUA(BPT) and AMUA(BPT), as shown in the 

red rectangles. Fig. 4 shows that compared with MUA, AMUA can improve the 

sharpness of edge regions between adjacent regions, such as green ellipse regions, and 

obtain more smooth homogeneous areas, such as the region in the yellow circle.  

 

Fig. 3. Abundance maps obtained by different unmixing algorithms for the second endmember in 

DC1 

 

Fig. 4. Abundance maps obtained by different unmixing algorithms for the second endmember in 

DC2 

4.3. Real hyperspectral image for accuracy comparison 

To evaluate the robustness of the proposed AMUA algorithm, qualitative comparisons 

were constructed using Cuprite, a well-known and widely used real data set provided in 

[43]. The abundance images estimated by different algorithms for the minerals alunite, 

buddingtonite and chalcedony are shown in Fig. 5, arranged from top to bottom. The 

AMUA algorithms can obtain similar abundance to that of MUA algorithms. However, 

some parts from AMUA (BPT) are smoother than that of MUA (BPT), such as the parts 

highlighted by the ellipses in Fig. 5. The edge parts by AMUA (BPT) are also sharper 

than by MUA (BPT), such as the areas highlighted by the rectangle in Fig. 5. 
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Fig. 5. Abundance maps of different algorithms methods for the data Cuprite. 

5. Sensitivity discussion 

This section will analyse the sensitivity of the AMUA algorithm to the regularization 

parameters (    ,   ), the estimated noise and the estimated abundance. 

5.1. Sensitivity to regularization parameters 

In the MUA, three regularization parameters( ,  ,   ) are manually selected to trade off 

the original image sparsity (  ), coarse scale sparsity      and multiscale spatial 

information ( ). The determination of the regularization parameters ( , ,  ) greatly 

affects the unmixing performance. The regularization parameters(    ,   ) are 

automatically determined in AMUA.The impact of  ,  , and    on the accuracy of 

unmixing results with DC1 20 and 30 dB by using MUA and AMUA algorithms are 

shown in Figs. 6 and 7, respectively. The 4-D colour-maps illustrate the SRE values 

(corresponding to the bubble colour) at different combinations of  ,   and   . For 

example, in the Fig.7 (a), the bubble A exhibits shallow blue, which denotes the SRE as 

12.321 at a combination of  =0, =1000 and   =0. The values of the regularization 

parameters are searched within {0,1e-15,1e-13,1e-11,1e-9,1e-7,1e-5, 1e-3 ,1e-1, 1e0, 

1e1 ,1e2 ,1e3}. The sub-figures (a) and (c) in Figs. 6 and 7 illustrate the searching 

details in the MUA (BPT) and MUA (SLIC) algorithms, respectively. The combinations 

of  ,   and    are automatically determined in AMUA algorithms. And the sub-figures 
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(b) and (d) display the performance of the AMUA (BPT) and AMUA (SLIC) 

algorithms, respectively.  

The following conclusions are presented on the basis of Figs. 6 and 7. 

(1) For the MUA, satisfactory accuracy can be achieved by carefully selecting 

appropriate combinations of the regularization parameters. For example, in Fig.6 (a), the 

highest SRE value (approximately 12.627 dB) occurs at   = 1e-3,   = 1 and    1e-1; 

however, poor accuracy, such as the SRE value(-6.50 dB), occurs at improper 

combinations of regularization parameters. The AMUA not only obtains the acceptable 

accuracy, but also avoids searching the regularization parameters manually. 

(2) The optimal regularization parameters vary for different datasets; such a 

variation would be a burden for manually searching the regularization parameters in 

practice. For MUA (SLIC) under DC1 20 dB instance, the highest accuracy can be 

achieved at   = 1e-3,   = 1e2 and   =0.001. However, the highest accuracy under DC2 

30 dB can be obtained in a different combination of   = 1e-4,   = 1e-3 and    = 1000. 

(3) The AMUA algorithm could achieve relatively satisfactory results on test data 

sets by effectively determining regularization parameters adaptively. Figs. 6 and 7 

demonstrate that the bubbles obtained by the AMUA share the same colour as the high 

accuracy bubbles obtained by MUA. 

 

 

Fig. 6. SRE in relation with regularization parameters  ,   and    for DC1 20dB 

(a)                                                                             (b)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c)                                                                              (d)  
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5.2. Sensitivity to the noise variance estimated from the HRSI 

The noise variance   
  estimated following the method proposed in reference [43] is a 

crucial parameter in the ADMM and affects the conduct of the unmixing algorithms. 

However, the estimated results are usually unstable. Experiments are performed on the 

data cube DC2 (20 dB), DC2 (30 dB), DC2(40 dB) and the Cuprite to understand the 

effects effectively. The fluctuation of noise (FR) is defined as follows: 

   
       

   
 ,                                                           (14) 

where     represents the true noise variance of the HRSI. VNV denotes the 

estimated noise variance for the HRSI. FR represents the fluctuation degree, which 

ranges within [-1, -0.01, -0.05, -0.1, -0.5, 0, 0.01, 0.05, 0.1, 0.5, 1, 5, 10, 50, 100, 1000 

and 10000]. Different VNV values could be obtained for sensitive experiments by using 

(15), providing the TNV and different FR values. Notably, FR = 0 means that the VNV 

is estimated accurately, which is equal to the truth value. Meanwhile, FR = -1 means the 

VNV = 0. 

               .                                             (15) 

Fig. 7. SRE in relation with regularization parameters  ,   and    for DC2 30dB 

(a)                                                                          (b)  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(c)                                                                            (d)  
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In the AMUA, the different values of the VNV are utilized to obtain different values 

for    
   

 to derive various unmixing results. The relationship curves between SRE and 

the FR are shown in Fig. 8. The horizontal and vertical axis denote FR and SRE , 

respectively. The turquoise and yellow marker denote the SRE obtained with the true 

noise variance. The red and blue markers denote the SRE obtained with fluctuating 

estimated noise variance. From the Fig. 8, the following conclusions can be drawn. 

1. In the absence of noise wi h  R = −1, which is impractical, the unmixing 

accuracy is low (i.e. the SRE falls to 1.667 in Fig. 8(b)).   

2. The small fluctuation of the estimated noise variance cannot affect the 

unmixing performance significantly, such as in Fig. 8(b). In this figure, the 

SRE(SLIC) at location (FR = 0.01) is 17.595, whilst that obtained with the 

true noise is 17.6, demonstrating a difference of 0.005. 

3. The unmixing accuracy decreases with the increase in the fluctuation of the 

VNV. For instance, in Fig. 8(a), the SRE(SLIC) at the location FR = 0 is 

14.488, whilst that at FR = 1000 decreases to 14.327. 

The ground truth for the Cuprite data is not provided. Thus, the true noise variance in 

HRSI is estimated by the method in [43], and the value(TNV) is 7.2659e-06, which is 

regarded as the truth noise variance. Different VNV values are employed in the AMUA 

to generate different abundance maps, as shown in Figs. 9,10 and 11. The abundance 

maps in each subfigure (f) are regarded as the ground truth maps. These maps reveal 

that the accuracy of AMAU is relatively insensitive to the fluctuation of the VNV. For 

example, in Fig. 9, most sub-figures are similar to the ground truth map, except for the 

maps in Figs. 9(a) and 9(h), which are far away with extreme FR values. The FR in Fig. 

9 (a) is -1, which means that the noise variance VNV is 0, namely the HRSI is in the 

absence of noise. For FR in Fig. 9 (h) is 10000, which means that the fluctuation of the 

noise variance is extremely large. 

 

Fig. 8. SRE in relation to noise variance fluctuation for DC2. 

The results generally illustrate the robustness of the AMUA to the small fluctuation 

of the VNV. 
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Fig. 9. The Alunite abundance images considering the noise variance fluctuation. 

 

Fig. 10. The Buddingtonite abundance images considering the noise variance fluctuation 
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Fig. 11. The Chalcedony abundance images considering the noise variance fluctuation. 

5.3. Sensitivity to the variance of the abundance updated at each iteration. 

The detailed process of updating the regularization parameters in AMUA is presented as 

follows: 

          
   
     

   
(where    

   
             , 

  
   

       
   

      
   

(where    
   

       
      ,                          (16) 

        
   
     

   
;  where   

   
             

    . 

The regularization parameters are updated according to      , which is the estimated 

abundance obtained at iteration t.  

For comparison, in the process of solving AMUA,       is replaced with the true 

abundance   denoted as AMUA-GT. That is, the parameters are set as follows:  

          
   
     

   
(where    

   
         , 

  
   

       
   

      
   

(where    
   

       
      , 

        
   
     

   
;  where   

   
         

    .                        (17) 

The abundance images estimated by AMUA, AMUA-GT and other different 

algorithms are shown in Fig. 12 and Fig. 13 ,with subfigure (a) under 20 dB, subfigure 

(b) under 30 dB and subfigure (c) under 40 dB. The corresponding SRE values are also 

listed in Table 5.  

From Fig. 12 and Fig. 13, It can be revealed that the difference between the 

abundances estimated by AMUA-GT and AMUA is insignificant. And the same 

conclusion can be drawn in Table 5. For DC1 with 30 dB instance, the SRE values of 

AMUA-GT (BPT) and AMUA( BPT) are 18.281 and 18.217, respectively. The 

difference is only 0.052. For DC1 with 40 dB instance, the SRE values of AMUA-GT 
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(BPT) and AMUA( BPT) are 21.959 and 21.806, respectively. The tiny difference is 

0.153. For DC2 with 20 dB instance, the SRE values of AMUA-GT (SLIC) and AMUA 

(SLIC) are 14.77 and 14.488, respectively. The difference 0.286 is also very small. So 

the AMUA is insensitive to the variation of the abundance updated at each iteration. 

 

Fig. 12. The first comparison of abundance images estimated by different algorithms 

 

Fig. 13. The second comparison of abundance images estimated by different algorithms 
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Table 5. The comparison of SRE values by different algorithms. 

Algorithms 
 

Data 

DC1 data cube DC2 data cube 

      

 
20 dB 30 dB 40 dB 20 dB 30 dB 40 dB 

MUA(BPT) 13.393 18.257 21.8 13.928 16.963 18.54 

AMUA-GT(BPT) 13.435 18.281 21.959 13.788 16.134 18.68 
AMUA(BPT) 12.715 18.217 21.806 13.554 14.9704 16.32 

MUA(SLIC) 11.346 15.731 22.126 14.757 18.328 20.52 

AMUA-GT(SLIC) 11.380 15.770 22.302 14.774 18.184 22.07 

AMUA(SLIC) 10.530 13.832 20.17 14.488 17.60 20.38 

6. Conclusion 

The efficient AMUA algorithm is proposed in this paper for unmixing hyperspectral 

images, which can be applied to national land resources detection. The AMUA model is 

constructed by applying the MAP to the MUA model. The relationships among 

regularisation parameters, estimated abundances and estimated noise variances are 

explored and applied to ADDM to update the regularisation parameters automatically 

during the optimization process.   

Two simulated hyperspectral datasets and one real HRSI were employed to verify the 

effectiveness and accuracy of the proposed algorithm. All the observations prove that 

the calculation efficiency is markedly improved without manual parameter selection at 

the cost of negligible accuracy. A series of sensitivity experiments were also undertaken 

to demonstrate the robustness of the AMUA algorithm.  

The limitation lies in the fact that the noise in the observed HRSI is assumed as 

independent and identically Gaussian distribution, which is not suitable for many 

practical situations. Therefore, the sparse unmixing for HRSI contaminated with non-

Gaussian noise will be studied in the future.  
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Abstract. The study aims to avoid the phenomenon that thousand cities seem the 

same in the construction of smart cities and the efforts of all walks of life are 

jointed to implement the construction of smart cities and the creation of city 

brands. First, the basic theory of smart city construction is introduced. Second, the 

restricting and promoting factors influencing smart city construction and 

development are analyzes, and the evaluation system of smart city development is 

established. Then, the model for smart city construction and development based 

on the neural network is implemented. Finally, some domestic cities are selected 

as the dataset to build a training model, and the city brand optimization strategy is 

proposed. On this basis, an evaluation system for smart city development based on 

the intelligent neural network and Grey relational analysis Back Propagation 

Neural Network (GRA-BPNN) is obtained. The entropy weight method (EWM), 

grey relational analysis (GRA) method and the evaluation method based on 

Technique for Order Preference by Similarity to an Ideal Solutionv (TOPSIS) are 

regarded as the members of the control group, and the results of different methods 

for evaluating the development of smart cities are compared. The results show 

that the modeling of smart city construction based on neural networks can help to 

implement an evaluation model for smart city construction and development, and 

it can help evaluate smart city construction and development accurately. And then 

the corresponding strategies are proposed to speed up the construction of smart 

cities with its local characteristics, and then city brands are built. Compared with 

other evaluation algorithms, the performance of the algorithm proposed is better 

and more stable and the evaluation results are more reasonable than those of the 

others, which can prove that the evaluation algorithm is feasible and scientific. 

This study provides a new idea for the application of deep learning to smart city 

construction and city brand building. 

Keywords: Neural network model; Smart city; Construction and development; 

City brand. 
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1. Introduction 

With the progress of urbanization, the demand for economic development, resource 

allocation, and sustainable development of cities becomes higher. At the end of 2019, 

urban population reaches 850 million, and the urbanization rate is over 60%. With the 

increase of the urban population, the need for a higher level of urban management is 

becoming more and more urgent. Therefore, the concept of constructing a smart city 

and a new satellite city in large cities is proposed to solve the problem caused by 

urbanization, and the traditional urban management model needs to be improved [1, 2]. 

There are following studies on the role of smart cities. The construction of smart 

cities or digital cities has a positive effect on improving the traffic conditions in big 

cities, increasing the utilization rate of traffic facilities, speeding up the development 

mode of green cities, promoting scientific governance, changing the old production 

mode of the city, improving the living standard of residents and making the residents 

feel happy [3, 4]. With the accelerating of urbanization, urban development can drive 

regional development in the brand-led competition in the international market. The 

Inter-regional competition has become the competition of comprehensive strength with 

cities as the core, the carrier and the platform. Generally speaking, smart cities can 

improve the happiness of residents and increase the competitiveness of cities. Research 

on the theoretical framework and evaluation methods of smart cities: as an important 

element in urban competition, city brand building gradually becomes a major approach 

to the development of many cities, and city brand building will inevitably become an 

important part of urban development. At present, there is no universally acknowledged 

specific expression of the connotation of urban brand. Different researchers have put 

forward their own theoretical framework and evaluation systems from different aspects, 

and have accordingly selected different research methods. Xiang et al. (2019) pointed 

out that some smart cities have been constructed, but the relevant evaluation system is 

not established. Therefore, according to the concept of smart city construction, the state 

of the current smart city construction is obtained by modeling and calculation [5]. And 

the evaluation index system is constructed. The closest correlation degree of the six 

indexes is discussed, and the key indexes affecting smart city development are analyzed. 

Regarding the development status and existing problems of smart cities, Su et al. (2019) 

argued that smart city construction is an important direction of global urban 

development and reflects the people’s wish for life [6]. The construction of smart city is 

also a long-term task to promote urbanization and urban development. The new 

urbanization takes wisdom, and green ecology as the core, and more and more cities 

plan to construct a city with green ecology, wisdom and wisdom urbanization. 

Landscape pattern optimization is one of the important ways to realize regional 

ecological security. But with the rapid development of urbanization, ecological space 

has been compressed. How to coordinate the contradiction between regional ecological 

security and socio-economic development has become the main problem of land use. 

Ming and Wang (2019) also pointed out that with the growth of urban population, the 

rapid development of smart cities has become the focus of urban regional development 

[7]. They said that smart healthcare is an indispensable part of smart city construction. 

However, the security of data and the timeliness of services are the problems faced by 

the current intelligent medical system. The concept and function of neural network are 

studied as follows. Back Propagation Neural Network (BPNN) is a multilayer 

feedforward neural network developed on the basis of the sensor network, and it is 
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widely used in the Internet field. The classification of BPNN is complex, and BPNN has 

excellent multidimensional function mapping ability. BPNN includes input layers, 

hidden layers and output layers. In essence, the objective function of the  algorithm 

based on BPNN uses the network error square and the gradient descent method to 

calculate the minimum function. Nowadays, neural network technology is widely used 

in all walks of life,attracting wide attention from many experts and scholars. Vekinis 

and Constantoudis (2020) made predictions by using multi-layer neural networks, 

including surface roughness and the geometric shape of a given atomic force 

microscope (AFM) [8]. Dubourg et al. (2019) simulated data by training AFM, and the 

measurements show a good fitting between the training set and the test set. Machine 

learning is used to evaluate the samples and fast and efficient selection is realized, 

reducing the operation cost of AFM measurement [9]. Ostad-Ali-Askari and 

Shayannejad (2021) used artificial neural networks to calculate the drainage spacing 

under unstable conditions in areas with different soil properties and drainage spacing. 

The network designed contains a hidden layer with four neurons, and the drainage 

spacing calculated by the method is consistent with the actual value, and has higher 

accuracy than other methods [10] . In addition, machine learning is also widely used in 

different fields. For example, in the analysis of residential land prices in smart cities, 

four nonlinear machine learning algorithms are used to build a block residential land 

price prediction model, which provides a theoretical basis for in-depth understanding of 

urban residential land prices. In the smart city, the integration of AI and the IoT 

technology is applied to the smart home to realize the construction of the whole house 

smart home system. In the smart city fire safety, the improved naive Bayes algorithm is 

used to improve the sensitivity of fire equipment identification. "Machine learning" can 

be used in urban drainage design to predict hazards. 

It is found that neural network technology is mainly used in the field of natural 

science, and it is less used to research social life and business activities. In order to 

solve the problem of "multiple cities look the same" in the construction of smart cities 

that appeared in many places, people should effectively implement the construction of 

smart cities and the building of city brands. Therefore, the innovation of this study is 

that neural network technology is used to study the optimization of smart city 

construction and city brand building, and a new computer technology is proposed and 

used in the evaluation of city brand construction. The technology provides a new 

perspective for the evaluation of smart city construction and development. In the 

information society, a variety of new computer technologies emerge endlessly, and a 

technology that can be used to evaluate smart city construction is born. Here, the 

relevant theories of urban brand optimization are analyzed and studied, and the factors 

affecting the construction and development of smart cities are analyzed. Then, BPNN is 

introduced to establish the evaluation model of the construction and development of 

smart cities, and the urban brand optimization strategy is proposed to evaluate the 

construction and development of smart cities and optimize the city brand model. The 

establishment of a BPNN model simplifies the manual calculation, and calculates the 

correlation among the indicators of the smart city through the grey relational theory to 

ensure the validity of the assessment of smart city construction. The data output by the 

BPNN algorithm based on grayscale correlation can be more accurate. This study solves 

the problem of evaluating the development potential of smart cities, provides a reliable 

data model for the future development and construction of smart cities, and plays a 
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positive role in improving the development of smart cities and ensuring the ability to 

build smart cities. 

2. Theories of Smart City Construction and Optimization of the 

City Brand Model 

2.1. BPNN 

Neural networks. The biological neural network is used to construct the structure of 

the model based on the artificial neural network (ANN), which is a combination of 

many artificial neurons. ANN can adjust its internal structure with the change of the 

external environment. It can also be used as a modeling tool to characterize and model 

the functional relationship between the input and the output, or to analyze the relations 

between data. The content of the neural network is an algorithm constructed by the logic 

of the external environment or human society. The invention of the neural network is 

inspired by the neural network operation principle of natural biology (human or 

mammals) [11,12]. ANN is an active learning model, which optimizes the model 

according to the statistical results. Its cavities are calculated by statistical laws, and 

many mathematical descriptions in local structural space are obtained. Also, 

mathematical statistics are mainly used for learning and calculation in the field of 

machine perception, as well as for simulating the artificial perception system. Finally, 

ANN obtains the most basic decision and judgment ability. Compared with the 

traditional logic operation model, this self-learning model is promising. Chen (2020) 

studied the application of deep learning to smart city construction [13]. 

ANN does not need to directly reveal the functional relationship between the input, 

the output, and the mathematical equation. It only needs to use its network 

independently to learn the laws and the rules between data. When the input value is 

given, the corresponding output value is obtained. 

BPNN. The BPNN system is an artificial neuron model with a multi-layer network. 

Its basic idea is that the gradient descent method is used to minimize the mean square 

error between the actual output value given by the model and the expected through 

gradient search. Figure 1. shows the topological structure of the BPNN model [14, 15]. 
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Fig. 1. Topological structure of the BPNN model 

The activity of biological neurons is presented by a simple mathematical model. It is 

used to receive the signals transmitted by other multiple neurons, which are aggregated 

into total signals. The total signals are compared with the thresholds. If the threshold is 

greater than the limited, the excitation signal is output. If the threshold is less than the 

limited, the excitation signal is in the inhibitory state. A plane is divided into two parts 

by a straight line, and the three-dimensional space is divided into two parts by the 

delayed plane. A dimension hyperplane n-1 divides the n -dimension space into two 

parts, which belong to different categories. Such classifiers are called neurons. The 

equation used in dividing the plane is as follows: 

          . 
(1) 

The left side of the equation can be greater than zero or less than zero, which 

respectively represents the point on one side or the other side of the line. This equation 

is extended into the dimensional space. The high-dimensional form of the line is called 

a hyperplane. Its equation is as follows: 

                        . 
(2) 

The neuron in the model outputs 1 when   is greater than 0 or less than 0. It is used to 

divide the feature space in half and the two lobes belong to two categories, as shown in 

Figure 2. 

 

Fig. 2. M-P neuron model 

After it is input and learned, the direction of the feature vector is changed. The 

absolute value of the weight is the influence of the input signal on neurons. 

The activation function has six categories: 
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a. Oblique function: when the absolute value of x is less than c c, f(x⁡)=kx+c. When 

x is greater than c, it is equal to T. When x is less than -c, it is equal to -T.  

b. Threshold function: when x is greater than c, f(x)+1; when x is less than -c, it is 

equal to 0. 

c. The expression of the nonlinear function is shown in equation (3): 

     
 

            . 
(3) 

d. The derivative of the Sigmoid function is as follows: 

      
     

         
               . 

(4) 

e. The bipolar Sigmoid function is as follows: 

     
 

              . 
(5) 

f. The derivative of the bipolar Sigmoid function is as follows: 

      
      

         
  

       

 
 . 

(6) 

  represents the weight of each node, and the results of the neural network need to be 

normalized to 0 – 1. When the transmission function is between 0-1, the difference 

between the results is significant. When the transmission function is more than 1, its 

variation will be significantly reduced (derivative or slope is relatively small), which 

has adverse effects on the performance of the BPNN algorithm. The BPNN algorithm 

uses the gradient information of the transmission function between each node during the 

process. If the input value is too high, it will lead to a small gradient value, causing the 

difficulty of adjusting the relationship between the weight and the threshold. 

2.2. Grey relational theory 

Grey relational analysis (GRA). GRA is a multi-factor analysis method that is often 

used in the grey system. For the correlation between the two systems, the degree of the 

correlation varies with time. In the development of the system, the degree of 

synchronous change is high, that is, the degree of the correlation between the two is 

high if the changing trends of the two are consistent. Therefore, the grey relational 

analysis method is based on the similarity or difference of the development trend 

between the two factors, that is, “grey relational degree”, a method of measuring the 

relational degree between factors, and it is generally used to analyze the influence and 

contribution of each factor on the main body under different situations. The grey 

relational method can calculate the development trend of the curve according to its state 

and similarity and determine the consistency between districts and counties [16-18]. 

Grey relational algorithm. The flow chart of the grey relational algorithm is shown in 

Table 1 [19]. 
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Table 1. Flow chart of the grey relational algorithm 

Number Steps  
a Indexes are set as follows: in                                ,   represents the 

number of attributes,    is the weight of the table is the weight value of k indicators,    is 

the characteristic proportion of the weight, and     is the weight. The relationship of these 
factors is shown in equations 7–9. 
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                               (9) 

b If there are    objects,   indexes, and                              , and the best 

scheme is marked as                       , the worst scheme is marked as   
                   , and the weight of   indexes is            . 

c The grey relational coefficient is calculated as follows: 

     
                                

                    
 

 
                                                

                                      
         (10) 

 represents the resolution coefficient, and its range is between 0 and 1. 
d The grey relational degree    is calculated, and the equation is as follows: 

   
 

 
       

                                  (11) 

  represents the number of sequence objects. The larger the value of    is, the greater the 

grey relational degree is.       is the grey relational coefficient. When the value is greater 
than or equal to one-half of the value, the relational effect is obvious. 

e If the optimal sequence    is maximum, the maximum relational sequence is obtained. 

2.3. Evaluation of smart city construction 

Smart cities. A smart city is the advanced form of urban informatization after a digital 

city and it is constructed by the deep integration of informatization, industrialization, 

and urbanization. At present, smart city construction promotes the development of 

connotative urbanization, develops emerging industries, increases new economic growth 

points, upgrades traditional industries, social energy conservation, and emission 

reduction, and the transformation of economic development mode, and seizes the 

opportunity of the industrial revolution in the international competition. 

In 2010, smart city construction is first proposed by a company in the United States. 

The company divides the city and sets up multiple systems with different functions, 

including the municipal system, the traffic system, and the system to expand its 

communication capacity, and the systems for water supply and energy supply. These 

systems do not work alone but cooperate mutually. Under this circumstance, smart city 

construction and development gradually become the focus of the research. Although the 

government has not issued specific documents to support the action, researchers in the 

academic circle have reached a consensus on this issue. Their ideas for smart city 

construction are that a smart city should have following characteristics: (1) the city 

management is smarter; (2) living in the city is more convenient; (3) public information 

is transparent; (4) the utility of resources is reasonable; (5) the ecological environment 

is livable; (6) the city's culture is inclusive of all kinds of non-mainstream ideas and 

lifestyles; (7) the interpersonal relationship of the residents is sincere and public 

services are convenient; (8) the city management is refined; (9) the living environment 

is livable; (10) the infrastructure is intelligent; (11) the network is safe [20, 21]. 
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The proposal of smart city construction is based on cities’ development. Computer 

technology is one of the emerging technologies, such as blockchain technology [22], 

cloud computing technology [23], big data technology [24], IoT (Internet of Things) 

[25], and the mobile wireless network. It can be used to improve the quality of products 

and services, and its application to the intelligent community, intelligent government 

affairs, intelligent education, intelligent management, people's livelihood, intelligent 

medical treatment, and other aspects of city production and life is realized, so that the 

development of all things is achieved and the harmony between the residents and the 

city is promoted, making the city more intelligent with the wisdom of the people there. 

The digital information lays a good foundation for smart city construction and also 

entrusts with the new goal and new development vision in the new era. The 

management of a city is mainly based on computer technology, including IoT, 

blockchain technology, big data technology, and cloud computing technology. Through 

monitoring various aspects of the city, real-time data are obtained and provided for the 

decision-makers and administrative organizations of the city's management, avoiding 

blind decision-making and making city management more automatic and detailed [26]. 

 

Fig. 3. Distribution of pilot smart cities in the provinces of China at the end of November 2018 

Smart city construction in China is supported by the central government and local 

state-owned organizations at all levels. From 2017 to 2018, the state issues a series of 

policies to encourage the development of smart transportation and healthcare based on 

cloud computing and artificial intelligence (AI). For example, in July 2017, the State 

Council issues “Development Planning of New Generation Artificial Intelligence”, 

which points out six key tasks for developing AI in 2030, namely, vigorously 

developing the economy based on AI, improving the research ability of AI, building a 

sound research and production system and a new intelligent society based on AI, 

expanding the application of AI to social life, national defense and military, establishing 

a widely used application system of AI, and planning scientific research based on AI in 

the future [27]. Strengthening the application of AI to production, life, military and 
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other aspects of modern society can provide a good starting point for smart city 

construction. Figure 3 shows the distribution of pilot smart cities in the provinces of 

China at the end of November 2018 [28]. 

The above figure shows the current situations of smart cities in China by the end of 

2018. The deeper the color is, the fewer pilots there are in the province. The survey 

shows that the cities along the southeast coast are the first pilots for reform. There are 

most pilots in Shandong, Jiangsu, and Hunan provinces in China, 30 in Shandong, 28 in 

Jiangsu, and 22 in Hunan [29]. 

Nowadays, smart city construction is extensively carried out, but there also appear 

some problems. First, the understanding of the connotation and development path of 

smart cities has not yet reached a consensus. Second, the connectivity and sharing of 

cross-industrial and cross-sectoral information become difficult, leading to the low 

interoperability between resources and businesses. The reasons may be that some units 

or departments take the public information as a means to charge the application cost 

produced by the implementation of the traditional charging policy, each department has 

its own information system, and the statistical data between the departments are 

inconsistent. Third, the organizations of each country cannot provide data to other 

working organs due to different reasons. It has been several years since the Central 

Committee introduces the concept of the triple play (telephone network, cable 

television, Internet) to the public. The data connectivity among the various working 

bodies is weak and overheating appears in smart city construction. Fourth, local 

governments in some areas are too busy to consider the local financial situation. Fifth, 

Internet construction is not perfect, and there exist hidden dangers in information 

security. In this case, many local governments follow the examples of other successful 

regions, resulting in the phenomenon of “thousands of cities are the same” [30] 

Evaluation index system of smart cities. The evaluation index system of smart 

cities is shown in Table 2 [31, 32]. 

.Table 2. Evaluation index system of smart cities 

Categories of indexes Specific indexes 

Economic development and future 

expectation F 

Per capita GDP (Gross Domestic Product) F1 of the surrounding areas 

Regional real estate investment GDP share F2 

Per capita DI (Disposable Income) F3 of the residents in the city  

City consumer expenditure F4 

Social development and future 
expectations S 

The total regional population at the end of year S1  
Non-public road freight S2  

Non-public highway passenger volume S3 

Public Service Quality and Future 

Development Expectations P 

Per capita housing area P1  

The average number of beds per thousand patients P2  Average green 

area P3  

Per capita collection of public libraries P4 

Technological innovation capability 

and the expectation I 

The proportion of science and technology appropriations to local 

government expenditure I1  
The proportion of research and experimental research development 

funds to local production output I2 

Patent application I3  

Number of universities I4  

Number of college students I5 

Network facility construction E The proportion of infrastructure expenditure to GDP E1  

Thousands of people have network length E2  
Fixed number E3 

Number of mobile phones E4  

Number of network users E5 
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2.4. City brand building 

Basic concept. City brand building is a comprehensive interdisciplinary subject that 

covers multiple disciplines. It takes brand science, urban economics, urban planning, 

advertising and marketing, and development as the core, and covers other disciplines, 

such as aesthetics, manufacturing, and history. Figure 4 shows the disciplines of city 

brand building [33, 34]. 

 

Fig. 4. Disciplines that city brand building covers 

Basic theories of city brand building. Basic theories of city brand building include 

brand marketing theory, sustainable development theory, behavioral geography theory 

and urban planning theory. The core idea of brand marketing theory is to build a city 

brand with local characteristics, improve customers’ loyalty and increase the added 

value of the city brand. Sustainable development theory is the principle of urban brand 

building, that is, it is people-oriented and a harmonious operating framework of 

“natural-economic-social” should be built. And behavioral geography can be a tool to 

help promote urban brand building. The urban planning theory is the basis of 

administrative behavior after urban construction. The city brand building theory is the 

extension of the urban planning theory and it is proposed to provide new ideas and 

perspectives for urban construction and development and enhance urban charm and 

expand the influence of city brands. 

Strategies for city brand building. City brand building includes nine strategies, and 

their relations are shown in Figure 5. 
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Fig. 5. Strategies for city brand building 

Figure 5 shows that strategic planning is the first step in the whole process. The 

second step is to do some research. The third step is to excavate various resources of the 

city and find the personality, soul and concept of the city according to the principles of 

uniqueness, exclusiveness and authority. The fourth step is to build core values. The 

fifth step is to determine the target market. The sixth step is making plans for city 

development. The seventh step is determining the identifier. The eighth step is 

implementing the plan. The ninth step is supervising the promotion of a city brand. 

Evaluation methods of city brands. The mainstream evaluation method of a city 

brand is through principal component analysis, which is a multivariate analysis method. 

The method can successfully detect the correlation of indexes and does not need to set 

the weight of the index. Therefore, the method is employed here. 

3. Research Model and the Methodology 

3.1. Experimental Procedure 

In this study, the data of 15 cities including Beijing, Shanghai, Guangzhou, Shenzhen, 

Hangzhou, Nanjing, Changsha, Guizhou, Ningbo, Chongqing, Chengdu, Xi'an, 

Kunming, Zhengzhou and Jilin in 2020 are selected as the samples of this experiment. 

The evaluation model of smart city construction and development is tested 

experimentally. The Changsha city brand data in 2020 is selected as the sample for this 

study. Iteration is performed by software MATLAB (MATrix LABoratory), and a total 

of 20-dimensional vectors are output. The output layer is set to contain 20 nodes, the 

node is set to 1, and the hidden layer neuron range is controlled between 5-7, a total of 3 

neural network structures. 



584          Yingji Li et al. 

Decision tree algorithm process: Let Q_X=(x=1,2,3,….,\|n|) be the proportion of x-

type samples in sample D. When the value of Q_X is smaller, the purity of the D sample 

will be higher, and the Gini(D) will be smaller. The calculation of the information 

entropy Ent(D) and its Gini index Gini(D) is as follows: 

                 
   
    . 

(12) 

             
    

    . 
(13) 

Data sharing is carried out through the code sharing platform GitLab to improve the 

repeatability of experiments. The specific steps are given as follows: (1) Enter the 

GitLab website to register an account. (2) Create a workgroup. (3) Create a GitLab 

project, and fill in the project name and its type, etc. (4) Import SSH Keys to generate 

Key file. (5) Upload the project. 

3.2. GRA-BPNN model 

GRA-BPNN model is realized by combining GRA method with BPNN to evaluate the 

development of smart cities. The implementation of the model based on the original 

GRA requires three steps, as shown in Table 3. 

Table 3. The model added 3 steps based on the original GRA algorithm 

Num

ber 

Steps 

f The sample is expressed as                  , the expected output is                  ,   is 

the number of samples,   is the number of input vectors, and the initial value of the threshold is set. 
g If the output value of each layer is        , and    represent the expected output value of each 

sample, the error between them is calculated.  

h Modify the weight     and threshold    , and the output layers   and   can be calculated by 

equations 12-15. 
 

                                                   (14) 

 

                                                   (15) 

 

                                                    (16) 

 

                                                  (17) 

 

Based on the equations, the weighting coefficients  ,  ,   are improved, and the weighting 
coefficients of the output layer and the hidden layer are adjusted until the error is less than the 

preset error. The training is completed or the next cycle starts until the curve converges, and the 

results are obtained. 

 

The basic structure of the algorithm is shown in Figure 6. 
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Fig. 6. Structure of the GRA-BPNN algorithm 

3.3. GRA-BPNN model 

Sample data. Beijing, Shanghai, Guangzhou, Shenzhen, Hangzhou, Nanjing, 

Changsha, Guizhou, Ningbo, Chongqing, Chengdu, Xi'an, Kunming, Zhengzhou, and 

Jilin are selected as the samples to test the evaluation model for smart city construction 

and development because they are the pilots in the national smart city construction. The 

15 cities are the first cities that are declared as domestic smart cities, in which the 

infrastructures are relatively perfect, the level of economic development is high, and the 

supporting facilities for smart city construction are equipped. The data of the cities 

mainly come from “2020 national economic and social development statistics bulletin”, 

“2020 scientific and technological progress statistical monitoring results and scientific 

and technological statistics bulletin”, “2020 nineteen city financial technology 

investment comparison” and other statistics on the Internet. These smart cities are 

represented by English abbreviations to make the calculation process simple. They are 

represented by City1, City2, City3, City4, City5, City6, City7, City8, City9, City10, 

City11, City12, City13, City14 and City15. The original data of the construction and 

development of 15 smart cities in 2020 are shown in Table 4 below. 

Experimental software. MATLAB is used to output 20-dimensional vectors. The 

output layer contains 20 nodes, and the output layer node is set to 1. The neurons in the 

hidden layer are adjusted from 5 to 7 according to the data, and a total of three 

structures of neural networks  are obtained. 

The entropy weight method (EWM), the grey correlation evaluation analysis method 

mentioned above and the evaluation method based on Technique for Order Preference 

by Similarity to an Ideal Solution ( TOPSIS ) are introduced to verify the performance 

of the GRA-BPNN model proposed. The evaluation results of the four different 

methods of smart city development are compared. 
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Table 4. Original data of the construction and development of 15 smart cities 

 Indexes 
cities F1 F2 F3 F4 S1 S2 S3 P1 P2 

City 1 161409 0.472 4126.88 36947 1408.6 26859 65272 36.27 10.57 

City 2 162499 0.372 44.962 29266 1538.0 85416 12802 34.5 9.41 

City 3 134001 0.59 42840 25796 591.2 37256 27465 44.4 6.1 
City 4 133890 0.280 41853 27839 1165.8 30728 212833 29.1 5.985 

City 5 175907 0.36 39164.6 31601 833.4 89400 90380 35.5 8.6 

City 6 87439 0.74 34067 23117 661.41 22709 37844 31.18 6.56 

City 7 47229 1.050 19106 19106 463.30 22392 61540 23.78 7.3 

City 8 62507 1.118 29194 21586 772.2 40242 41218 32.0 5.2 

City 9 56372 0.852 21878 168.61 332.54 11642 4948 25.66 7.43 

City 10 70476 0.233 31079 21473 1284.5 44439 135170 39.9 7.95 

City 11 97197 0.42 39149 29420 740.68 28465 50257 38.2 3.83 
City 12 121262 0.774 30932.3 21268 832.82 45640 30730 35.86 6.81 

City 13 63952 0.96 29465 21794 554.59 29284 18498 31.73 8.91 

City 14 182006 0.609 41110 26703 483.34 19509 27088.9 39.07 7.56 

City 15 135693 0.768 40992 267.58 654.20 30110 16727 16727 6.51 

 Indicators  

Cities   P3 P4 I1 I2 I3 I4 I5 E1 E2 

City 1 16.6 1.12 5.54 0.172 51622 190 61.00 0.185 14.136 
City 2 13.12 1.12 5.98 0.172 51622 69 51.588 0.085 2.900 

City 3 11.99 3.14 4.02 0.148 49790 17 16 0.24 4.885 

City 4 17.7 1.09 5.16 0.202 59517 6 8.35 0.229 2.116 

City 5 16.6 0.97 3.99 0.145 59518 81 94.4 0.225 2.116 

City 6 16.45 0.73 2.8 0.006 3278 111 17.77 0.287 3.216 

City 7 12.3 1.34 1.06 0.328 4064 56 34.52 0.466 1.70 

City 8 14.01 1.10 3.21 0.042 3642 61 45.45 0.328 0.942 

City 9 11.08 2.99 2.017 0.002 20536 4 4.84 0.537 2.116 
City 10 14.37 0.60 2.44 0.039 1123 81 97.75 0.177 4.06 

City 11 11.9 0.51 2.19 0.026 3282 61 39.73 0.254 3.406 

City 12 11.65 0.53 2.05 0.045 4432 54 71.28 0.591 4.576 

City 13 11.9 0.94 50.4 0.038 34367 13 12.25 0.081 4.440 

City 14 15.82 2.85 2.80 0.038 56105 55 81.85 0.252 4.441 

City 15 16.1 2.40 1.9 0.029 1369 44 47.59 0.2577 1.803 

Cities  E3 E4 E5       

City 1 67.98 174.5 42.42       
City 2 64.39 145.7 48.74       

City 3 54.20 140.2 49.96       

City 4 53.39 168.9 33.2       

City 5 71.28 150.1 79.57       

City 6 26.82 236.2 21.16       

City 7 23.64 214.9 21.8       

City 8 24.31 93.5 14.64       
City 9 41.68 194 33.19       

City 10 37.0 241.4 46.02       

City 11 33.18 74.0 24.48       

City 12 33.09 78.9 40.53       

City 13 43.89 131 51.36       

City 14 45.9 198.7 17.9       

City 15 27.95 157 50.42       
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4. Results of Smart City Construction and Development and the 

Optimization of the City Brand Model Based on Neural 

Networks 

4.1. Original Data of Smart City Construction and Development and their grey 

Correlation Degree 

The original data are obtained based on the grey correlation theory, and the grey 

correlation degree of each index is shown in Table 5. 

Table 5. Grey correlation degree of each index 

Economic 

development and 

expectation F 

Social development 

and expectations S 

Public service 

quality and 

development 

expectations P 

Technological 

innovation 

capability and 

expectation I 

Network facilities 

construction E 

F1=0.830 S1=0.779 P1=0.903 I1=0.784 E1=0.643 

F2=0.769 S2=0.673 P2=0.891 I2=0.422 E2=0.519 

F3=0.892 S3=0.613 P3=0.916 I3=0.706 E3=0.815 

F4=0.856  P4=0.681 I4=0.542 E4=0.843 

   I5=0.722 E5=0.706 

 

The order of correlation in Table 5 is: P3 > P1 > F3 > P2 > F4 > E4 > F1 > E3 > I1 > 

S1 > F2 > I5 > E5 > I3 > P4 > S2 > E1 > I4 > E2 > S3 > I2. After the principle of 

correlation is simplified and the indexes that are not greater than 0.5 are excluded, 20 

qualified indexes are finally obtained. Generally, the grey correlation index is between 0 

and 1. The greater the correlation is, the greater the correlation between several indexes 

is. The above table shows that the correlation between development expectation P and 

smart city prosperity is the highest, and the other three indexes except P4 are about 0.9. 

The correlation between social development and expectation S is the lowest, about 0.7. 

The correlation between economic development and expected F is the second, 

indicating that public services and development expectations have the greatest impact 

on smart city development and city brand building. Financial funds also have a great 

impact on city development, while social development, expectations and network 

facilities have little impact on city development and brand building 

The original data are normalized according to the obtained 20 indexes, and the results 

are shown in Figure 7. 
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Fig. 7. Normalized results of original data 

Figure 7 shows that the original data are normalized. According to the 20 available 

indexes, the samples are normalized by premnmx function, and the data after 

normalization are distributed between (-1, 1). The normalized data can make the 

function converge faster and improve the convergence accuracy. 

4.2. Iterative results and the structure of networks 

Figure 8 shows different iterative results with different numbers of the nodes in the 

hidden layer. 

The blue line in the Figure represents the training iteration curve, the red line 

represents the test iteration curve, and the green line represents the verification iteration 

curve. When the number of hidden layer nodes of the neural network reaches 5, the best 

performance of the training reaches 1.63 * 10-2 after 20 iterations. And the curve 

converges and the number of hidden layer nodes of the neural network reaches 8 after13 

training iterations. The optimal result of the training reaches 9.74 * 10–2 after 20 

iterations. And the curve converges after the iterations are trained 2 times. The number 

of hidden layer nodes of the neural network reaches 7 after 0.131 * 102 iterations, and 

the best value during the training reaches 1.63 * 10-2. Since the number of iterations 

begins to decrease rapidly after the number of hidden layer nodes reaches more than 5, 

from 20 iterations of 5 nodes to 2, the curve converges, and the value reaches more than 

9.74 * 10-2, indicating that the neural network model is good. Alhasoun and Gonzalez 
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(2019) proposed a method to collect and mark image data, and then train the deep 

Convolutional Neural Network (CNN) for street classification. A total of 9 nodes in 3 

hidden layers is required to achieve the reduction from 30 iterations to 20 [35]. Cutchan 

et al. (2020) introduced a feature space for geospatial configuration, which contains 

semantic information. Then, the data in the feature space are used for deep learning. 

Finally, the high-precision prediction of city development is realized, and the number of 

iterations is reduced to 20 times by using eight neurons in two layers [36]. In short, the 

model based on BPNN and GRA has good performance. 
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Fig. 8. Iterative results of different nodes in the hidden layer (a) 5 nodes (b) 6 nodes (c) 7 nodes 

The evaluation results of the 15 cities by the recommended model, EWM, GRA and 

the evaluation method based on TOPSIS are shown in Figure 9. 

Figure 9 shows that the evaluation results of 15 cities by different algorithms are 

different. Among them, the EWM algorithm obtains the highest data value, the 

difference between the highest value and the lowest value is about 1, and the curve 

fluctuates significantly. The data values obtained by the GRA and TOPSIS algorithms 

are relatively close and the difference is not large, and the curves of the two algorithms 

fluctuate greatly. The data value obtained by the GRA-BPNN algorithm is the lowest, 

the overall evaluation fluctuates between 0.5 and 1, and the fluctuation range is the 

smallest, which is closer to the actual situation. The difference in the potential of the 

development level of smart cities is similar. However, the curve of the recommended 

model is relatively flat and stable than that of the other three methods, and its evaluation 

results are more reasonable than the other three methods, which proves that the 

evaluation method proposed is feasible and scientific. It further proves that the 
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evaluation model based on grey relational theory and BPNN is effective and reasonable 

in evaluating the development potential of smart city and plays a positive role in the 

future construction of smart city. 
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Fig. 9. Comparison of evaluation results of four algorithms 

In summary, the proposed evaluation model based on grey correlation theory and 

BPNN has excellent performance, good stability and scientific test results. First, 

according to the grey correlation analysis method, the grey correlation degree of each 

index is calculated, and the original indexes are reduced. The reduced index is used as 

the input variable for BPNN to obtain an intelligent neural network for the development 

potential of smart cities based on GRA-BPNN. Finally, 15 smart cities in China are 

selected for empirical research. According to the designed intelligent neural network for 

the development potential of 15 cities based on GRA-BPNN, MATLAB 8.0 software is 

used as the calculation and simulation platform of the model to train and simulate the 

model. Finally, EWM, TOPSIS and grey correlation analysis method are used to 

evaluate the development potential of smart cities. The effectiveness and rationality of 

the evaluation model based on the grey correlation theory and BPNN are proved by 

comparing its evaluation results with other methods. 

5. Conclusion 

Based on smart city construction and development, the evaluation model of smart city 

construction and development based on BPNN is analyzed, and the strategies for smart 

city construction and city brand building are discussed. Then, the data of smart city 

construction and city brand building in various regions are analyzed and filtered, and the 

appropriate data are selected to establish the dataset. Subsequently, the evaluation 
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model for smart city construction and development based on BPNN is implemented and 

trained. Finally, the performance of the evaluation model is tested by comparing the 

evaluation results of EWM, GRA and TOPSIS. The experimental results show that the 

performance of the evaluation model for smart city construction and city brand building 

based on BPNN is good, and the accuracy and timeliness of evaluation are achieved. 

Although some achievements are made, there are still some limitations that have to be 

improved. And they are summarized as follows: (1) in the design of the evaluation 

index system of smart city development, there are few research results to be referred to, 

and the designed evaluation index system of smart city development needs to be further 

improved; (2) in terms of empirical research, only 15 pilot cities are selected as research 

samples. The size of the samples is small, and the conclusion may not be universal; (3) 

in-depth analysis of smart city construction is not comprehensive. In future research, the 

above three points should be improved. In addition, the following two will be the 

focuses of the follow-up research: (1) improving the compatibility of the model and 

optimizing the algorithm, and adding more machine learning algorithms to improve the 

repeatability of model results and increase model reliability. (2) Coordinating all parties 

to carefully select samples. (3) Getting more training set samples to train the model. 
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Abstract. As a new communication technology, Intelligent Reflecting Surface
(IRS) can intelligently reconfigure the wireless propagation environment by inte-
grating many passive/active reflective elements on the plane. According to the char-
acteristics that IRS can adjust the propagation channel intelligently, this paper ap-
plies IRS to wireless security communication, and studies how to make the security
rate reach the optimal security capacity from the perspective of optimization tech-
nology. In this paper, two schemes of passive/active IRS are considered, and the
corresponding safety rate maximization algorithm is proposed. In view of the non-
convexity of the objective function, on the one hand, in the passive IRS scheme,
the Dinkelbach method is used to transform the objective function into a form that
is easy to handle, and the original problem is transformed into a convex problem
through the continuous convex approximation method; On the other hand, under
the active IRS scheme, aiming at the complexity of the original problem, the first
order Taylor expansion is used to obtain the lower bound of the optimization prob-
lem, and a minimax optimization algorithm is proposed. Finally, the performance of
the proposed algorithm is verified by simulation. The simulation results show that
the algorithm designed with active IRS has better security rate than the algorithm
designed with passive IRS under the same parameter settings.

Keywords: IRS, Physical layer Secrecy, Convex optimization.

1. Introduction

Intelligent Reflecting Surfaces (IRSs) are man-made surfaces of electromagnetic(EM)
material controlled by integrated electronic devices, which have attracted widespread at-
tention due to their unique wireless communication capabilities1. The development of
IRS has evolved from related researches on metamaterials and metasurfaces, and cur-
rent implementations include traditional reflectarray, liquid crystal surfaces, and software-
defined primitive surfaces 2,3,4. With the emergence of IRS objects, IRS technology pro-
vides a new idea for improving the channel capacity of wireless communication. Under
the premise that IRS can be realized, more and more researchers analyze the positive
effects of IRS on wireless communication from different research fields, such as perfor-
mance optimization, channel estimation, security, etc 5.

⋆ Corresponding author
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Specifically, the passive IRS can adjust the phase of the incident electromagnetic wave
by controlling the components deployed on the IRS, thereby controlling the direction of
the electromagnetic wave at the receiver. Compared with the traditional decoding and
forwarding relaying technology, passive IRS can shape the wireless signals through soft-
ware programming without additional energy sources, increasing the channel capacity
without consuming spectrum resources. Most of the current research shows that passive
IRS can improve the channel capacity of target users 6,7,8,9, but these studies ignore the
”double fading” effect brought by passive IRS, and only consider that the direct link is
very poor atypical scenario. Therefore, in order to overcome the basic limitation of the
”double fading” effect, some researchers proposed the application of active IRS in wire-
less communication systems 12,13,14,15,16,17,18. Unlike passive IRS, which passively reflects
signals without amplification, active IRS can not only adjust the phase of incident elec-
tromagnetic waves, but also amplify reflected signals. However, the noise in the signal
transmission is also amplified accordingly, and additional power is required. However, In
comparison with the amplify-and-forward relay technology, active IRS does not require
encoding and decoding operations. Reference 11 specifically expounds the concept of ac-
tive IRS, its hardware structure and signal model, introduces how active IRS amplifies the
incident signal, and compares and analyzes the channel capacity gain brought by active
IRS and passive IRS through experimental measurements. Reference 12 introduces an
active IRS into a single-input multiple-output system, and maximizes the received signal
power of the system and minimizes the IRS-related noise at the receiver by optimizing
the reflection coefficient matrix of the IRS and the receiving beamforming at the receiver.
The results prove that the active IRS- assisted system has better performance than the tra-
ditional passive IRS- assisted system under the same power budget. However, if the two
systems have the same total power budget and the number of reflection units of the IRS is
sufficient, the channel capacity brought by the passive IRS is better than that of the active
IRS13. References 14,15,16 also demonstrate the superiority of active IRS over passive
IRS. It is worth noting that, unlike the existing passive IRS, which passively reflects the
signal without amplitude amplification, the active IRS requires extra power to support
the active amplification of the reflected signal, so with the same number of reflective ele-
ments, Active IRS requires a larger power budget than passive IRS 17. In order to reduce
the power loss of active IRS, the literature 18 proposes a sub-connection architecture of
active IRS. At the cost of reduced degrees of freedom required for beamforming design,
the components on the IRS independently control their phase shifts, but share the same
power amplifier, the simulation results demonstrate that the sub-connection structure is
an energy-efficient implementation of the active IRS. More importantly, the team of Mr.
Dai from Tsinghua University has a mature IRS hardware design method19, which has
promoted more and more researchers to study the beneficial effects of IRS on wireless
communication from different fields.

With the rapid development of the Internet of Things and the continuous upgrad-
ing of various eavesdropping methods, the disadvantages brought by traditional se-
curity technologies are also increasing. The emergence of IRS technology provides
a new direction for PLS research. Although PLS for different wireless systems has
been extensively studied in many literatures 20,21,22,23, the application of IRS to im-
prove PLS is still not well studied. Through literature review, it is found that most
authors consider passive IRS to improve the PLS of the system. As in the literature
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24,25,26,27,28,29,32,33,34,35,36,37,38,39, the security performance of a passive IRS-
assisted system is considered, and the security capacity is maximized by optimizing the
reflection phase shift and/or transmission probability of the passive IRS. Few literatures
consider the application of active IRS. Furthermore, existing research on active IRS as-
pects is limited to non-secure aspects, that is, eavesdropping users are not considered
in the system model. Although active IRS greatly improves the communication quality
of users, it will also leak more information to eavesdropping users due to the broadcast
nature of wireless channels. Therefore, it is also necessary to consider the safety perfor-
mance gain brought by active IRS.

2. System Model

In order to reduce the influence of ”double fading”, this section further considers the
application of active IRS in PLS, and the considered system model is shown in Fig. 1.
In the active IRS-assisted communication system model, hD, hE are the channels from
the base station to the legitimate user and the base station to the eavesdropping user,
respectively. hbr ∈ CN×1, hrd ∈ CN×1 are the channels between the base station to the
IRS and the IRS to the legitimate user, respectively, hre ∈ CN×1 is a channel from the
IRS to the eavesdropping user. In addition, considering that the base station knows the
CSI of all users, it is assumed that the eavesdropping user passively eavesdrops on the
information transmitted by the base station to the legitimate users, without causing any
interference to the legitimate users.

The reflection coefficient diagonal matrix of IRS is defined as Θ =
diag(a1e

jθ1 , . . . , aNejθN ), an and θn ∈ [0, 2π] are the amplification factor matrix and
phase shift matrix of IRS, respectively. In particular, the active IRS can not only change
the phase shift of the channel, but also amplify the signal and then reflect it to the user12,
So the magnification factor an ≥ 1,∀n. However, the active IRS requires additional
power to support the amplification of the reflected signal. In addition, active IRS am-
plifies the useful signal while the amplified noise signal can not be ignored.. Therefore,
the received signals at the legitimate user and the eavesdropping user can be respectively
expressed as31

ys =
√
pt
(
hD + hH

rdΘhbr

)
xs + hH

rdΘnr︸ ︷︷ ︸
noise by

active RIS

+ns (1)

ys =
√
pt
(
hD + hH

reΘhbr

)
xs + hH

reΘnr︸ ︷︷ ︸
noise by

active RIS

+ne (2)

where nr is the noise introduced for active IRS amplification, and nr ∼ CN (0, σ2
r). Then,

the channel capacities of the legitimate end and the eavesdropping end are respectively
defined as
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hbr

Basic station

hrd

Active RIS

hE

hD

hre

Legitimate user

Eavesdropper

Amplifier

Fig. 1. Active IRS-assisted Communication system model

CS = log

(
1 +

pt
∣∣hD + hH

rdΘhbr

∣∣2∥∥hH
rdΘ

∥∥2 σ2
r + σ2

s

)
(3)

CE = log

(
1 +

pt
∣∣hE + hH

reΘhbr

∣∣2
∥hH

reΘ∥2 σ2
r + σ2

e

)
(4)

As mentioned above, it should be noted that, compared to passive IRS, active IRS
needs to consider the amplified noise. To ensure that legitimate users can correctly decode
the signal sent by the base station, the noise introduced by the active IRS should satisfy
the following constraints

∥Θ(ϕ)hbr∥2 + ∥Θ(ϕ)IN∥2 γ̄r ≤ P̄A (5)

where P̄A = PA/pt, γ̄r = σr/pt, PA is the maximum noise amplification power budget
for active IRS, IN is the identity matrix of dimension N . In addition, the amplification
gain of the active IRS also needs to satisfy the upper bound constraint. Let amax be the
maximum gain of amplification, assuming that the maximum gain of each reflector of each
IRS is the same. Then, the reflection coefficient constraint of the IRS can be expressed as

|ϕi| ≤ ai,max, i = 1, · · · , N (6)
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where ϕ = diag(Θ) =
[
a1e

jθ1 , · · · , aNejθN
]H

. According to the above constraints, it is
necessary to optimize the phase shift and amplification gain to maximize the safe rate of
the system. The optimization problem can be expressed as

P2 : max
ϕ

log

(
1 +

∣∣hD + ϕHhd

∣∣2∣∣ϕH diag
(
hH
rd

)∣∣2 γ̄r + γ̄s

)
−

log

(
1 +

∣∣hE + ϕHhe

∣∣2
|ϕH diag (hH

re)|
2
γ̄r + γ̄e

) (7)

s.t. |ϕi| ≤ amax, i = 1, · · · , N (8)∥∥ϕH diag (hbr)
∥∥2 + |ϕ|2γ̄s ≤ P̄A (9)

where γ̄i = σ2
i /pt, i ∈ {r, s, e}, hi = diag

(
hH
ri

)
hbr, i ∈ {d, e}. The objective function

and constraints in problem P2 are both non-convex, so they cannot be solved directly. In
order to solve this problem, a joint optimization algorithm based on SDR method and
min-max algorithm is proposed. The algorithm to solve this problem is introduced below.

3. Optimal Solution

Since the numerator and denominator of the objective function in problem P2 and all the
constraints are related to the optimization variables ϕ, the optimization solution cannot
be directly solved. First, let V = [ϕ; 1]

[
ϕH , 1

]
, rewrite the objective function in P2. The

channel capacity of the legal end can be reformulated as

log

(
1 +

|hD+ϕHhd|2
|ϕH diag(hH

rd)|2γ̄r+γ̄d

)
= log

(∣∣ϕH diag (hrd)
∣∣2 γ̄r + γ̄d +

∣∣hD + ϕHhd

∣∣2)
− log

(∣∣ϕH diag
(
hH
rd

)∣∣2 γ̄r + γ̄d

)
= log (tr (HD V))− log

(
tr
(
H̃D V

))
(10)

where HD =

[(
diag (hrd) diag (hrd)

H
γ̄r + hdh

H
d

)
,hdh

H
D

hDhH
d , γ̄d + hDhH

D

]
, H̃D =[

diag (hrd) diag (hrd)
H
γ̄r, 0N×1

01×N , γ̄d

]
. Similarly, the channel capacity of the eaves-

dropping side can be expressed as

log

(
1 +

∣∣hE + ϕHhe

∣∣2
|ϕH diag (hH

re)|
2
γ̄r + γ̄e

)
= log (tr (HE V))− log

(
tr
(
H̃E V

))
(11)

where, HE =

[(
diag (hre) diag (hre)

H
γ̄r + heh

H
e

)
,heh

H
E

hEh
H
e , γ̄e + hEh

H
E

]
,

H̃E =

[
diag (hre) diag (hre)

H
γ̄r, 0N×1

01×N , γ̄e

]
. Then, let Π =
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pt diag (hbr) diag (hbr)

H
+ σ2

rIN , 0N×1

01×N , 0

]
, Constraints (9) can be expressed as

tr(Π̄V) ≤ P̄A (12)

Therefore, the optimization problem P2 can be reformulated as

P2a : maxV C( V) = log (tr (HD V))− log
(
tr
(
H̃D V

))
−

log (tr (HE V)) + log
(
tr
(
H̃E V

)) (13)

s.t. V(i, i) ≤ amax, i = 1, · · · , N (14)
V(N + 1, N + 1) = 1, V ≥ 0 (15)

tr(Π̄V) ≤ P̄A (16)

After processing, it is found that the objective function of problem P2a is still non-
convex. We consider approximating the objective function, and then optimize the approx-
imated objective function through a minimum-maximization algorithm. According to the
first-order Taylor expansion, any concave function f(x), for points within the domain x, x̃,
can be written as f(x) ≤ f(x̃)+(∇f(x̃))T (x−x̃). Any concave function g(X), for points
within the domain X, X̃, can be written as g(X) ≤ g(X̃)+tr(∇g(X̃)(X−X̃)).Then Since
tr
(
H̃D V

)
is a linear function of V , log2

(
tr
(
H̃D V

))
is a convex function of V . There-

fore, for any feasible point Ṽ, it is satisfied log2

(
tr
(
H̃D V

))
≤ log2

(
tr
(
H̃DṼ

))
+

tr
(
H̃D/ tr

(
H̃DṼ

)
(V − Ṽ)

)
. Similarly, for any feasible point , it is also satisfied

log2 (tr (HE V)) ≤ log2

(
tr
(
HEṼ

))
+ tr

(
HE/ tr

(
HEṼ

)
(V − Ṽ)

)
. Therefore, the

lower bound of the objective function of problem P2a can be expressed as

C( V) ≥ log (tr (HD V)) + log
(
tr
(
H̃E V

))
−

log2

(
tr
(
H̃DṼ

))
− tr

(
H̃D/ tr

(
H̃DṼ

)
(V − Ṽ)

)
−

log2

(
tr
(
HEṼ

))
− tr

(
HE/ tr

(
HEṼ

)
(V − Ṽ)

) (17)

Then, by replacing the objective function in P2a with equation (17), and removing the
constant term, the optimization problem can be approximately expressed as

P2b : max
V

log (tr (HD V)) + log
(
tr
(
H̃E V

))
−

tr
(
H̃D/ tr

(
H̃DṼ

)
V
)
− tr

(
HE/ tr

(
HEṼ

)
V
) (18)

s.t. V(i, i) ≤ amax, i = 1, · · · , N (19)
V(N + 1, N + 1) = 1, V ≥ 0 (20)

tr(Π̄V) ≤ P̄A (21)

The problem P2b is already a convex problem and can be solved with the CVX tool-
box. After the matrix V is obtained after optimization, if the rank of the matrix V is not
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1, it can be restored to the rank 1 matrix by Gaussian randomization. Then, according
to Θ = diag

(
umax(V)

√
λmax(V)

)
[1 : N ], the original phase shift matrix Θ can be

obtained, where µmax(•) is the eigenvector corresponding to the largest eigenvalue of
the matrix, and λmax(•) is the largest eigenvalue of the matrix. The entire optimization
algorithm flow is shown in the algorithm Table 1.

Table 1. Algorithms for problem P2

Algorithm 1 Algorithm for Problem P2

1: Initialize feasible point Ṽ, convergent value ε

2:Calculate the value of C(Ṽ),set C(V) = C(Ṽ) + 2εI
3:While

∣∣∣C(V )− C(Ṽ )
∣∣∣ ≥ ε :

4: Solving the optimization problem P2b gets ;
5: if not rank(V ) = 1 then
6: use the Gaussian randomization method;
7: end if
8: Calculate the value of C( V), update Ṽ = V;
9: end while
10: according to Θ = diag

(
umax(V)

√
λmax(V)

)
[1 : N⌉, obtain the IRS coefficient matrix Θ.

4. Simulation And Result Analysis

In order to illustrate the channel gain brought by the active IRS, compared with the passive
IRS, the fading model of each channel adopted in this section is the same as that in Fig. 2.
Using the parameters in Fig. 2, we simulate and analyze the safety performance of the
active IRS-assisted communication system. Where ”active-IRS” represents the simulation
curve in the presence of active IRS, ”without-IRS” represents the simulation curve without
IRS, and ”passive-IRS” represents the simulation curve in the presence of passive IRS. In
Fig. 2, the transmit power of the base station is set as pt = 40dBm, and we compared
the curve of the relationship between the number of reflection units N and the safety
rate of the IRS under different schemes. The interference power threshold of the active
IRS is PA = 30dBm, and the maximum value of the amplitude amplification is set
as a2max = 35dB. As the number of reflector elements increases, the security rate of
both passive IRS and active IRS-aided communication systems increases. Under the same
parameter settings, the performance gain brought by the active IRS is significantly better
than that of the passive IRS and the communication system without IRS. As can be seen
from the figure, due to the influence of ”double fading”, the number of reflection units
required by the active IRS is smaller than the number of reflection units required by the
passive IRS when the same safe rate is achieved. This shows that under the condition of
achieving the same performance gain, the active IRS can save the number of reflection
units and reduce the complexity of the IRS. When the legitimate users are far away from
the IRS, that is xIRS = 40m, the number of IRS reflection units has little effect on the
system performance. The signal received by the user is mainly the signal reflected by the
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IRS, and the average safe rate increases significantly with the increase of the number of
reflecting units.
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Fig. 2. Average safety rate of different reflection units

In Fig. 3, the graph is the relationship between the transmission power of different
base stations and the system security rate. We set the number of reflection units N = 32
of IRS, and compare the improvement of system safety performance between active IRS
and passive IRS under the same parameter settings. The interference power threshold of
IRS is fixed as PA = 20dBm, and the maximum value of the amplitude amplification
is set as a2max = 35dB. It can be seen from the figure that the larger the value of pt,
the higher the security rate of both passive IRS and active IRS-assisted communication
systems. But when the power increases to a certain value, the upward trend of the safe
rate curve using the active IRS scheme is gradually smoothed. This is because it is sub-
ject to the maximum interference power constraint of the IRS. Therefore, the achievable
performance gain offered by active IRS is limited. Compared with communication sys-
tems without IRS, IRS can significantly improve the security performance of the system.
This is because through the proposed optimization algorithm, the performance loss of
the signal reflected by the IRS received by the legitimate user is smaller than that of the
eavesdropping user, thereby improving the security rate of the system.

In Fig. 4, the comparative active IRS and passive IRS system safety rate curves under
different parameter settings. The horizontal coordinate of the IRS is set as xIRS = 60m,
the transmit power of the base station is pt = 40dBm, and the interference power thresh-
old of the IRS is PA = 20dBm. As can be seen from the figure, the achievable perfor-
mance gain provided by the active IRS is significantly better than that of the passive IRS.
With the increase of a2max, the security rate of the active IRS-assisted communication sys-
tem is continuously improved. This shows that the active IRS can enhance the incident
signal by increasing the amplification factor and the number of reflective elements.
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5. Conclusion

In this chapter, we studied the IRS-assisted single-input single-output secure communi-
cation system, designed the optimal phase shift based on two types of IRS, passive and
active, and proposed a secure rate maximization algorithm for IRS-assisted wireless com-
munication networks. For the passive IRS-assisted communication system, the influence
of the number of IRS reflective elements on the security performance of the system is stud-
ied. The simulation results show that the more reflective units in the IRS, the higher the
performance gain brought by the IRS. However, due to the influence of ”double fading”,
passive IRS improves the performance of the system to a limited extent. When the number
of reflection elements increases to a certain value, the slope of the average safe rate curve
also decreases continuously. For the communication system assisted by the active intelli-
gent reflective surface, the active IRS can not only adjust the phase shift of the signal, but
also amplify the amplitude of the signal. In order to solve the non-convex secrecy rate op-
timization problem based on this design, a min-max optimization algorithm is proposed.
The simulation results show that the influence of ”double fading” effect can be effectively
alleviated with the assistance of active IRS. Under the actual power consumption model,
the performance gain brought by the proposed active IRS-assisted system is better than
that of the traditional passive IRS system.
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Abstract. With the rapid growth of social Internet technology, social 

recommender has emerged as a major research hotspot in the recommendation 

systems. However, traditional graph neural networks does not consider the impact 

of noise generated by long-distance social relations on recommendation 

performance. In this work, a content-only multi-relational attention network 

(CMAN) is proposed for social recommendation. The proposed model owns the 

following advantages: (i) the comprehensive trust based on the historical 

interaction records of users and items are integrated into the recursive social 

dynamic modeling to obtain the comprehensive trust of different users; (ii) social 

trust information is captured based on the attention network mechanism, so as to 

solve the problem of weight distribution in the same level domain; (iii) two levels 

of attention mechanisms are merged into a unified framework to enhance each 

other. Experiments conducted on two representative datasets demonstrate that the 

proposed algorithm outperforms previous methods substantially. 

Keywords: recommender system, social network, content-only multi-relational 

attention network. 

1. Introduction 

With the rapid development of computer technology and the maturity of Internet 

economy, recommendation systems have become a hot topic for researchers. The 

traditional recommendation systems mainly face two problems: one is the sparsity 

problem with the users’ rating data. In practical applications, the number of users and 

items is vast, but the historical behavioral records between users and items are rare. 

When the number of users and items in the recommendation system increases, with the 

extremely sparse historical behavioral matrix, the user preferences cannot be accurately 

learned. Therefore, the accuracy of recommendation is significantly reduced. The other 

problem is the cold start problem. For users or items newly added to the 
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recommendation system, there is no historical behavioral record, so it is difficult to 

provide fine personalized recommendations. 

How to get effective information from massive amounts of data is a huge challenge 

for ordinary users. Researchers have proposed to use the traditional matrix 

decomposition methods to improve the neural network recommendation models in 

recent years. For example, some works use deep learning schemes to model the deeper 

data relationship between the user eigenvector and the item eigenvector, which 

proactively provides them with products that meet their potential preferences [1]. In 

addition, the graph-based neural network is used to depict the user preference generation 

process, and the recommendation system can help them quickly find satisfactory 

information in large amounts of information, and for merchants, it can not only help to 

decide to push to specific users, but also can increase user loyalty through more 

satisfactory services [2, 3]. Although the recommendation algorithm in various 

applications have achieved great success, however, sparse data problem is still one of 

the important bottlenecks affecting algorithm performance recommendation algorithm is 

usually based on the user's historical data to model user preferences. 

 

Fig. 1. The graph structure in social recommendation, which includes three graphs: the user-user 

graph (left part), the user-item graph (middle part) and the item-item graph (right part).  

This paper mainly concern the recommendation algorithms combined with social 

information. In order to improve the quality of recommendation algorithms, especially in 

dealing with the problem of sparse data, a content-only multi-relational attention 

network (CMAN) is proposed, which jointly models the three graph structures for social 

recommendation, including the user-user graph, the item-item graph and the user-item 

graph (Fig. 1.). The contribution points of this paper mainly include: 

First, a novel framework called Content-based Multi-Relational Attention Network 

(CMAN) is proposed for social recommendation, which jointly captures the influence 

and interest diffusion in multi-relational context space; 

Second, this paper try to add homogeneous information between items to solve the 

data sparsity problem and high-order influence diffusion process is further exploited to 

extract multi-relational contexts; 
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Third, a two-level attention mechanism is proposed to comprehensively consider the 

influence of score similarity and implicit trust relationship on the trust between each 

group of users, and obtain a more accurate trust beard and recommendation model. 

The remainder of this paper is organized as follows. In Section 2, the social 

recommendation problem is defined to be solved and review some related works. The 

proposed framework is formally described in Section 3. Experimental results and 

discussion are presented in Section 4. Finally, conclusion and future research directions 

are given in Section 5. 

2. Problem Definition and Related Work 

This part mainly introduces two classical algorithms directly related to this paper. First, 

the problem of social recommendation is formally defined and described, and then two 

existing related work are reviewed respectively, including the recommendation 

algorithm based on probability matrix decomposition. 

Table 1. Variables used of this paper 

Variables Definitions 

ap  
Latent embedding of user a  

iq  Latent embedding of item i  

ax  
Real-valued attributes of a  

iy  Real-valued attributes of i  

d  
Length of the embedding vector 

S  
User-user social network 

aS  
The set of social friends that a follows 

R  User-item interaction matrix 

( )UR i  The set of users that interacted with item i  

( )IR a  The set of items that user a interacts with 

F  Item-item influence network 

iF  The set of item friends that item i connects  

  A fixed threshold who links both items in F  

air  The observed preference of user a in item i  

âir  The predicted preference of user a in item i  

  Concatenation operator 

SG  
User-user social graph 

IG  
User-item interest graph 

FG  
Item-item influence graph 
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2.1. Problem Definition 

This paper assumes that  1 2, , , nU u u u K denotes the sets of users, and 

 1 2, , , mV v v v K is the sets of items, where N and M are numbers of users and items. 

A user-item interaction matrix 
n mR ¡  is used to depict users’ implicit preference and 

interests to items (In proposed model, rating values range from 1 to 5). This paper 

assume that 1air   if au  is interested in 
iv , and 0air   if au  do not rate 

iv . In 

addition, this paper uses ( )UR i  and ( )IR u  K-dimensional potential vector of user u 

and product, respectively. Moreover, the user-user directed graph is denoted as 
*[ , ]n nG U S ¡ , where U denotes the set of users u and S is the connections 

relationship between users of a social network. This paper 

denotes 1abs  if au trusts bu and zero otherwise. In addition, this paper uses aS to 

denote the set of users, the purpose of the probability matrix factorization is to learn 

these vectors from the score, i.e., [ | 1]a abS b s  . Moreover, this paper introduces an 

embedding vector 
d

ax  ¡ to predict how the user u scores on the unrated items for 

au and an embedding vector 
d

iy  ¡  to predict how the user v scores on the unrated 

items for 
iv , where d denotes the dimension of embedding vector, given the evaluation 

matrix R and the trust relationship T, it can be shown that recommendation algorithms 

combined with social information can effectively alleviate the problem of sparse data. 

The used notations of this paper are summarized in Table 1. The social recommendation 

problem can be described as: 

Input: a user set U, an item set V, the user-item interaction matrix R , the user social 

network S  and the real-valued attribute matrices X  and Y  of U and V. 

Output: ˆ ( , , , , , )R f U V R S X Y , where 
*ˆ n mR ¡ denotes the unobserved 

interactions between users and items. 

2.2. Related Work 

Classical CF Recommendation Models. There are two main types of collaborative 

filtering methods [4], i.e., 1) memory-based collaborative filtering, which compute the 

similarity between users and items through users’ rating history, and then new items are 

recommended for users based on the similarity. Typical examples of this approach are 

neighborhood-based CF and item-based/user-based top-N recommendations [5, 6]; and 

2) model-based collaborative filtering models, which are developed to predict users' 

rating of unrated items [7]. The focus of classical CF recommendation models is on how 

to integrate social information and evaluation information more effectively. 

Most social recommendation algorithms focus on solving two problems: how to 

effectively integrate social information into recommendation algorithms? How to 

estimate the trust between users to improve the algorithm accuracy? For the first 
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problem, many work attempts to model social information from different perspectives 

[8]. For example, Jamah has proposed a TrustWalker algorithm for random walk in 

scoring networks and social networks. The algorithm obtains the results by running 

midstream in the historical data without pretraining, but when the data volume is 

relatively large, the inquiry time is often too large [9]. Assuming that the user-item 

rating matrix is 
n mR ¡  (The purpose of the probability matrix factorization is to 

learn these vectors from the score), the matrix factorization algorithm usually learns two 

low-rank matrices 
*n kU  ¡  and 

*m kV  ¡ , therefore, it can be formulated as: 

TUVRR 


                                        
 
                       (1) 

where R̂ denotes the approximation matrix of R , U denotes the user's latent feature 

matrix, and V represents the item's latent feature matrix. Generally speaking, the rank 

k of two characteristic matrices U and V is very small, so the above matrix 

factorization is also called low rank matrix factorization. After achieving U  and V , the 
user a  that corresponds to item i  can be predicted according to the following criterion 
[10-12]: 

T
VUr iaai 



                                                               (2) 

where au is the a-th row of the user embedding matrix U, which is a normal distribution 

as the mean. Similarly, iv  denotes the latent embedding of item i  in i -th row of item 

embedding matrix V. To get the optimal matrix representation 
*n kU  ¡ and 

*m kV  ¡ , additional L2-norm regularization terms [8] are used to solve this problem: 

  22

2

1 1

|||||||| FF

n

a

m

i

T

iaai VUvurL  
                               

(3) 

where the first term is the approximation error of matrix decomposition, the second and 

third terms are regularization terms, and  is the regularization coefficient. Higher 

accuracy was achieved with their algorithm compared to previous work. 

While model-based recommendation models significantly reduce the memory 

requirement and computation complexity, SVD [13], matrix factorization (MF) [14, 15] 

and non-negative matrix factorization (NFM) [16] are widely used recommendation 

methods, and the implied similarity of the trust relationship is considered. 

Matrix Factorization-Based Social Recommendation Models. Social-based 

recommendation has gradually become an indispensable part of recommendation 

algorithms. The focus of social recommendation algorithm is on how to integrate social 

information and evaluation information more effectively [17-19]. Traditional 

recommendation systems assume that users are independent and identically distributed, 

which subconsciously ignores the social interaction between users. However, these 

algorithms always face the problem of very sparse user history data, resulting in 

decreased recommendation quality. To solve this problem, it is effective to introduce 

auxiliary data or mine more laws in the data into the algorithm. 

The first category is based on the shared representation of the user feature matrix, 

which means that the dynamic combination with the user and product similarity to 

improve the algorithm to process sparse data. By assuming the user evaluation is 
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determined by personal preferences and friend influence, the objective function of 

SoRec [19] can be described as: 

       22222

0

cReo ||||||||||||z
0

FFFr

S

T

baabu

r

T

iaaiS ZVUugSvugrF
abai

 




 

(4)

 

where 
1

( )
1 exp( )

g x
x


 

 , 
d

bz  ¡  denotes the social attribute representation of user 

b, which is the b-th row of the social attribute matrix 
*n dZ¡  and 

T

a bu z  denotes the 

predicted social relationship between user a and user b, which is fitted by the user 

feature vector au  and social feature vector bz . Different from SoRec, TrustMF [20] is 

the SoRec algorithm, assuming that users share the same preference vector in the 

evaluation network and social network, and using the probability matrix decomposition 

to finally obtain the recommendation structure considering the user's friend factors. 

Higher accuracy was achieved with their algorithm compared to previous work. 

Followed it, Fang et al. [21] proposed RSTE, a recommendation algorithm that 

integrates evaluation information and social networks. In addition, Tang et al. [22] 

proposed a social recommendation model LOCABAL, The algorithm assumes that user 

evaluation is determined by personal preferences and friend influence, and has a 

balance. 

Guo et al. [23] introduced the method of trust communication into the 

recommendation algorithm (SocialMF) [24]. This model spreads the trust relationship 

by restricting the average preferences of users and their friends that are similar, so as to 

get more accurate results, therefore, our objective function could be rewritten as: 

   
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(5) 

where  denotes the mean value of global ratings, ab denotes the difference between 

the average rating of au  and  , ib  denotes the difference between the average rating 

of iv  and  , 
pI indicates the influence factor of 

pv  on user feature vector, 

kW indicates the influence factor of ku  on user feature vector, and ( )R a  denotes the 

collection of items rated by au , ( )S a  denotes the social association user set of au . 

Graph Neural Network-Based Social Recommendation Models. Graph Neural 

Networks (GNNs), as a generalization of deep neural networks on graph data[25], can 

better extract and represent data characteristics in graph field. GNN has developed a lot 

of different forms, such as GCN [26], GAT[27], GraphSAGE [28] and so on. In this 

regard, many works considered the impact of user score similarity on trust strength, 

using social networks as a regular constraint term to learn user preferences, and obtained 

more accurate results. Guo Lei et al. used the potential vectors obtained from the 

probability matrix decomposition of the scoring matrix to calculate the similarity 

between users and friends, which improves the accuracy of the algorithm. They also 

proposed to make full use of the relationship between objects to improve the 

recommendation accuracy. 

The development of graph neural networks assumes that each friend has the same 

impact on the user. In recent years, the related research based on graph neural networks 

in recommender systems has attracted more and more attention of scholars. GC-MC [29] 
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considered the different cases of users as trusted people and trusted people, and 

calculates the trust similarity of the two cases respectively, so as to restrict the learning 

of user preference vectors, and then weight the user vectors in these two cases and 

influence the scoring results.  

 

Fig. 2. The overall architecture of the proposed CMAN model.  

Considered the trust strength between users from the perspective of scoring and trust 

data, the latent relationship (cooperative signal) is proposed to improve user's ability 

measure function and reliability measure function, respectively, and obtained the 

estimated users' preferences by combining them with the score similarity function. A 

more accurate recommendation model is also constructed. Similarly, PinSage [30] is a 

random-walk-based GCN that uses probabilistic matrix factorization to obtain the 

potential vectors of the user as trusted and trusted person, and use this to calculate the 

similarity of the user as trusted and trusted, respectively. 

The above methods directly use GNNs over the user-item interaction data without 

considering cold start and sparse information. For comparison, GraphRec [31] proposed 

a unified framework for jointly modeling user/item, In fact, the trust relationship among 

users is influenced by a variety of factors, some by similar hobbies, some by the same 

social circle, and some just out of politeness. A simple binary trust network does not 

reflect the size of the influence between users, nor does it fully exploit the implied user 

preferences information in social networks, which leads to the second question, namely, 

how to estimate the trust between users [27]. Moreover, DiffNet [32] used the potential 

vectors obtained from the probability matrix decomposition of the scoring matrix to 

calculate the similarity between users and friends, which improves the accuracy of the 

algorithm. They also proposed to make full use of the relationship between objects to 

improve the recommendation accuracy. DiffNet++ [33] further established the 

relationship between user scoring preferences and social preferences through the linear 

mapping method to aggregate the different order neighbors’ feature vectors for each 

channel. 
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This paper uses probabilistic matrix factorization to obtain the potential vectors of the 

user as trusted and trusted person, and uses this to calculate the similarity of the user as 

trusted and trusted, respectively. Besides that, this paper comprehensively considered 

the effect of score and trust similarity on the strength of trust among users. 

3. The Proposed Model 

In this section, we will first give an overview about the architecture of our proposed 

model CMAN, and then detail each component of the model. Finally, we give the 

training process of CMAN. 

3.1. An Overview of the Proposed Model 

The overall architecture of the proposed model is shown in Fig. 2. Generally 

speaking, the proposed CMAN model consists of three components, i.e., user modeling, 

item modeling, and rating prediction. At the beginning of user modeling and item 

modeling, we first integrate free embedding and feature embedding to get the initial low-

dimension user/item representation. Compared to the previous work of social 

recommendation, our trust similarity calculation does not depend on the common friend 

collection or the number of user friends between the users. Stable and reliable 

calculation results are obtained even when the trust data is sparse or the set of common 

friends is zero. Moreover, multi-layer GNNs with two different attention mechanism 

captures the multi-order influence information at different scales. Meanwhile, by 

mapping user social behavior to low-dimensional subspaces, it shows that user vectors 

not only contain direct associations between users, but also imply indirect connections 

between users. Therefore, a more accurate trust-most model is obtained. Last, we 

comprehensively considered the effect of score and trust similarity on the strength of 

trust among users.  

3.2. User Modeling 

This paper defines 
*n dP¡  as the embedding matrices of users, where d is the 

embedding size and ap  denotes the free latent embedding for user a . By feeding ap  

and the associated feature vector ax  into the fusion layer, the initial latent preference of 

user a  is defined as: 

  aaau x,pW1

0 
                                           

(6) 

where ( )  denotes the activation function, 1W denotes a trainable transformation 

matrix, based on this, the information in the scoring and trust data is also considered in 
close proximity to our work. 
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General GNN-based social recommendation methods leverage two different graphs, 

i.e., a user-user social graph SG  and a user-item interest graph 
IG . Two aspects of 

information are combined, and the implied similarity of the trust relationship is 

considered, thus obtaining a more accurate trust. This paper defines 
k

ap%  as the 

aggregated embedding of influence diffusion from the trusted social neighbors of SG  

and 
k

aq% as the embedding of interest diffusion from the interested item neighbors of 
IG  

at the k -th layer. Finally, we obtain a recommendation method model that 
comprehensively considers the scoring and trust similarity, which can be defined as: 
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where 
1k

au 
 denotes the latent embedding of user a at the ( 1)k  -th, 

k

ap%  denotes 

the user-based social influence diffusion process and 
k

aq% denotes the item-based interest 

influence diffusion process from two graphs respectively. In social networks, 
k

ab  

denotes the social influence of user b  to a  at the k -th layer in SG , 
k

ai  denotes the 

interest influence of item i  to user a  at the k -th layer in IG , and 
k

al  denotes the 

graph level weight.  

The user's potential preference information is usually implied in the scoring matrix, 

which is the main data adopted by the recommendation algorithm. Users' social relations 

usually can only obtain binary data, but not all friends have the same impact on 

users.The basic goal of the social recommendation algorithm is to predict how the user u 

scores on the unrated items i, given the evaluation matrix R and the trust relationship T. 

Specifically, the node-level weights, i.e., the social influence strengths 
k

ab  and the 

interest influence strengths 
k

ai , concretely show that recommendation algorithms 

combined with social information can effectively alleviate the problem of sparse data. At 

present, how to efficiently mine the hidden user preference information in social 

relationships is the focus of social recommendation algorithm. Traditional collaborative 

filtering recommendation algorithms usually use users only user-history evaluation data 

to model them, and then predict users 'future evaluation and selection, including 

memory-based and model-based 3' women. Therefore, it is necessary for each user to 

build personalized weight. Thus, this step can quickly generate the recommended 

results, and cosine similarity functions 
k

ab are defined: 
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Where we use a softmax function and each value is quantified into (0,1). Similarly, we 

calculate the interest influence score 
k

ai  by corresponding two vector product and item 

embedding as input. Then, the conditional probability of the scoring matrix R in the 

given item i  is defined as: 
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where σ is the sigmoid function. Meanwhile, in order to prevent overfitting, the 

algorithm assumes that the potential vectors of the user and the product satisfy the 

Gaussian distribution. Inspired by the scheme of tackling the node attention layer, we 

can model the graph attention weights of ( 1,2,3)k

al l   as: 
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where MultiLayer Perceptrons (MLPs) approaches are used to learn the graph attention 

weights at the ( 1)k  -th layer
1( )k

au 
 and node attention representations at the k -th 

layer(
k

ap%  and 
k

aq%). Suppose that U- -RKXN and V6RK money represent the potential 

matrix of user and product and product, respectively, where U " and K represent the K-

dimensional potential vector of user U and product, respectively. They model both from 

the perspective of trusted and scored close neighbor sets, however, these two sets are not 

equal, using only one aspect of the information for close neighbors present in only one 

of the sets. In addition, considering 
1 2 3 1k k k

a a a     , if the value of 
2

k

a  is bigger 

than that of 
3

k

a , the effect of influence diffusion is greater than that of interest 

diffusion, and larger 
2 3

k k

a a   denotes that user embedding at layer k  will be more 

affected by the two influence diffusion effects. 

3.3. Item Modeling 

*m dQ ¡  indicates the free embedding matrices of items, where d denotes the 

embedding size and iq represents the free latent embedding for item i. By incorporating 

iq  and the associated feature vector iy  into the fusion layer, we can get the initial item 

embedding: 
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 In this paper, we attempt to construct an item-item influence network F . In order to 

more effectively model the social relationship between users, and fully explore the 

influence of social interaction and friends on users' preferences, a lot of work has made a 

beneficial exploration of this [34, 35].  

For any item i  and item j , we define their similarity coefficients 
ijs  as the number 

of users who liked both items. This paper defines the item implicit network as the graph 
*[ , ]m m

FG V F  ¡ , where V denotes the set of items and F denotes the 

connections between the two related items. 

Based on the assumption that users and friends have similar preferences, for each item 

i , what is needed is to aggregate user-space information from the set of users who have 

interacted with item i , denoted as ( )UR i , including the recommendation algorithm 

based on probability matrix decomposition with item i , denoted as iF . For each item 

i , given its ( 1)k  -th layer embedding 
1k

au 
 and 

1k

iv 
, we model the updated item 

embedding 
k

iv  at the k -th layer as: 
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where ( ) [ | 1]U iaR i a r   denotes the user set that rates item i , [ | 1]i ijF j f   

denotes the item set that is related to item i , 
k

im%  is the item i ’s aggregated embedding 

in the item-item influence graph FG , 
k

in% represents the item i ’s aggregated embedding 

in the user-item interest graph IG , and ( 1,2,3)k

il l   is the aggregation weight. 

Considering that the trust intensity of users to each friend is different, we calculate the 

interest attention weights %
k

in  between node i  and its user node neighbors, and the 

influence attention weights °
k

im  between node i  and its related node neighbors. The 

similarity can be measured from the perspective of scoring or trust data, given item’s 

node representation 
1k

iv 
 and all of its selected neighbors are described as: 
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Because the graph attention weights ( 1,2,3)k

al l  in user-space is achieved, here an 

attention network is used to learn the item graph attention weight ( 1,2,3)k

il l  : 
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where other MLPs are used to learn the graph attention weights with the related item 

embedding at the ( 1)k  -th layer
1( )k

iv 
 and node attention representations at the k -th 

layer( °
k

im  and %
k

in ).  

3.4. Rating Prediction 

This paper comprehensively considered the effect of score and trust similarity on the 

strength of trust among users. With the latent embedding of user a  and item i  at layer 

k (i.e., 
k

au  and 
k

iv ) for  0,1,2,  ...,  k K , we can first concatenate them at each layer 

to get the final user embedding * 0 1|| || ... || K

a a a au u u u   
 and the final item embedding 

* 0 1|| || ... || K

i i i iv v v v    . Then, the user's potential preference information is usually 

implied in the scoring matrix, which is the main data adopted by the recommendation 

algorithm:  
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3.5. Model Training 

To give the parameters of CMAN, Bayesian Personalized Ranking loss (BPR) 

function[12] is used for training, the purpose of ranking task is to learn these vectors 

from the score[33, 36, 37]. The loss function is defined as: 

2
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where     , , ( , ) , ,R a i i a i R a i R       ∣ denotes the training set, R
 

represents the set of positive samples and R
 represents the set of negative samples (the 

user scoring matrix can learn the potential vectors of users and products to make 

predictions). ( )x is sigmoid function and is regularization parameters set, i.e., 

1 2 1,2,3,4,5,6[ , , , ,[ ] ]k

i iP Q W W MLP   . 
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4. Experimental Results and Analysis 

Yelp. Users in Yelp can rate local services and follow others that they like. The original 

dataset contains two parts of information, i.e., the directed interactive relationships 

among users, as well as the users’ ratings to locations. There are five levels of ratings 

from 1 to 5 (Since scoring and trust data are usually sparse, the values of 0 and K shown 

in Table 2 are relatively small). Similar to previous works, this paper considers the 

ratings larger than 3 as “My Likes” of this user. 

Flickr. Flickr is an online photo sharing website. Users follow other users and share 

funny images to friends, family and social media followers based on their preferences. 

The original dataset provides a great deal of preference information and social 

information.  

4.1. Experiments Settings 

This paper evaluated our proposed model on two representative data sets, Yelp and 

Flickr, from the authors of [32,33]. As they did in the study, this paper kept only users 

with at least two ratings and two social links, and filters with fewer than two 

interactions. In addition, this paper performs additional preprocessing steps to extract at 

least 2 similar item pairs that users like and use them as the edge information of our 

model. Note that item pairs (item links) are very sparse, so let's further consider the 

available links. The statistical results of the final data set are summarized in Table 2. 

This paper randomly selected 85% of the data for training, 5% for validation, and the 

remaining 10% for testing. 

Table 2. The statistics of the two datasets 

Dataset Yelp Flickr 

# of Users 17,237 8,358 

# of Items 38,342 82,120 

# of Ratings 204,448 327,815 

# of Density (Ratings) 0.03% 0.05% 

# of Social Connections 

# of Density (Social Relations) 

143,765 

0.05% 

187,273 

0.27% 

# of Item Connections 79,876 498,664 

# of Density (Item Relations) 0.011% 0.015% 

To evaluate the top-K recommendation performance of the model, this paper used the 

recall based measure HR@K(hit rate) and the rank-based measure 

NDCG@K(normalized discount cumulative gain), which are widely used in top-K 

recommendation tasks [33,38]. Specifically, HR@K measures the percentage of test 

items that are successfully recommended in the top-K recommendation list, and 

NDCG@K further considers the ranking of test items in the top-K recommendation list. 

For these two indicators, the higher the value, the better the recommendation result. In 

our experiment, for many recommended tasks [32,39], this paper randomly selected 

1000 unrated items for each user as negative items. We repeated each experiment 10 

times and reported the average score of optimal performance for both indicators. 
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To evaluate the performance, this paper compare our CMAN against ten SOA 

baselines including traditional CF methods, social based recommender approaches and 

graph neural network based models. The baselines are detailed as below. 

BPR [40]: A typical pair-wise algorithm that is derived from the maximum posterior 

estimator, only using the interaction data between users and items. 

FM [10]: A powerful matrix decomposition method which considers pairwise feature 

interactions. 

SocialMF [41]: A matrix factorization technique with trust propagation for 

recommendation in social networks. 

TrustSVD [24]: A social recommendation method that incorporates first order social 

relations into modeling process. 

ContextMF [42]: A fast and context-aware embedding learning method for social 

recommendation. 

GraphRec [31]: A network embedding approach that employs attention mechanism 

to encode social network. 

PinSage [30]: A random-walk Graph Convolutional Network that is highly-scalable 

and capable of learning embeddings for nodes in web-scale graphs containing billions of 

objects. 

NGCF [2]: A deep neural network based framework leveraging high-order signals in 

user-item bipartite graph. 

DiffNet[32]: A graph neural network based model that simulates social influence 

propagation. 

DiffNet++ [33]: A Neural Influence and Interest Diffusion Network for social 

recommendation. 

LCELS [26]:A low-dimensional space Diffusion Network for social 

recommendation. 

Table 3. Comparison of the baselines 

Model 
Model Input Model Embedding Ability 

F S UU UI IU II 

BPR[40] × × × √ × × 

FM[10] √ × × √ × × 

SocialMF[41] × √ √ √ × × 

TrustSVD[24] × √ √ √ × × 

ContextMF[42] √ √ √ √ × × 

GraphRec[31] × √ √ √ × × 

PinSage[30] √ × × √ √ × 

NGCF[2] × × × √ √ × 

DiffNet[32] √ √ √ √ × × 

DiffNet++[33] √ √ √ √ √ × 

CMAN √ √ √ √ √ √ 

CMAN-nf × √ √ √ √ √ 

CMAN-ns √ × × √ √ √ 

CMAN-nii √ √ √ √ √ × 

 

Table 3 shows all the baselines and the key features of our models, showing what 

information each model leverages. Specifically, we use "F" for feature input and "S" for 

social network input. In the modeling process, "UU" and "UI" were used to represent 
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social information and interest information used for user embedded learning, and "IU" 

and "II" were used to represent interest information and project homogeneity 

information used for project embedded learning. Note that our proposed CMAN is the 

only one of these models that considers project homogeneity information. Because our 

proposed model, CMAN, is flexible and can be reduced to a simpler version, we also 

constructed several variants of CMAN as ablation studies. We use CMAN-NF, cman-

NS, and Cman-NII to represent a simplified version of CMAN when deleting user and 

item characteristics, deleting social network input, and deleting item homogeneity 

information. 

We implemented our proposed model using the Tensorflow framework, which 

optimized all models using the Adam optimizer with a batch size of 512. ,32,64 [16] and 

[0.0005, 0.001, 0.005, 0.01, 0.05, 0.1] search is embedded in size and more. We 

randomly initialize the user/item free embedding parameters and weight parameters with 

a Gaussian distribution, where the mean and standard deviation of all models are set to 0 

and 0.1, respectively. SRAN in our proposed model, we in [0.0001, 0.0003, 0.001, 

0.003, 0.01] in search of regularization parameter, and the proposed model reaches the 

best performance for Yelp dataset and Filckr dataset respectively when 

1 20.001, 0.003   . In addition, we have empirically set the hidden layer size to be 

the same as the embedded size and the activation function to be the same as Leaky 

ReLU. We carefully adjust the parameters of all baselines to ensure optimal 

performance for fair comparison. 

4.2. Performance of Our Model and Baselines (RQ1) 

We start by comparing CMAN's Top-10 recommendation performance with other 

baselines. Table 3 presents the overall rating prediction accuracy w.r.t. HR and NDCG 

for the recommendation methods with different embedding sizes D on the Yelp and 

Flickr data sets. We observe the following points. Firstly, the model based on graph 

neural network usually has better performance than the traditional model, including the 

classic CF model (such as BPR [12], FM[10]) and the society-based recommendation 

method (such as SocialMF [41], TrustSVD[24], ContextMF[42]). This observation 

makes sense because traditional models fail to capture important nonlinear relationships 

between users and objects. However, graph neural network-based models take into 

account higher-order social networks or higher-order user-item interaction information. 

The second observation is that, compared with other methods (such as PinSage[30], 

NGCF[2]), models with attention mechanism (such as GraphRec[31], diffnet++[33]) 

obtain better performance. This is not surprising, as this attention mechanism helps to 

better understand the implicit relationships between different nodes and aspects, 

improving recommendation performance. Thirdly, both social information and interest 

information play an important role in improving recommendation results. The 

performance of diffnet++ was significantly better than other baselines, making it the 

strongest baseline model, and our SRAN provided the best performance across all data 

sets (shown in Table 4). 



624           Bin Wu et al. 

Table 4. Overall comparison of HR@10 and NDCG@10 with different dimension size D 

Model 

Yelp Flickr 

HR NDCG HR NDCG 

D=32 D=64 D=32 D=64 D=32 D=64 D=16 D=64 

BPR[12] 0.261 0.263 0.157 0.155 0.081 0.079 0.061 0.063 

FM[10] 0.283 0.286 0.172 0.172 0.121 0.123 0.087 0.095 

SocialMF [41] 0.271 0.279 0.169 0.168 0.106 0.117 0.086 0.096 

TrustSVD [24] 0.285 0.294 0.171 0.175 0.134 0.140 0.106 0.108 

ContextMF [42] 0.301 0.304 0.181 0.182 0.138 0.143 0.109 0.110 

GraphRec [31] 0.291 0.291 0.168 0.181 0.121 0.123 0.090 0.093 

PinSage[30] 0.296 0.305 0.179 0.186 0.123 0.126 0.094 0.099 

NGCF[2] 0.307 0.304 0.184 0.188 0.115 0.119 0.088 0.094 

DiffNet[32] 0.344 0.346 0.209 0.212 0.159 0.166 0.112 0.127 

DiffNet++ [33] 0.355 0.369 0.216 0.226 0.168 0.183 0.121 0.142 

LCELS [26] 0.339 0.342 0.199 0.209 0.147 0.151 0.107 0.115 

CMAN 0.363 0.384 0.223 0.238 0.175 0.197 0.127 0.154 

CMAN-ns 0.357 0.376 0.223 0.234 0.171 0.189 0.121 0.148 

CMAN-nii 0.361 0.380 0.222 0.237 0.173 0.195 0.126 0.152 

Table 5. Overall comparison of HR@N and NDCG@N with different top-N values (D=64) 

Model 

Yelp Flickr 

HR NDCG HR NDCG 

N=10 N=15 N=10 N=15 N=10 N=15 N=10 N=15 

BPR[12] 0.263 0.325 0.155 0.175 0.079 0.103 0.062 0.073 

FM[10] 0.282 0.344 0.171 0.187 0.123 0.147 0.095 0.106 

SocialMF 

[41] 

0.278 0.336 0.167 0.184 0.117 0.130 0.096 0.106 

TrustSVD 

[24] 

0.293 0.369 0.174 0.198 0.140 0.173 0.108 0.120 

ContextMF 

[42] 

0.304 0.383 0.182 0.208 0.143 0.176 0.110 0.113 

GraphRec 

[31] 

0.291 0.362 0.181 0.195 0.123 0.148 0.093 0.099 

PinSage[30] 0.305 0.386 0.185 0.214 0.126 0.150 0.099 0.105 

NGCF[2] 0.304 0.375 0.183 0.204 0.119 0.139 0.094 0.099 

DiffNet[32] 0.346 0.422 0.212 0.231 0.166 0.185 0.127 0.130 

DiffNet++ 

[33] 

0.369 0.449 0.226 0.249 0.183 0.220 0.142 0.154 

LCELS [26] 0.323 0.417 0.199 0.218 0.173 0.213 0.139 0.156 

CMAN 0.384 0.461 0.238 0.261 0.197 0.233 0.154 0.165 

CMAN-ns 0.376 0.448 0.234 0.256 0.189 0.222 0.148 0.158 

CMAN-nii 0.380 0.457 0.237 0.260 0.195 0.232 0.152 0.164 

 

In this experiment, the validity of proposed model is measured with different top-N 

values in Table 5, and the overall trend is similar to the previous analysis. For example, 

slan-ns implements 0.2608HR@5 and 0.1928NDCG@5 in Yelp, while slan-nii 

implements 0.2609HR@5 and 0.1940NDCG@5. Both variants of SRAN outperformed 

all baselines in Yelp, and RAN-NII was even more competitive than RAN-NS. The 

same experimental results were reflected in the Flickr dataset, confirming that both the 
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social network and the project-project graph contributed positively to the performance 

of our CMAN. Therefore, we can conclude that CMAN can improve recommendation 

performance by capturing high order heterogeneous information between user-user, 

item-item, and user-item in aggregation operations through two attention mechanisms. 

4.3. Effectiveness of Our Attention Mechanisms (RQ2) and Diffusion Depth K 

(RQ3) 

In this paper, two attention mechanisms are proposed, namely :(1) node attention block 

in the process of influencing diffusion; (2) Graphic attention block in the process of 

information aggregation. To investigate the role of these two different attention 

mechanisms, we compared the CMAN model with a number of model variables. We use 

AVG to denote an attention mechanism that degrades to equal rights of attention without 

any learning process. We have done some ablation studies and the results of different 

attention modeling combinations are shown in Table VI. In particular, we ran each 

submodule of SRAN with/without the corresponding attention mechanism (i.e., ATT or 

AVG) and found that the best performance was achieved by combining node-level 

attention and graph-level attention. The experimental results show that both nodes and 

graph attention blocks can improve the performance of the model by distinguishing 

important weights. 

Table 6. HR@10 and NDCG@10 performance with different attentional variants (D = 64，K=2) 

Graph 

mode 

Node 

mode 

Yelp Flickr 

HR Improve NDCG Improve 

(%) 

HR Improve

(%) 

NDCG Improve 

(%) 

AVG AVG 0.374 - 0.232 - 0.181 - 0.141 - 

AVG ATT 0.374 +0.16% 0.233 +0.56 0.181 +0.06 0.141 +0.28 

ATT AVG 0.381 +1.9% 0.237 +2.07 0.195 +7.80 0.151 +7.53 

ATT ATT 0.384 +2.7% 0.238 +2.63 0.197 +8.96 0.154 +9.38 

Table 7. HR@10 and NDCG@10 performance with different diffusion depth K (D= 64) 

Depth K 
Yelp Flickr 

HR Improve NDCG Improve HR Improve NDCG Improve 

K = 0 0.263 -

31.40% 

0.155 -

34.76% 

0.079 -

59.64% 

0.063 -

40.81% 

K = 1 0.375 -

2.32% 

0.233 -

2.14% 

0.181 -

8.22% 

0.142 -

7.86% 

K = 2 0.384 - 0.238 - 0.197 - 0.154 - 

K = 3 0.388 +1.20% 0.241 +1.13% 0.203 +3.10% 0.157 +2.01% 

K=4 0.392 +2.11% 0.244 +2.48% 0.207 +5.23% 0.162 +5.39% 

 

Next, we analyze the sensitivity of our model to the diffusion depth K and which 

depth value yields the best recommended results. In Table 7, we report the experimental 

results of SRAN in two data sets with different K values. It is worth noting that many 

related studies have achieved the best performance at K=2 [30,33], and performance 

declines as the depth of the graph continues to increase. The "Improvement" column 
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shows the performance change compared to the SRAN setting, that is, K=2. We found 

that the performance improved rapidly as K increased from 0 to 1, while the 

performance still improved slightly as the diffusion depth continued to increase. We 

conclude that the application of these two newly proposed attention mechanisms 

alleviates the over-smoothing problem in graph neural network training and preserves 

the differences in the representation of the hidden layer of each node. 

5. Conclusions 

In this paper, a novel framework CMAN is proposed, which effectively recommends 

relevant items to users. Compared with the existing algorithm, this paper first to trust 

matrix decomposition, avoid Pearson correlation or cosine distance must have a 

common object, at the same time, fully consider the trust relationship implicit similarity, 

improve the accuracy of sparse data, finally, this paper jointly consider the score 

similarity and trust relationship implicit similarity on user similarity, further improve the 

recommendation accuracy. This paper focuses on the improvement of trust relationship 

implicit similarity to social recommendation algorithms. Other related issues, such as 

directed trust delivery, time drift, and product characteristics, will be further explored in 

future work. 
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Abstract. It is necessary to improve the efficiency of meteorological service 

monitoring in smart cities and refine the prediction of extreme weather in smart 

cities continuously. Firstly, this paper discusses the weather prediction model of 

artificial influence under Machine Learning (ML) technology and the weather 

prediction model under the Decision Tree (DT) algorithm. Through ML 

technology, meteorological observation systems and meteorological data 

management platforms are developed. The DT algorithm receives and displays the 

real meteorological signals of extreme weather. Secondly, Artificial Intelligence 

(AI) technology stores and manages the data generated in the meteorological 

detection system. Finally, the lightning monitoring system is used to monitor the 

meteorological conditions of Shaanxi Province from September to December 

2021. In addition, the different meteorological intelligent forecast performance of 

the intelligent forecast meteorological model is verified and analyzed through the 

national meteorological forecast results from 2018 to 2019. The results suggest 

that the ML algorithm can couple bad weather variation with the existing 

mesoscale regional prediction methods to improve the weather forecast accuracy; 

the AI system can analyze the laws of cloud layer variation along with the existing 

data and enhance the operational efficiency of urban weather modification. By 

comparison, the proposed model outperforms the traditional one by 35.26%, and 

the maximum, minimum, and average prediction errors are 5.95%, 0.59%, and 

3.76%, respectively. This exploration has a specific practical value for improving 

smart city weather modification operation efficiency. 

Keywords: Artificial intelligence; Machine learning; Weather modification 

operation; Intelligent forecast; Decision tree 

1.  Introduction 

With a vast territory and complicated terrain, China still lacks effective meteorological 

monitoring systems and technologies. For example, some meteorological stations in 

China fail to receive radar data occasionally due to their geographical locations, thus 

interrupting normal weather forecasts. Compared with the Weather Surveillance Radar 

(WSR), the weather events positioning system is widely used because of its extensive 

coverage, low maintenance cost, and long-time continuous operation [1]. In particular, 

atmospheric convection is often responsible for lightning, precipitation, hail, gale, and 

tornado, and lightning is usually followed by precipitation. Atmospheric convection can 

be located by referring to the location of lightning. It has been argued that precipitation 
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and lightning intensity have a specific correlation. Such correlation can be used to 

forecast the intensity of the weather conditions, which is of great significance to weather 

modification [2]. The lightning location data can be used to monitor convective weather 

and give early warning. Relevant research has shown that the echo intensity of radar 

well corresponds to ground flash frequencies. Positive and negative lightning frequency 

shows different characteristics with the storm’s evolution. Generally, negative ground 

flash is closely related to the active period of convective weather development, and its 

spatial distribution corresponds to a vital updraft region and wind convergence area. In 

contrast, positive ground flash occurs in intense convective weather's initial and 

dissipation stages [3]. Lightning location is 30-60min ahead of radar echo, according to 

which the origin and intensity of the weather events can be calculated, and manual rain 

precipitation and hail prevention operations can be commanded [4]. Yet, the current 

weather events positioning system has shown some deficiencies. The occurrence, 

development, and decline of the weather events are judged by the data characteristics of 

lightning, providing the basis for the time selection of a weather modification. An 

important mechanism to improve weather modification efficiency is the real-time and 

accurate understanding of the distribution and transportation of precipitable water vapor 

in the atmosphere using lightning detection data [5]. The distribution and lightning of 

water vapor in weather events can be judged by its relation to lightning. The method of 

seeding catalysts, such as silver iodide or dry ice, is mostly used in weather 

modification in the convective weather process. Hence, properly-timed cloud seeding is 

much more cost-effective [6].  

Lightning monitoring systems have been established in some areas without unified 

guidance on station site, equipment, communication, application, and forecast product 

release [7], and a full meteorological monitoring business system based on the existing 

system and resources will be constructed. Regarding the research of Artificial 

Intelligence (AI) technology in urban weather forecasting, Chang et al. (2020) used AI 

technology to obtain satellite image data. They verified the prediction of urban rain and 

flood by AI and hydraulics through 7 12 Beijing rainstorm data information [8]. Yang et 

al. (2019) proposed a short-term flood forecasting model based on AI technology to 

improve the parameter calibration, professional factors, and other problems of 

traditional flood forecasting models. They also processed the rainfall data of Xixian 

County from 2010 to 2018. It was found that the prediction duration of the model was 

24 hours to 36 hours, with high prediction accuracy, meeting the requirements of flood 

forecasting [9].The main tasks of the lightning detection business include: (1) 

Strengthening the development and application research of lightning positioning 

technology; (2) Improving the lightning positioning system equipment; (3) Enhancing 

the comprehensive positioning technology of the national monitoring station network 

for meteorological business. Meanwhile, the performance of the meteorological 

monitoring station network should be evaluated, and the positioning accuracy and 

detection efficiency of the meteorological observation system should be improved. 

Thereupon, the foundation for the meteorological data application platform and shared 

resource databases are provided, applying the meteorological data widely while 

maximizing the benefits of the meteorological observation system. 

The innovation of this paper is to use AI technology to establish a Local Area 

Network (LAN), which is used to transmit data and connect lightning detection stations. 

It can provide information connection for meteorological conditions in different regions. 

A Geographic Information System (GIS) collects and visualizes spatial data. 
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Multidimensional spatial data can be queried to realize data sampling. Besides, an 

intelligent weather forecast model for extreme weather is established through AI 

technology, Machine Learning (ML) technology, and the Decision Tree (DT) algorithm. 

The correlation between the meteorological forecast model and the monitoring and 

analysis system is proposed. Then, the weather forecast for extreme weather is accurate. 

This exploration encompasses six sections. The first section is the introduction, 

explaining the importance and significance of researching intelligent meteorological 

forecasts, describing the problems in the current meteorological monitoring, and 

clarifying the research framework and main research contributions. The second section 

is the literature review, summarizing and analyzing the research of AI, ML, and Deep 

Learning (DL) methods in intelligent weather forecasting. It also defines the 

shortcomings of existing research and proposes the latest research algorithm. The third 

section describes the existing weather forecast models based on AI and ML algorithms, 

and the simulation parameters and environment are explained. The fourth section is the 

simulation analysis of the proposed model, which is compared with the other latest 

literature methods to verify the effectiveness of the proposed model. The fifth section is 

the discussion, which comparatively analyzes the results of the proposed model and 

previous research results. The sixth section is the conclusion, a summary pointing out 

the shortcomings and prospects. 

2.  Literature Review 

2.1  AI Weather Forecast 

AI refers to the simulation of human intelligence processes by machines, especially 

computer systems. There is a natural coupling relationship between the weather 

forecast, which needs massive amounts of miscellaneous data, and AI [10], which can 

deal with big data efficiently and infer from incomplete and uncertain information with 

insufficient spatial-temporal data density [11]. Additionally, AI can summarize expert 

knowledge and experience, improve the prediction level, and utilize an unusable 

understanding of statistical and numerical models. Mohammadi et al. (2018) improved 

the performance and efficiency of CMOS Ring Oscillator (RO) by multi-objective 

optimization and Particle Swarm Optimization [12]; Mohammadi et al. (2019) 

introduced an AIO method for modeling infinite impulse response system and evaluated 

the design and optimization of IIR digital filter. The results showed that the algorithm 

model outperformed other heuristic algorithms and Genetic Algorithms (GA) [13]; 

Shahraki et al. (2020) optimized the component values of analog active power filters 

based on multi-objective optimization. MOIPO outperformed other methods in 

minimizing quality factor deviation and cutting off frequency deviation [14]; 

Mohammadi et al. (2019) proposed an SI algorithm by introducing a novel index in IIR 

filter design, which was more suitable and reliable than the EC algorithm. Then, the 

performance of the proposed SI algorithm was analyzed from reliability, Mean Square 

Error (MSE), and IoS, which were better than other algorithms; Farzaneh et al. (2021) 
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believed that the AI method could help people plan urban construction, and AI-based 

modeling was widely used to predict building energy consumption [15]. 

2.2  ML Weather Forecast 

ML, the core of AI research, primarily aims to obtain knowledge and information from 

input and historical data to solve more complex problems, reduce errors, and 

automatically learn and improve itself [16]. ML is also an interdisciplinary subject, 

studying how computers simulate human learning behavior to acquire and retain new 

knowledge and skills and reorganize the existing knowledge structure for self-

improvement [17]. Kirkwood et al. (2021) believed that under ML technologies, AI 

could be applied to many fields, such as data mining, computer vision, natural language 

processing, biometrics, search engine, medical diagnosis, detection of credit card fraud, 

securities market analysis, DNA sequencing, speech and handwriting recognition, 

strategy games, and robots [18]. Hossain et al. (2020) suggested that meteorological 

information could be classified by DT learning in supervised learning according to the 

feature standard [19]. Xu et al. (2020) considered that the DT could be used to classify 

objects conforming to model input, which included decision points, state nodes, and 

result nodes. Precisely, each internal tree node (non-leaf node) and edge corresponded 

to an object attribute and its option. While each leaf node corresponded to the primary 

classification of objects [20]. Caron et al. (2020) believed that unsupervised learning 

could excavate the data structure and cluster input data according to feature similarities. 

Accordingly, the meteorological data under similar weather conditions in historical 

records were classified into clusters, such as gale and light rain. The current 

meteorological data are used for regression analysis to predict future weather events 

[21]. Bao et al. (2021) proposed a short-term power load forecasting model IGA-LS-

SVM based on an AI algorithm. They analyzed weather, temperature, short-term power 

load, work, and holidays. The proposed model showed excellent predictability when 

associated with the existing Backpropagation algorithm, with a statistical significance of 

0.8274, higher than other algorithms. Thus, the proposed IGA-LS-SVM was suitable for 

short-term power load forecasting [22]. Memiş et al. (2021) constructed a new 

classification algorithm using 18 learning real-world databases in ML, finding that 

FPFS-EC outperformed SVM, Fuzzy KNN, FSSC, FussCyier, HDFSSC, and BM-

Fuzzy KNN in 13 of the 18 experimental datasets [23]. 

2.3  DL Weather Forecast 

DL is a new field of ML and originates from Neural Networks (NNs) research. It can 

combine low-level features into more abstract high-level attribute classes or feature 

representations [24]. Traditionally, computer algorithms produce the desired results 

based on rules and data, while DL can generate appropriate rules and structures by 

simulating the complex human brain structure using massive amounts of training, which 

is especially suitable for problems that are difficult for traditional computers yet simple 

for human beings, such as Natural Language Understanding, handwriting recognition, 

and visual classification [25], as well as another extremely complex problem, weather 
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forecast. The weather forecast system has inevitable delays, given extensive data 

acquisition, conversion, and analysis. DL can be combined with the NN to analyze 

images directly, which has the advantages of multiple factors combination and is 

convenient and efficient [26]. 

Yin et al. (2021) considered that the WSR detected weather information images 

through microwave signals and displayed the echoed images on the screen, on which 

blue to purple indicated the echo intensity from small to large (10~70dBz). Rainfall 

intensity, range, possibility, and movement could be judged from different colors, color 

block sizes, and changes [27]. Huang et al. (2021) argued that each NN layer could 

calculate the color depth, color area coverage, and regional change of the image, 

respectively, and predict the possibility, intensity, coverage, and duration of 

meteorological conditions [28]. Xia et al. (2020) proposed that a satellite cloud image 

was an image of cloud cover and ground surface features observed from top to bottom 

by meteorological satellites. The Convolutional Neural Network (CNN) could identify 

cloud species, genera, and precipitation conditions through satellite images’ color, 

shape, structure, brightness, and texture. For example, the deeper the green in the 

infrared satellite cloud image was, the stronger the ground radiation was, and the better 

the weather was; an arc-shaped cloud line in the image indicated an actual arc-shaped 

cloud line [29]. Guo et al. (2020) suggested that the CNN could determine the location 

and intensity of weather events according to the meteorological characteristics of these 

satellite images and judge their future movement and evolution trend. Image recognition 

could predict natural disasters, such as tsunamis, hurricanes, and thunderstorms, through 

radar and satellite cloud images [30]. For instance, a typhoon is caused by high ground 

temperature and rising hot air flow that form a low-pressure center. With the change of 

air pressure and the earth's movement, the air flowing into the center of low pressure 

also rotates, forming a counter-clockwise air vortex. The cyclone will strengthen to 

form a typhoon if the temperature does not drop. At present, typhoon interference cloud 

clusters can be identified a few days earlier, so the moving direction of a typhoon can be 

judged based on cloud type, wind intensity, and humidity, and its path can be released 

and forecasted. The advantages of the above ML methods are outstanding, but they need 

to be operated in the existing set-up program, while reinforcement learning can 

automatically adjust the state to meet the operation requirements. Table 1 is the 

summary and analysis of the existing literature. 

Based on the above research, most scholars have conducted weather forecasting 

models under the development of ML and DL. However, the training of weather 

forecast models is greatly limited by computer hardware. Currently, there is a large 

amount of data for training samples of the meteorological weather forecast. Regarding 

time scale, the influence of weather elements at different times in recent days on future 

weather should be considered. On the spatial scale, there are more than ten elements in 

the vertical direction. Each element has more than ten levels. The accuracy of longitude 

and latitude grid points that can be selected within the region is also high. The data to be 

trained far exceeds the capacity limit of the current Central Processing Unit (CPU) after 

merging. The training can only be conducted after the original data is cut and magnified. 

The massive data resources cannot be fully utilized. ML technology is used to reform 

the weather forecast system to compensate for this research’s lack. A meteorological 

monitoring business system is built to integrate meteorological monitoring, early 

warning and forecasting, research and technology development, and lightning detection 

and protection technology services. In addition, this paper uses the DT algorithm to 
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integrate the received thunderstorm flow meteorological signals to effectively simulate 

the formation of weather, which can predict extreme weather. 

Table 1. The summary and analysis of the existing literature 

Author 

(year) 
Methods Advantages Disadvantages Data accuracy Application 

Mohammadi 

et al. (2018) 

Multi-

objective 

optimization 

Better 

performance 

Large dataset 

requirements 
Target number 81.26% RO 

Mohammadi 

et al. (2019) 
AIO 

Data 

acquisition is 

relatively 
easy 

It is difficult 

to build the 
model. 

Pulse voltage 83.15% Digital filter 

Mohammadi 

et al. (2019) 
SI algorithm 

High 

robustness 

Lack of 

stability 
Pulse voltage 86.35% IIR filter 

Shahraki et 

al. (2020) 

Multi-

objective 

optimization 

High 

robustness 
Low accuracy 

Frequency 

deviation 
76.39% 

Active power 

filter 

Hossain et 
al. (2020) 

DT 
High 
accuracy 

It is difficult 

to build the 
model. 

Meteorological 
data 

82.14% 
Meteorological 
field 

Xu et al. 

(2020) 
DT + SVM 

Data 

acquisition is 

relatively 

easy 

Lack of 

stability 

Meteorological 

data 
80.13% 

Meteorological 

field 

Caron et al. 

(2020) 

Unsupervised 

learning + 
clustering 

High 

accuracy 

Poor 

robustness 

Meteorological 

data 
83.15% 

Meteorological 

field 

Guo et al. 

(2020) 
ML 

High 

robustness 
Low accuracy 

Meteorological 

data 
81.12% 

Meteorological 

field 

Farzaneh et 

al. (2021) 
AI 

High 

robustness 
Low accuracy  No 76.38% 

Building 

energy 

consumption 

Kirkwood et 
al. (2021) 

ML 

Data 

acquisition is 
relatively 

easy 

Lack of 
stability 

No No Multiple areas 

Bao et al. 

(2021) 
AI algorithm 

Better 

performance 

Large dataset 

requirements 
Power data 86.38% 

Power load 

forecasting 

Memiş et al. 

(2021) 

Classification 

algorithm 

The 

algorithm is 

easy to build. 

Large dataset 

requirements 
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3.  Intelligent Forecast Model of Weather Modification 

Operation 

3.1  ML Weather Modification Forecast 

The weather modification forecast system based on an ML algorithm includes 

meteorological monitoring, data storage, meteorological early warning, meteorological 

data sharing, weather modification enhancement, and hail suppression guidance product 

release. The key to a meteorological observation system is to strengthen the detection 

and construction of urban meteorological operations and promote the combination of 

district meteorological operations and weather modification scientific research and 

services. Finally, a meteorological monitoring business system is constructed, 

integrating meteorological monitoring, early warning and forecasting, research and 

technology development, and lightning detection and protection technology services 

[31]. Here, the construction demand of a regional meteorological monitoring system is 

analyzed explicitly from the aspects of early warning and forecasting comprehensive 

service based on the existing meteorological detection means and the accumulation of 

historical meteorological data. All kinds of data are comprehensively processed by 

developing a meteorological observation system and meteorological data management 

platform. Then, the technical means of weather modification, rain enhancement, and 

hail suppression are broadened based on meteorological monitoring data. Radar and 

satellite observation data and numerical model research are combined, and various 

applicable products have been developed for meteorological business and social 

services, thus providing visual analysis and auxiliary decision-making services for 

meteorological early warning and forecast and establishing a perfect region-wide 

weather modification forecast and early-warning business system. 

The near forecast of weather modification and precipitation enhancement refers to 

the forecast of precipitation enhancement potential within zero to six hours. The 

comparison of real-time observation data is the primary decision-making basis for the 

forecast. The meteorological monitoring data network is used to obtain the original data 

of meteorological observation data in real-time and decompose the radar image 

combined with the observation data of radar data and satellite cloud image. The spatial-

temporal changes in the weather are tracked based on the meteorological positioning, 

the development status is described through the exponential trend, and the early 

meteorological warning is realized. Figure 1 shows the structure of the meteorological 

early warning system. The meteorological information and the cloud images are 

analyzed comprehensively and used to understand the development of current weather 

events to facilitate weather modification. The best time for modification operation is 

selected according to the frequency of weather events in the cloud. 
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Fig. 1. Structure of meteorological early warning system 

3.2  DT Weather Modification Detection 

A DT is mainly used in meteorological detection algorithms. The algorithm can 

effectively simulate meteorological formation, generate the probability of location 

reliability in meteorological observation, and analyze the error of single and multi-

meteorological station locations. The general process of the DT algorithm includes six 

aspects: collecting data, preparing data, analyzing data, constructing algorithms, testing 

algorithms, and applying algorithms. Any method can be used to obtain a dataset to 

collect data. Data often contains many errors and defects. In data preparation, feature 

selection is the most crucial step in data preprocessing. Attribute selection integrates 

subsets of data and eliminates worthless attributes. The strong correlation between 

attribute sets can simplify the model, reduce training time, and decrease the risk of 

overfitting. Analyzing the data requires selecting the appropriate statistical method to 
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predict the results. If not, the database needs to be adjusted. Constructing the algorithm 

requires building the data structure of the tree and using the training data to establish the 

DT model. The testing algorithm evaluates the model performance using a test data set 

of the constructed DT model test sample. Finally, the DT can understand the internal 

relationship between data and has high robustness. This means that the model can be 

applied to new data for data prediction and analysis. The research and application of the 

DT algorithm suggest that there is a one-to-one correspondence between the received 

meteorological signal from the thunderstorm discharge and the algorithm calculation. 

The model output statistical method and linear stepwise regression method are used to 

analyze the statistical relationship between the lightning data and the nested grid model 

through the frequency of weather events and the main influence of meteorological 

parameters. The results can be employed to estimate the possibility of regional 

meteorological formation. Moreover, it is pointed out that extreme weather events are 

often formed from large-scale stratification instability and convergence provided by 

humidity and local wind field. The algorithm analyzes 274 meteorological signals 

received by four meteorological stations and then filters and compares them step by 

step. The crucial factors are selected from the four stations, and a Multiple Regression 

(MR) equation is established to calculate the real meteorological signal for receiving 

and displaying. The MR equation should use a variance ratio to test the significance of 

the regression equation. If the influence factor passes the significance test, it can enter 

the equation. Otherwise, it should not enter the regression equation. The criterion for 

excluding variables in the regression equation is also to use the variance ratio for the 

significance test. The test eliminates the variables that contribute the least to the sum of 

squares of partial regression, whether they are selected into or excluded from the 

regression equation. The selection and exclusion items that meet the conditions are 

eliminated. The stepwise regression method eliminates the factors that have little 

influence on the dependent variables, reducing the difficulty of analyzing problems. It 

also improves the calculation efficiency and the stability of the regression equation, 

with good prediction accuracy. The error is minimized through the accurate calculation 

of the algorithm. Meanwhile, an accurate forecast is conducted, and the research on the 

numerical model of the weather forecast is strengthened [32]. 

The DT method is one of the fast and most intuitive inductive learning methods. It 

has been widely used in expert systems, industrial control processes, financial insurance 

prediction, and medical diagnosis. It can integrate various data and forecast methods in 

the weather potential forecast on a platform. The DT method is applied in the 

meteorological monitoring system to compare the data of positioning instruments, 

conventional radiosonde, satellite cloud image, and T213 numerical forecast products 

and presents real and reliable meteorological formation data [33]. Specifically, the DT 

algorithm should be used in the meteorological monitoring system. First, in the DT 

generation phase, the algorithm judges the branches of the DT according to the root of 

the attribute parameter value of each node. It selects the path channel attribute to 

distinguish the sample parameters. The distance between the branch node tree and the 

root node is selected. The probability of a reliable position in generating meteorological 

observation can be determined according to the distance between nodes. Also, the error 

of single and multiple meteorological station positions can be analyzed. During this 

period, the branch judgment standard of the DT is selected according to the lightning 

detection algorithm as the tradeoff standard for using the data branch information value. 
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The DT algorithm can better integrate all data and forecast methods in the potential 

meteorological forecast on one platform. It is used to establish the meteorological 

monitoring and forecast system. The satellite cloud image and the real meteorological 

data are integrated and used for weather forecasts to improve the system’s performance. 

The binary tree algorithm is used here, and the branch information is used as the 

judgment standard of DT branch selection. The binary DT is established through the 

established rules of attribute branching. Figure 2 presents the collection process of a 

meteorological signal. The specific path is to judge whether the selected path is a multi-

possibility selection or whether the lightning signals collected by each station are 

inconsistent. The multi-station comparison method is employed to select the best path 

for the possibility of lightning formation. The collected data point signals (>ten-point) 

are counted. All the points are digitized and statistically analyzed to select the following 

path. Each attribute value’s weight is found, and the best path is selected. 
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Fig. 2. Flowchart of meteorological signal collection under different conditions, (a) Flowchart of 

data collection when meteorological signals of each station are consistent;(b) Flowchart of data 

collection in case of inconsistent meteorological signals at each station 

The local electronic map should be loaded into the lightning detection system. 

Mapinfo is used to add label layers, such as lightning locator and city names on the 

map, to assist in display and query. Then, the labeled map is loaded into the lightning 

detection system. The lightning detection system should include an essential layer for 

background display and an item layer for lightning positioning data. Figure 3 presents 

the process of loading electronic map data. 
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Fig. 3. Loading flow chart of electronic map data 

The DT can be simplified using the impurity function φ (p1, p2, ..., pj) on each 

branch node. For any node t, the calculation of impurity i(t) reads: 

                               (1) 

p(i|t) represents the probability of the node t samples belonging to category i. 

The impurity reduction after branch s divides the parent node t into child nodes tR 

and tL reads: 

)()()(),( LLRR tiPtiPtitsi 
 

(2) 

PR and PL represent the proportion of child nodes tR and tL samples in parent node t 

samples, respectively. The reduction in impurity characterizes the branching effect φ (s, 

t). 

The branching criterion: the criterion with the largest impurity reduction is used for 

further branching, which is expressed by Eqs. (3) and (4). 
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(4) 

The criterion for branching termination: branching terminates when the maximum 

impurity reduction is less than the given threshold β. 

The binary DT based on a growth-pruning method is used for error analysis of the 

lightning detection system. The data judgment accuracy of the original tree is not ideal 

because of redundant nodes. After continuous pruning and selection, the attribute of 

each node in the lightning detection DT is the threshold of the attribute of generating 

lightning weather. The contribution of different attributes greater than the threshold of 

the same node to the generation of lightning weather is different. The DT of lightning 

detection calculates the possible lightning data of each 4°×4° longitude and latitude grid 

point in Tibet (The geographic information map of Tibet is divided into multiple 4°×4° 

grid blocks). The maximum depth of the DT is five because the classification is based 

on the work area size and combines related references. The DT is used to analyze the 

possibility of lightning occurrence. The data analysis shows that the greater the value 

obtained is, the larger the possibility of lightning occurring in the detection point is; on 
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the contrary, the smaller the probability is, the less likely lightning will appear in the 

detection point. 

3.3  AI Meteorological Data Storage 

AI is a branch of computational science, which is to study how to simulate human brain 

thinking through the computer to realize machine intelligence. AI involves a wide range 

of disciplines, including both natural and social disciplines, and is mainly realized 

through traditional programming technology and simulation. Firstly, manual 

programming, as an engineering method, is tedious and error-prone and is used in 

character recognition and AI chess players. Secondly, the simulation method is based on 

biological thinking and, thus, is more complex, including GA and Artificial Neural 

Network algorithms. The simulation method is more robust and can handle more 

complex problems [34]. 

The introduction of AI has excellent advantages in model correction, which can 

significantly improve the prediction ability of temperature, precipitation, and other 

meteorological elements. In addition, AI technology can also track the development of 

weather processes. AI technology can locate typhoons according to satellite cloud maps 

through image recognition to tracktyphoonsn in real time, quickly, and intelligently. On 

the one hand, the development process of typhoons can be accurately described. On the 

other hand, a good initial field for the model can be provided, which helps improve the 

ability of the model to predict typhoons. The meteorological monitoring system will 

produce a large amount of data, which needs to be effectively managed and stored. 

Through strong learning ability and fast reasoning speed, AI technology provides a 

database for multi-source multi-resolution Spatio-temporal observation data and multi-

mode and multi-scheme prediction data in the meteorological field. The numerical 

weather model forecasts and simulates the weather based on the complex atmospheric 

motion process. AI algorithms are driven by big data. It can capture meteorological 

data’s temporal and spatial characteristics and nonlinear relationships. SQL Server 2000 

database stores lightning location data collected through the control and data operation 

statements. Data collection mainly includes: reading data text format and data entry. 

The data entry accuracy can be intuitively understood through feedback, including the 

database name, database authentication method, entry time, entry name, and the entry 

row number. The data is initially explored, and the model is constructed. Then, they are 

applied to all data through loop traversal. 

Data query: multiple controls and SQL query statements are used to match the query 

information field. The queried contents are shown in the table. The lightning data query 

system can draw data output to give users an intuitive understanding of the lightning 

data, through which the strong center of weather events can be located. The queried 

lightning data are used to analyze the intensity center of lightning occurrence. Then, the 

lightning frequency, position of the intensity center, formation direction, distance from 

the detection point, and the intensity of the maximum charge center are obtained. 

Finally, the discharge area of the thunderstorm cloud center is obtained through the 

corresponding equation of the meteorological precipitation enhancement potential 

forecast. 
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Here, a smart city's intelligent weather prediction model is realized through ML 

technology, DT algorithm, and AI technology. The role of different research methods in 

this paper is shown in Table 2. 

Table 2. Functions of research methods in this paper 

Research method Function 

AI technology 
Effectively store and manage data of meteorological monitoring 

system. 

ML 

The meteorological forecast system can be reformed. A 

meteorological monitoring business system can be established by 

integrating meteorological monitoring, early warning and 

forecasting, research and technology development, and lightning 

detection and protection technology services. 

DT algorithm Collect meteorological signals under different conditions. 

3.4  System Parameters and Environment Settings 

The network environment in the lightning monitoring system is based on the LAN and 

the General Packet Radio Service wireless network. The software architecture is 

established through the Client/Server technology network based on Windows 10 

operating system. The lightning monitoring system is designed using the principle of 

function separation, independent work, non-interference, and scalability. The system 

includes a display unit for lightning data, a receiving unit for secondary station data, a 

multi-station positioning unit, and a data viewing unit. The receiving unit for the 

secondary station data can be expanded multiple times without changing the source 

program. It has strong adaptability to the increase or decrease in the number of 

secondary stations.  

Background running environment: the hardware of the application server is HP 

PROLIANT DL580G7, equipped with 4 Xeon E7-4807 1.86GHzCPU, 16G DDR3 

memory, 900G hard disk, configured with Windows 10 ServerR2 operating system, and 

JBoss and GeoServer. The database server is HP PROLIANT DL580G7, equipped with 

4 Xeon E7-4807 1.86GHzCPU, 8G DDR3 Memory, and 900G hard disk, configured 

with Windows2008ServerR2 operating system, and PostgreSQL and SQLServer2005 

[35]. 

3.5  Experimental Data 

The data here comes from the National Climatic Data Center (NCDC). The lightning 

meteorological conditions from September to December 2021 in Shaanxi Province and 

the meteorological forecast results of Yanta District in Xi'an, Shaanxi Province, from 

2018 to 2019 are retrieved through data. Table 3 reveals the data components of 

meteorological variables. 
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Table 3. Data composition of meteorological variables (data source: NCDC) 

Name 
Root Mean Square 

Error 

Deviation Correlation 

coefficient 

Air temperature 0.88K -0.13K 0.97 

Specific humidityc 4.76% 4.76% 0.93 

Wind speed 0.83m/S -0.21% 0.82 

Surface barometric 

pressure 

3.74hPa -0.38hPa 
0.96 

Hourly precipitation 0.94mm/H -0.004 mm/H 0.72 

 

Additionally, the number of input features and the length of output results of each 

sample must be the same to reflect that the intelligent prediction model of a smart city 

based on AI and ML does not need all training samples to maintain consistency. This is 

also the characteristic of the verification model proposed here, which is different from 

other ML algorithms. The number of training set data is 300, and the number of test set 

data is 100. Training data set samples are input in the training phase, n categories. The 

number of samples of each type and the number of samples of the maximum type m are 

recorded. The random list L of each category is used to modularize the number of 

category samples. Resampling is performed according to the modular operation results 

so that the number of samples of each class is m. Its index is stored in the corresponding 

L. Finally, all the L lists are combined to form a final list and output the training list. 

Secondly, the intelligent city prediction model based on AI and ML proposed here is 

developed for meteorological prediction, so its evaluation algorithm is more specific 

and rigorous than the general algorithm. The real-time test set of the algorithm is the 

real-time weather data collected every day during the test period and the results 

observed by multiple observers back-to-back, which cannot be used for model 

verification and evaluation in advance. In model training and testing, AI technology is 

used to store and manage the data of the meteorological monitoring system. The DT 

algorithm is used to collect meteorological signals under different conditions. This can 

effectively avoid the problem of model applicability caused by training data sets. Based 

on AI technology and ML, the overall consistency can be observed for a long time 

under different weather conditions in different regions. The model’s applicability to 

different geographical locations is also tested while testing the consistency with manual 

observation. 

4.  Model Simulation and Comparative Analysis 

4.1  Analysis of Meteorological Statistics 

Here, the frequency of lightning occurrence in Yanta District, Xi’an City, Shaanxi 

Province, is statistically analyzed to conduct statistical analysis on the lightning 

monitoring system and verify its feasibility of the lightning monitoring system. The 
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frequency change of a lightning occurrence in Yanta District, Xi'an City, Shaanxi 

Province is shown in Figure 4. The results reveal that the lightning monitoring system 

can calculate the lightning flash frequency in a cycle and draw it out through the broken 

line chart. It can well reflect the changing trend of the relevant data during this period 

and can intuitively show the monthly lightning frequency, which is conducive to 

intuitive and concise analysis. The frequency of lightning in September is significantly 

higher than that in other months, and that in December is only 0.2. 

 

Fig. 4. Frequency change of a lightning occurrence in Yanta District, Xi’an City, Shaanxi 

Province 

 

Fig. 5. Statistical chart of lightning frequency in different areas of a day\ 

In Figure 5, the lightning frequency in different areas (Xi'an: I, Hanzhong: II, 

Shangluo: III, and Weinan: IV) is calculated and plotted. It is found that the 

combination of lightning frequency and satellite cloud image information can be used to 

obtain the law of lightning occurrences in the future. The lightning frequency 

significantly increases with time, and the highest lightning frequency in IV is 1,163 
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times in 24 hours. Accordingly, the right time for weather-modification operations can 

be determined. 

 

4.2  Performance analysis of intelligent forecasting 

In Figure 6, two forecast dates in 2018 [36] and 2019 [37] are used as examples. The 

dataset of the four forecasting models is the meteorological forecast data of Yanta 

District, Xi’an City, Shaanxi Province, from 2018 to 2019. The different meteorological 

intelligent forecasting performances in the Yanta District of Xi’an City are predicted. 

Figure 6A shows the forecast results for 2018, revealing that under the training set and 

the test set, the forecast results of the model deviate greatly from the actual results. The 

main reason is the great fluctuation of China's meteorological situation in 2018 and the 

incomplete dataset, which leads to insufficient learning performance. In the 

meteorological intelligent forecast results in 2019 (Figure 6B), the model’s performance 

is consistent with the actual meteorological results in different sets, but there is a short-

term fluctuation at 10-20 o'clock. Thus, the weather intelligent forecast system based on 

the ML algorithm performs well but relies on specific data. 
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Fig. 6. Results of meteorological intelligent forecast performance 

4.3  Comparative analysis of model performance 

The performance of an intelligent city prediction model based on AI and ML is verified 

to analyze the performance results of the meteorological intelligent prediction model. 

The training data set is the weather forecast data of Xi’an on September 4, 2021. Figure 

7 illustrates the performance results of the meteorological intelligent forecast model. 

The performance analysis of different methods suggests that the performance of the 

model is reduced by 20.35% without an AI management system, while the performance 

of the model without a DT algorithm is reduced by 15.63%. Without AI and DT 

algorithms, the model’s performance is reduced by 35.68%. The performance of the 

proposed model is improved by 35.26% compared with the traditional model. The 

performance of the latest literature models [38-41] is compared with that of the 
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proposed model. Compared with the literature model in reference 23, the performance 

of the proposed model is slightly weaker, but it has a significant improvement compared 

with the model in other references. This further shows the effectiveness of the proposed 

weather intelligent forecast model, which has good forecast accuracy. The accuracy of 

the proposed model is not as good as that in reference 23, but the proposed model has 

much lower requirements for the computer configuration. Therefore, under the same 

equipment, the accuracy of the proposed model can exceed that in most literature. It is 

believed here that DL has a broader application for meteorological modeling in the 

future. 

A B

C

D E  

Fig. 7. Performance comparison analysis of different models((A) shows the performance 

comparison between the research method in this paper and the model without AI technology; (B) 

indicates the performance comparison between the research method in this paper and the model 

without DT algorithm; (C) represents the performance comparison between the research method 

in this paper and the model without AI technology and DT algorithm; (D) represents the 

comparison between the actual meteorological forecast results and the model prediction results; 

(E) shows the performance comparison between the research method in this paper and the 

traditional prediction model) 

4.4  Performance Comparison of Different Models 

Further, to compare the performance of the intelligent city prediction model based on AI 

and ML, the proposed model is compared with literature models in references 36-37 

from Accuracy, Precision, Recall, and F1 score. The calculation reads: 
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TP TN
Accuracy

TP TN FP FN




   . 

(5) 

In Eq.(5), TP TN  represents the number of samples predicted correctly, and 
TP TN FP FN    stands for the total number of samples. 

Pr
TP

ecision
TP FP


 . 

(6) 

In Eq.(6), TP  represents the number of samples correctly predicted as 1, and TP FP  

denotes the total number of samples predicted as 1. 

Re
TP

call
TP FN


 . 

(7) 

In Eq.(7), TP FN  stands for the number of samples predicted to be 1 in the real case. 

1 2
precision recall

F
precision recall


 


. 

(8) 

The F1 value is a harmonic average of model accuracy and recall. 

The results are shown in Figure 8. 
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Fig. 8. Comparison of recognition accuracy of different models 

Figure 8 tells that the recognition accuracy of the proposed intelligent weather 

forecast model has reached 92.1%, which is at least 15.1% higher than that of other 

models. At the same time, the Precision, Recall, and F1 score of the proposed model are 
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also the highest, indicating that compared with other intelligent weather forecast 

models, the proposed model has better performance and higher prediction accuracy. 

4.5  Analysis of actual forecasting performance 

The meteorological forecast data of Xi’an from September 4 to September 30, 2021 is 

taken as the training data set to analyze the performance of the intelligent forecasting 

model of smart city integrated with AI and ML. Figure 9 demonstrates the forecast 

analysis results of the actual performance of the proposed model. It suggests that the 

accuracy of meteorological intelligent forecast results within one month is basically 

maintained at 96%, of which the maximum, minimum, and average forecast errors are 

5.95%, 0.59%, and 3.76%, respectively. It proves that the proposed model has high 

forecast accuracy and good robustness, which can meet the urban daily weather forecast 

needs. 
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Fig. 9. Analysis results of actual forecast performance of the proposed model 

Table 4. Analysis of meteorological early warning results 

Thunderstorm Lightning station 

Movement 
Prediction 

accuracy Serial number 
Current 

location 
Distance 

M0 143 148 0min 15min 30min 45 min (%) 
F0 132 165 2/3 44/147 NO NO 91% 

H0 145 165 NO 129/135 NO NO 92.45% 

D0 120 155 189/5 144/155 143/155 NO 91.35% 

O0 95 99 235/7 118/134 115/134 NO 90.21% 

P0 141 163 NO NO NO NO 90.13% 

MO 113 125 120/145 NO NO NO 92.54% 
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Table 4 displays the results of meteorological location early warning. The positions 

of seven meteorological images are analyzed, and the information of the lightning 

station determines the specific location information of these points. The actual data will 

be used to analyze the proposed model and compared with the existing data to obtain 

the final prediction result. From the meteorological early warning results in Table 4, the 

model has apparent early warning information within 0~30 minutes. After 45 minutes, 

the warning information disappears. Moreover, the model’s average prediction accuracy 

in seven images is 91%, proving the proposed model's effectiveness. 

5.  Discussion 

The meteorological observation and early warning system study focuses on some of the 

leading image display core technologies in the development of GIS. The system adopts 

Mapinfo, MapX graphics development software, and a system application platform. 

Meanwhile, the enterprise user database platform based on SQL Server 2000 is 

designed and built. Many functions are realized, including the integrated analysis and 

retrieval of the monitoring attributes and spatial data of the actual lightning location 

data, the spatial distribution statistics of the lightning location data, and the visualization 

grid demonstration of charts. It facilitates the early warning and forecasting personnel of 

weather modification, precipitation enhancement, and hail suppression to provide 

services for the weather forecast and public users. Meteorological monitoring, early 

warning, and forecast are realized. The application of the ML algorithm improves the 

forecast accuracy of meteorological monitoring system data and realizes the data 

classification while simplifying data processing and improving the system calculation 

efficiency. In Reference [42], scholars also applied ML algorithms to construct 

intelligent weather forecasts and built an intelligent weather forecast system. The 

algorithm could help the relevant personnel intuitively analyze the weather changes to 

improve the forecast accuracy. This is consistent with the idea of this exploration. 

Further, the relevant forecast factors are screened using various numerical products 

through the DT method. Then, the DT of the potential lightning forecast is established 

with the monitoring data of the lightning locator network, high altitude ground 

observation data, wind field data, and radar data of the Tibet Autonomous Region. The 

potential meteorological forecast with a spatial resolution of 1°*1° and temporal 

resolution of 1 hour is realized. The weather events positioning system is combined 

with the domestic mature satellite cloud images and weather detection system data, the 

occurrence and change process of meteorological phenomena are analyzed, and the 

temporary weather forecast is realized. In Reference [43][44], scholars also established 

a temporary early-warning system through an ML algorithm to help modify operations 

and predict weather phenomena, achieving high forecast accuracy. The results are 

consistent with the temporary weather early warning system proposed, proving that the 

proposed meteorological monitoring system is feasible, especially in the areas with 

imperfect meteorological monitoring systems, to improve the data processing 

technology of local meteorological monitoring, early warning, and forecasting products. 

Additionally, the proposed system can improve their fineness, visibility, evaluability, 

and forecast accuracy and help the weather modification operation of relevant 

personnel, such as precipitation enhancement and hail suppression. 
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6.  Conclusion 

Given the imperfection of meteorological monitoring, early warning, and forecasting in 

urban weather modification centers, targeted research is conducted here. Based on the 

GIS, the potential forecast model of meteorological precipitation enhancement 

monitoring is implemented together with a temporary early-warning system. Various 

data structures are analyzed in connection with the spatial data, and an intuitive and 

visual query analysis method is established to calculate weather formation in the spatial 

range. The calculation and forecast results are verified by real-time visual data 

regarding the thunderstorm weather. Through software development, the meteorological 

detection system has been put into trial operation. The main achievements of this paper 

are as follows. 

1)After repeated operation and testing, the system is stable. Its function fully meets 

the design requirements of urban weather modification, precipitation enhancement, and 

hail suppression early warning and prediction, improving early warning and prediction 

in the region.  

2)The GIS technology is applied to the data processing technology of lightning 

monitoring, early warning, and forecasting products, significantly improving the 

fineness, visualization, evaluability, and prediction accuracy. Mainly, the research 

involves the embedment of observation data of the new generation Doppler WSR, the 

surface precipitation data, and the early warning results into the GIS platform.  

3)Under comparison analysis, the monitoring and forecasting results are more in line 

with the actual situation.  

Still, there are some deficiencies. First, there is no perfect meteorological database. 

The existing data content of domestic scientific research institutions is only used for 

internal testing and is not fully open access. Moreover, NN or DL content can be used 

for effective data processing for the proposed model. In the follow-up study, these two 

aspects will be improved, and the model performance will be optimized. 

The research contributions read: (1) The collected meteorological data are used for 

precipitation enhancement, hail suppression potential prediction, and meteorological 

early warning products. (2) A metropolitan LAN is established to transmit data and 

connect lightning detection stations based on regression algorithm, DT algorithm, and 

batch processing method. (3) Two main functional modules are evaluated from two 

aspects: loading a GIS electronic map and superimposing radar and cloud map and 

high-altitude data based on AI technology. A background database based on 

meteorological observation is established. It can collect and visualize GIS and query 

multidimensional spatial data to achieve data sampling. (4) The 24-hour meteorological 

monitoring technology is studied through comparison and superposition. Relevant 

forecast factors are screened to form potential forecast data for weather modification. 

The meteorological potential prediction products are built on the meteorological data 

analysis platform to monitor meteorological conditions, such as spatial location, 

distribution location, and time resolution. 
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Appendix. 

Table 3. Variable information 

Variables Definition Calculation 

p(i|t) 

It indicates the proportion of 

samples with node number t 

belonging to category i. 

It is calculated by Eq. (1). 

s Number of branches Fixed value 

tR Number of R branches Fixed value 

tL Number of L branches Fixed value 

PR 
The proportion of sample tR in 

the sample with node t. 

It is calculated by Eq. (2). 

PL 
The proportion of sample tL in 

the sample with node t. 
It is calculated by Eq. (2). 

β Threshold size Fixed value 
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Table 4. English abbreviations 

Abbreviations Full name Meaning 

CMOS 
Complementary Metal 

Oxide Semiconductor 

It refers to a technology used to 

manufacture large-scale integrated circuit 

(IC) chips or chips made with this 

technology. It is a read-write RAM chip on 

the computer mainboard. 

RO Reverse Osmosis 

Osmosis is adopted to put clear water and 

saltwater in one tube. The middle is 

separated by a semi-permeable membrane, 

allowing water to pass through. Then, water 

flows from the place with low osmotic 

pressure to the place with high osmotic 

pressure. 

AIO All In One 
It supports synchronous and asynchronous 

(callback-based) processing. 

EC Erasure Coding 

When the data block or check block is lost 

or damaged, the system can be recovered 

according to the EC algorithm to protect 

data. 

SIFT 
Scale-invariant feature 

transform 

It can detect and describe the local features 

in the image. It looks for the extreme points 

in the spatial scale and extracts their 

position, scale, and rotation invariants. 

IoS Indicator of Success 

It is mainly the latest indicator to evaluate 

the difference between the existing and 

optimized models. 

DNA Deoxyribonucleic acid 

It is a molecule with a double-stranded 

structure and is made up of 

deoxyribonucleotides. 

SQL 
Structured Query 

Language 

It is a special-purpose programming 

language for managing relational database 

management systems. 

DDR3 

Double-Data-Rate 

Three Synchronous 

Dynamic Random 

Access Memory 

It aims at the next-generation memory 

technology of Intel's new chip. 

AI Artificial Intelligence 

It refers to the system and machine that can 

imitate human intelligence to perform tasks 

and improve itself iteratively based on the 

collected information. 
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Abstract. This work aims to perform the unified management of various 

departments engaged in smart city construction by big data, establish a synthetic 

data collection and sharing system, and provide fast and convenient big data 

services for smart applications in various fields. A new electricity demand 

prediction model based on back propagation neural network (BPNN) is proposed 

for China’s electricity industry according to the smart city’s big data 

characteristics. This model integrates meteorological, geographic, demographic, 

corporate, and economic information to form a big intelligent database. Moreover, 

the K-means clustering algorithm mines and analyzes the data to optimize the 

power consumers’ information. The BPNN model is used to extract features for 

prediction. Users with weak daily correlation obtained by the K-means clustering 

algorithm only input the historical load of adjacent moments into the BPNN 

model for prediction. Finally, the electricity market is evaluated by exploring the 

data correlation in-depth to verify the proposed model’s effectiveness. The results 

indicate that the K-mean algorithm can significantly improve the segmentation 

accuracy of power consumers, with a maximum accuracy of 85.25% and average 

accuracy of 83.72%. The electricity consumption of different regions is separated, 

and the electricity consumption is classified. The electricity demand prediction 

model can enhance prediction accuracy, with an average error rate of 3.27%. The 

model’s training significantly speeds up by adding the momentum factor, and the 

average error rate is 2.13%. Therefore, the electricity demand prediction model 

achieves high accuracy and training efficiency. The findings can provide a 

theoretical and practical foundation for electricity demand prediction, 

personalized marketing, and the development planning of the power industry. 

Keywords: Smart city, smart grid, electricity prediction model, K-means 

clustering algorithm, back propagation neural network. 

1. Introduction 

With the rapid development of economic globalization, urbanization is accelerating. The 

problem of energy shortage is becoming even more obvious, such as water resource 
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lack, lack of non-renewable fossil resources, including coal and oil, and a serious waste 

of electricity. These increasingly prominent energy crises and environmental problems 

drive people to connect a considerable amount of distributed energy and energy storage 

devices. Meanwhile, green development and green economy have become the theme of 

economic development [1, 2]. The electric system is a critical element of urbanization, 

and intelligent electricity consumption is an inevitable factor in the construction of smart 

cities. The industrial society also puts forward higher reliability and quality requirements 

for power supply [3]. Consequently, scholars in related fields focus on applying 

intelligent prediction algorithms to intelligent electricity demand prediction. 

The State Grid Corporation of China vigorously advocates the construction of a smart 

grid, and it leads the integration of various information technologies. It pursues the 

safety performance of the power system, the stability and distribution of power supplies, 

and the efficient utilization of energy, to reduce energy consumption and alleviate 

environmental pollution simultaneously in the power supply and distribution process [4]. 

The smart grid aims to optimize the production, distribution, and consumption of 

electric energy by obtaining more electricity consumption information from customers. 

Souri and Hosseini affirmed the business processing performance of big data technology 

in smart cities in their research [5]. The development of the Smart Grid makes accurate 

power load/demand prediction possible and increasingly urgent, helping power 

enterprises’ scientific load dispatching and power production. Ultimately, the Smart 

Grid aims to achieve renewable energy in the power system. Introducing consumer 

decisions to reduce energy use will significantly reduce power load usage, which may 

reduce consumption in the coming years. Understanding the types of load prediction is 

helpful for the power system to manage the demand response plan effectively. Based on 

this, the load demand change can be predicted to calculate the required power 

generation and improve energy efficiency. 

The electricity demand prediction for the smart grid is crucial for the power industry 

and critical to operation, planning, and control. Electricity demand prediction is a vital 

foundation for ensuring the safe operation of the power system, achieving scientific 

management and unified dispatching of the power grid, and formulating a reasonable 

development plan [6]. Electric energy consumption is affected by multiple factors. 

However, traditional electricity demand prediction methods take several factors as 

variables. It only considers the internal data of the power system, such as maximum load 

and regional average electricity consumption, ignoring numerous external factors [7]. 

Therefore, it is significantly crucial for the development of the power industry to 

investigate the electricity demand of the smart grid. Many high-resolution user load data 

can describe the user’s power consumption habits and predict the user’s power 

consumption. Therefore, mining user load data is of great value for grid system 

scheduling optimization, fine operation and management, and serving market users. 

According to the temporal and nonlinear characteristics of power load data, short-term 

load forecasting models can be divided into two categories. One is the time series 

approach, which usually regards the power load as a collection of time series. The 

prediction model is constructed according to the historical power load data and related 

influencing factors. In this way, the future load value can be predicted. The real-time 

load prediction method based on the user clustering strategy first takes a load of users at 

the hour as the feature. Then, it uses a clustering algorithm to classify users of different 

power consumption modes and a regression algorithm to forecast the load of classified 
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users. By superimposing the predicted load of various users, the total real-time predicted 

power load is obtained, and then the generation is predicted. 

In summary, according to the new characteristics of the current development of smart 

cities and the new needs of the smart grid, it is of great practical value to predict the 

demand for smart electricity in the smart city. This work uses the K-means algorithm to 

cluster the historical load curves of users’ electricity consumption. BPNN is used to 

construct different feature extraction network structures for different types of users, and 

the prediction model is trained. The contributions of this work are as follows. (1) A 

customer segmentation model is constructed based on traditional customer segmentation 

methods by analyzing the customer differences through the demographic, legal person, 

economic and geographic information provided by the Smart City Basic Database. As 

corporate reconstruction continues in China, the power industry is also experiencing 

such a change. The electric power companies with a fixed source of customers and 

stable economic benefits in China are previously owned by the government, and the 

power generation, power supply, and power distribution of the companies are under 

unified management by the national government. Nowadays, Chinese power companies 

have also been promoted to the market, which will face more competition. Thus, the 

power industry in China must comply with market rules. Meanwhile, private enterprises’ 

practical power demands must be fully considered to strengthen the consciousness of 

serving customers and help them increase profits. (2) The relationship between the total 

electricity consumption and regional population, Gross Domestic Product (GDP), per 

capita GDP, the number of industrial enterprises above a specific size, and total imports 

and exports are analyzed by data from the Smart City Basic Database. An electricity 

demand prediction model is established by combining the internal data from power 

companies. Finally, its performance is analyzed through simulation to provide a 

reference for green energy use in subsequent smart cities. 

2. Recent Related Work 

There have been many studies on electricity demand prediction in the past few years. 

Classic and traditional electricity prediction methods have failed to adapt to the 

changing electricity market. Some new methods have been applied to electricity demand 

prediction. Mirjat et al. (2018) predicted that Pakistan’s average electricity growth rate 

would be 8.35% in subsequent years using deep learning and electricity data from 2015 

to 2017; this data was19 times the existing base [8]. Khalifa et al. (2019) used electricity 

consumption data to model the Qatar electricity market. They found that more energy 

consumption would be generated around 2030 and proposed to improve electricity 

efficiency by reducing electricity consumption [9]. Kim et al. adopted the Long Short-

Term Memory (LSTM) algorithm of deep learning to predict electricity consumption 

and applied the one-hot coding method to the input and output values of electricity 

demand. This model had higher prediction accuracy than other general algorithms [10]. 

Then, the observed daily load curves were represented by a set of periodic smooth-

spline basis functions. The basis function coefficients were obtained following the 

evolution of a linear Gaussian state space model. Nam et al. (2020) developed an energy 

prediction model by renewable energy technologies and implemented it in South 
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Korea’s energy policy. They utilized the deep learning algorithm to predict fluctuations 

in electricity demand and power generation. Through experiments, they proved that this 

model achieved the lowest economic and environmental costs, generated stable 

electricity to meet demand, and realized the policy of 100% renewable energy [11]. The 

general LSTM hybrid model only optimizes the prediction front end. The optimization 

treatment of the residual at the back end of LSTM prediction is ignored, and the 

optimization treatment of the residual is missing. However, BPNN, as a multi-layer 

mapping network with forwarding information transmission and back error propagation, 

can achieve the purpose of error correction. 

The above research shows that different models have been devised for electricity 

demand prediction and have achieved better model performance than traditional models 

in electricity demand prediction. However, some models only consider the demand of 

the electricity market without the influencing factors of electricity demand from other 

aspects during prediction. Therefore, it is necessary to determine the critical influencing 

factors using appropriate methods and massive data to establish a prediction model for 

electricity demand. 

An electricity demand prediction model is proposed according to the actual situation 

by investigating literature about the smart city and smart grid. The model considers the 

new characteristics of current smart cities and the new needs of smart grids. A 

segmentation model is created by classifying electricity consumers and analyzing data 

from the smart city base database to study demographic, economic, and geographic 

differences. In addition, a new electricity quantity prediction algorithm is innovatively 

proposed, achieving high accuracy based on data correlation. The results can provide a 

theoretical and practical basis for smart grid construction. It provides new ideas for 

smart city construction. 

3. Methods 

3.1. Methods of electricity demand prediction 

The three most commonly used electricity prediction methods are the classic prediction 

method, the traditional prediction model, and the intelligent prediction model. (1) 

Classic prediction methods include the trend extrapolation method, classified electricity 

demand prediction method, and load density method. Although these prediction methods 

are widely used, most analyze the relationship between some simple variables without 

deep data analysis. Thus, they cannot provide precise prediction results [12]. (2) 

Traditional prediction methods contain the regression analysis method, time series 

method, and random time series method. The regression analysis method establishes the 

relationship between the dependent variables and known load data. Then, it predicts the 

electricity system’s load through mathematical analysis. By comparison, the time-series 

methods cover the exponential smoothing and the Census-H Decomposition methods. 

The random time series methods include the state space method, the Box-Jenkins 

method, and the Markov method [13]. According to the given data, the relationship 
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between the independent and dependent variables is determined, and the regression 

equations and various parameters are confirmed. Based on the given equation, the 

dependent variable is obtained from the existing independent variables, and finally, the 

electricity prediction data are obtained. (3) When there are large random factors in 

historical electricity demand, there may be errors in the prediction result caused by bad 

data in the time series. In recent years, the electricity market has become increasingly 

complicated. Classic prediction methods cannot adapt to the electricity market’s 

nonlinear, multi-variable, time-varying, and random characteristics. Hence, some new 

prediction methods are used in electricity demand prediction. The laws are extracted to 

establish a knowledge base for reasoning and judgment based on real experience [14]. 

Table 1 illustrates the comparison results of the advantages and disadvantages of 

different prediction methods. 

Table 1. Comparison of different electricity demand prediction methods 

Recognition methods Advantage Disadvantage 

Classic prediction 

method 

The broadest range of 

applications and the most 

extended use time 

Lack of scientific theory, and low 

prediction accuracy 

Traditional predictive 

model 

Substantial data analysis 

capabilities and high model 

accuracy 

The algorithm runs for a long 

time and requires high system 

configuration 

Intelligent prediction 

model 

High prediction accuracy Time-consuming database 

construction 

3.2. K-Means Clustering (KMC) algorithm 

(1) Algorithm utilization: at present, the construction of a smart grid must comply with 

market laws, and electric power enterprises must rely on its competitiveness for 

subsequent survival and development. It is crucial for enterprises to fully understand all 

customers, improve customer experience, and enhance customer loyalty. For customer 

segmentation, the traditional segmentation method uses a single indicator and cannot 

effectively divide customers. With the development of smart cities and the advancement 

of big data technology, a large amount of data can be obtained, while data mining 

technology can be used to extract the required indicators to segment power customers 

[15]. Currently, among various data mining algorithms, the K-Mean clustering algorithm 

has attracted the attention of many scholars due to its simple implementation and high 

efficiency. 

The KMC algorithm uses the distance between two targets as an evaluation indicator 

to measure the similarity. When the distance between two objects is small, the similarity 

between the data is relatively high. This algorithm usually consists of relatively close 

objects. The final goal is to obtain a data group with a compact distance and a high 

degree of separation [16]. 

(2) Algorithm principle: the initial dataset is set to (x1, x2 … xn), and each data unit 

is a p-dimensional vector (the p-dimensional vector is composed of p eigenvalues). The 

KMC algorithm aims to divide the original dataset into K categories G= {G1, G2, …, 
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Gk} with a given number of categories k (k=n). Each iteration of the KMC algorithm 

must check whether the classification of each data unit is correct. The data must be 

adjusted if it is classified into the wrong category. The adjusted data is clustered with k 

points in the space as the center, and each cluster center’s value is updated until the 

cluster center is a constant. The stable state of the cluster center indicates that the 

clustering criterion function has converged, and the best clustering result is obtained 

[17]. Figure 1 illustrates the implementation scheme of the KMC algorithm. 

Start

Enter the number of clusters k, n

Recalculate the center of each 

cluster

Assign each data object to the 

class close to the record

Whether to converge

Cluster analysis

Output
 

Fig. 1. The implementation scheme of the KMC algorithm 

First, K data objects are arbitrarily selected from N data objects as initial clustering 

centers. The remaining objects are assigned to the cluster that is most similar to them 

(represented by the cluster center) according to their similarity (distance) to these cluster 

centers. Then, the cluster center of each new cluster (the mean of all objects in the 

cluster) is calculated, and the process is repeated until the criterion function begins to 

converge. 

For consumer segmentation based on the KMC algorithm, the clustering result 

depends on the random selection of the initial cluster center. In practice, it has the 

advantages of simple description and easy implementation. It is scalable and efficient for 

processing large data sets. The specific implementation steps of the power consumer 

segmentation model are as follows. (1) K objects are randomly selected from n pieces of 

sample data as the initial cluster center. (2) The distance from each sample to each 

cluster center is calculated. The sample is assigned to the nearest cluster center category. 

(3) After all samples are allocated, it recalculates the centers of k clusters. (4) Compared 

with the k cluster centers obtained from the previous calculation, if the cluster center 

changes, turn to step (2); otherwise, turn to step (5). (5) When the center does not 

change, the algorithm flow stops and outputs the clustering results. Before any 

operation, the user load data in the prediction area and is preprocessed to identify and 
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correct bad data. According to the different correlations of its time series, the user load 

series of different categories are converted into tensors and then input into BPNN for 

abstract feature extraction. Furthermore, according to the differences in total and 

industry load characteristics, the k-means algorithm is used to aggregate load curves to 

obtain industry-typical load curves, and the user clustering curves are further extracted 

to form group loads. Finally, the group load is predicted by selecting appropriate 

monthly and annual forecasting methods. 

3.3. Back propagation neural network (BPNN) algorithm 

The Artificial Neural Network (ANN) is composed of numerous interconnected neurons 

and has a strong nonlinear mapping ability [18]. The BPNN is a multi-layer feedforward 

network trained according to the backpropagation algorithm [19]. The topological 

structure of the BPNN includes an input layer, a hidden layer, and an output layer, as 

shown in Figure 2. 

Forward spread

X1

X2

X3

Y1

Y2

Y3

Backpropagation

Input layer Hidden layer Output layer

 

Fig. 2. Structure of BPNN 

The BPNN is usually composed of multiple layers and multiple neurons, generally 

including an input layer, a hidden layer, and an output layer [20]. The specific flow of 

the BPNN prediction model is shown in Figure 3. The input vector can be expressed as: 

 1 2 3, , ... ,... , 1,2,....i mx x x x x x i m 
                           (1) 

The output vector can be written as: 

 1 2 3 k, , ... ,... , 1,2,....ny y y y y y k n 
                         (2) 

Equation (3) describes the neuron input of the hidden layer. 
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In Equation (3), sl denotes the number of neurons in the l-th layer. Assumed that 
( )l

ijw
 represents the connection weight associated with the j-th neuron in the l-th layer, 

( )l

ib
 refers to the threshold of the i-th neuron in the l-th layer, and 

( )l

inet
 stands for the 

input of the i-th neuron in the l-th layer. Then: 

( ) ( )( )l l

i ih f net
                                                 (4) 
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Fig. 3. Specific flow of BPNN prediction model 

3.4. Power consumer segmentation model 

(1) Overall framework: based on the above theory, the Smart City Basic Database is 

utilized to establish a functional structure model for power consumer segmentation 

(Figure 4). First, a data warehouse is established. Then, relevant customer segmentation 
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data is extracted for data analysis. Moreover, data is cleaned and conversed. The 

association analysis method is adopted for data mining, and finally, the mining results 

are analyzed. The Smart City Basic Database is the foundation of the entire model. Pre-

processing of data is the guarantee for real and effective mining results. The 

effectiveness of customer segmentation depends largely on selecting customer 

consideration standards and establishing measurements. The adopted mining method 

based on actual needs is the key to the entire model. 
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Fig. 4. Functional structure of power consumer segmentation 

(2) Customer segmentation: Currently, electricity data analysis research and 

technology use traditional data extraction methods and statistics. The Smart City Basic 

Database’s data is utilized to analyze electricity data to optimize the accuracy and usability 

of the algorithm. Besides, the big data method is utilized for prediction to maximize the 

type of experimental data. The previously impossible prediction task can be completed by 

exploring the data association relationship at present, which can ensure high precision 

simultaneously. The population electricity value information directly reflects the individual 

electricity value of customers. It indirectly demonstrates the gathering area of high-

potential customers through personal information and social insurance information. In load 

(electricity demand) prediction, users are subdivided and predicted separately. That is, the 

major categories of power consumption characteristics are understood. Then, a regression 

algorithm is used to model and predict each cluster’s load and add up each cluster’s 

prediction results to form the final urban load forecast. Additionally, the prediction results 

can be compared with the actual historical data to generate an evaluation. The evaluation 
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will be fed back to the prediction model. The accuracy of the prediction model can be 

improved by adjusting the modeling parameters accordingly. 

(3) Data processing: first, the Dongfangtong TI-ETL tool and data desensitization 

technology are utilized to transform sensitive or confidential information to protect private 

data. Some missing data, including names, gender, and address of customers, is extracted 

from other information. Various social insurance databases are integrated, and the collected 

information is used to roughly restore the demographic information and provide the basis 

for power consumer segmentation. 

(4) Algorithm realization: it is divided into population electricity value information, 

enterprise commercial value distribution, and macroeconomic information. Figure 5 

reveals the population electricity value information. The power consumers are segmented. 

The resident data is arranged in a table from high to low in the order of individual units 

according to residents’ social insurance information, social security information, corporate 

information, and the potential and influence of electricity use. Each administrative district 

is taken as a unit. As for the data of the corporate legal person, the legal person’s registered 

capital is used as the analysis target, and the social insurance information is determined 

according to the insurance amount. In addition, the social security information depends on 

the subsidy amount, and the housing provident fund is based on the monthly payment 

amount [21]. 
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Housing fund

Life security 
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insurance

 

Fig.5. Structure of population electricity value realization 

The enterprise commercial value distribution is presented in Figure 6. Obviously, the 

organization code is used as the search basis to match the source data from each 

commission, office, and bureau. The evaluation and ranking are based on four 

dimensions: business category, registered capital, annual turnover, and the number of 

employees. Each administrative district is taken as a unit. For corporate legal person’s 

data, KMC analysis is performed based on turnover, registered capital, and the number 

of employees. Among various business categories, the conversion weight of turnover for 

the construction industry is 10%, that for the manufacturing industry is 100%, that for 

the wholesale and retail industry is 30%, and that for the service industry is 15% [22]. 
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Fig. 6. Structure of enterprise commercial value realization 

In terms of macroeconomic information, the macro value evaluation aims to evaluate 

the administrative districts’ electricity consumption potential to segment power 

consumers. The data from some districts are accurate to the administrative streets. 

Previous studies have selected several significant data categories, such as regional GDP, 

per capita disposable income, per capita GDP, total asset investment, and trade data 

[23]. 

In a city, five districts, A, B, C, D, and E, are chosen for empirical research. In 

District A, four companies are chosen from the industrial area A11-A14. In District B, 

four companies are chosen from the office building areas B11-B14. In District C, four 

neighborhoods are selected from the residential areas C11-C14. District D and District E 

are comparison controls. 

3.5. Model of electricity demand prediction 

(1) Influencing indicators: electric energy consumption is affected by multiple factors. 

However, traditional prediction methods only consider a few factors as variables. These 

methods only consider the internal data of electricity companies and fail to fully 

consider the impact of changes in other factors on prediction, ultimately providing 

limited prediction accuracy [24]. The external information of electricity companies 

provided by the Smart City Basic Database is fully utilized. Given the impact of changes 

in various relevant objects on the prediction value, the regional annual electricity 

consumption is predicted considering multiple influencing factors. 

In addition to the electricity companies’ factors, the total electricity consumption is 

also affected by many factors such as population, corporate trends, economic conditions, 

energy policies, and electricity price adjustments. In particular, the development of the 

social economy needs to consume a large amount of electric energy, and there is a 

correlation between electricity consumption and economic indicators [25]. There are 

many statistical dimensions of financial data. The district’s social product, per capita 

GDP, price index, total import and export, and other economic indicators of the 

electricity companies are chosen to establish an electricity consumption prediction 

model [26]. The specific names of the data indicators are as follows: (1) macroeconomic 
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data; (2) policies and other external data; (3) regional electricity consumption data in 

past years; (4) power consumer segmentation data.  
(2) Normalization processing: load prediction is still very challenging because it 

depends on external factors such as weather and exogenous variables. The model’s 

characteristics (including the prediction period or the variables used) are reflected in the 

structure of the neural network. The empirical selection method is used to determine the 

model input variables, and then the power load prediction model is established. ANN 

usually normalizes the data before training. The training effects of different transfer 

functions are different to avoid neuron oversaturation [27]. The input data value must be 

within [0,1], which is the characteristic requirement of the transfer activation function. 

Therefore, the original data of the network must be processed. The original data are 

normalized, and the equation is as follows: 

min
0

max min

i
i

x x
x

x x





                                                   (6) 

In Equation (6), 0ix
 denotes the i-th feature parameter after normalization, ix

 

represents the original i-th feature parameter, minx
 signifies the minimum value of the i-

th feature parameter, and maxx
 stands for the maximum value of the i-th feature 

parameter. 

(3) Hyperparameter setting: after preliminary experiments, a three-layer network 

model structure with a hidden layer is determined. The number of neurons is 18, and the 

logsig transformation function is used. The number of neurons in the second layer is the 

same as the number of output variable vectors, and the output layer uses a pure linear 

transformation function. The input feature parameters are 65; that is, the number of input 

layer nodes is 65, and the number of output layer nodes is 5. Generally, increasing the 

number of nodes in the hidden layer can reduce the network’s training error rather than 

increasing the number of hidden layers. The BPNN algorithm can be set as a three-layer 

structure to map the n-dimensional input layer to the m-dimensional output layer. 

Therefore, the number of hidden layers in the network is determined as 1. When 

applying a neural network for electricity prediction, the reference equations for selecting 

the number of hidden layer neurons are as follows: 

2 1h m                                                      (7) 

+ *h n m                                                  (8) 

In Equations (7) and (8), h represents the number of nodes in the hidden layer, m 

denotes the number of nodes in the input layer, and n refers to the number of nodes in 

the output layer. After a comprehensive comparison of experiments, the number of 

nodes in the hidden layer is selected as 18. The S-tangent tansing is selected as the 

activation function for hidden layer neurons, and the activation function for output layer 

neurons is the S-type logarithmic logsig function. 
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(4) Data source: the streaming data in the power grid is collected from smart meters, 

PMUs, and various sensors. The data is extensive in scale, diverse in structure, and fast 

in speed. The electric power company has installed many smart meters to accurately 

obtain customers’ electricity consumption data of different electric equipment. The 

meters will send real-time electricity consumption information to the grid every 5 

minutes. Consequently, streaming data collection requires fast collection speed, high 

reliability, real-time monitoring of data changes, and simple data processing. Therefore, 

the collection system is a distributed, reliable, and highly available system of massive 

log aggregation, which can monitor and receive data from the client and send it out. The 

log file is transferred to other nodes without loss when a node fails, ensuring data 

integrity. The collected data is divided into a training set and a test set by the ratio of 

8:2, and the percentage of each data type in the two datasets is consistent.  

3.6. System improvement and verification 

(1) System improvement: the influence of changing trends on the error surface. The 

BPNN may fall to a local minimum, which the additional momentum can prevent. The 

adjustment equations for weight and threshold with additional momentum factor are: 

( 1) (1 ) ( )i j i j ijw k mc p mc w k     
                         (9) 

( 1) (1 ) ( )i j i j ijb k mc p mc b k     
                           (10) 

In Equations (9) and (10), w denotes the weight vector, k refers to the number of 

trainings, and mc represents the momentum factor. In addition, 


 stands for the learning 

rate, i jb
 signifies the gradient of the error function, and i  and jp

 are the correlation 

coefficients. 

Power load prediction is susceptible to many elements. These influencing factors are 

used as independent variables to explain the changes in dependent variables. When there 

is a linear relationship between multiple dependent and independent variables, the 

regression problem becomes a multiple linear regression. The prediction model is as 

follows: 

0 1 1 2 2 ... n nY X X X         
                           (11) 

In Eq. (11), 
0  is a constant term. 

1 2, ,..., n    represents a regression coefficient. 

1 2, ,..., nx x x  refers to the n influencing factors related to the load. Y  stands for the 

predicted value, and   indicates a random disturbance term. 

(2) Clustering algorithm evaluation: here, the KMC algorithm uses the square error 

and criterion function to evaluate the clustering performance. X represents the given 

dataset, and each data unit is a p-dimensional feature vector. It is set to K categories. The 

algorithm randomly selects k data as the starting cluster center to analyze the distance from 

each data unit to the cluster and divides the data into the array sink where the 
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corresponding cluster center is located. It is supposed that X contains k data groups X1, X2 

… Xk, the amount of data units in each data group is m1, m2, ..., mk; the cluster centers of 

each data group are n1, n2, ..., nk. The used square error equation [28] is: 

iE p m                                             (12) 

(3) Training of BPNN: during the training, there are 18 neurons in the hidden layer 

of the BPNN network with the logsig transform function. The number of neurons in the 

second layer is the same as the number of output variable vectors, and the output layer 

adopts the pure linear transform function. The selection of expected training errors is 

related to the number of neurons and the training time. The minimum error boundary E 

of the general neural network ranges from 0.001 to 0.1. When the error value of the 

cyclic calculation is smaller than E, the calculation is stopped, and the calculation results 

are output. Otherwise, the calculation continues until the error meets the design 

requirements. Here, E is set to 0.02. In the selection of the learning rate, the excessively 

large learning rate will affect network stability. In contrast, the extremely small learning 

rate will prolong the learning time of the network, and convergence will deteriorate. 

Therefore, the appropriate learning rate should be selected according to the specific 

network model structure. Here, the learning rate is set to 0.05, and the network will be 

trained 10,000 times. The preprocessed data matrix is imported into MATLAB and 

normalized. The Newff function is employed to establish a BPNN model.  

The data for the experiment comes from the London household electricity Usage 

Record (UK-DALE) provided by the UK Energy Centre. The dataset is collected using a 

smart meter. The original power demand data are household load data collected with 6s 

as the acquisition frequency. Then, the model forecasts 1-hour household electricity 

demand. Therefore, the data unit is converted first, and the load data is converted to the 

electricity consumption within 6 seconds, and then the data is merged. 90% of the 

combined data are selected as the training set, and 5% are used as the validation set. 

10% is used as the test set. After the calculation, denormalization processing is 

performed on the data. The MATLAB toolbox calculates the relative error percentage 

and the predicted electricity demand value. 

4. Experimental Results 

4.1. Results of power consumer segmentation 

Different electricity consumption areas can be divided through the above customer 

segmentation model, as shown in Table 2 and Figure 7. The four companies in District 

A are in the high electricity consumption area in their administrative district. The 

medium electricity consumption area is the office area of District B. The area with low 

electricity consumption is the residential electricity area of District C. This is consistent 

with the actual result. Then, all areas are divided into residential electricity and 

commercial electricity areas. According to the model, the number of all residential 
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customers and commercial customers in the city can be subdivided into four levels from 

P1-P4, from more to less electricity consumption. The number of residents with the 

highest electricity consumption reached 25,678. The number of commercial customers 

with the highest electricity consumption reached 298. Such results also confirm the 

effectiveness of the segmentation model proposed here. 
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Fig. 7. Performance analysis of the model based on BPNN 

Table 2. Regional electricity potential distribution 

Area category High electricity 

consumption area 

Middle electricity 

area 

Low electricity 

area 

Bend over A11 B11 C11 

A12 B12 C12 

Squat down A13 B13 C13 

A14 B14 C14 

Each feature clustering’s center value is analyzed for clustering user groups. 

According to the difference in performance features of user categories, the power user 

value is grouped to formulate the most reasonable value response strategy. The strategy 

can optimize the power sales side. The prototype system of power user payment data is 

designed and developed to visualize the clustering results of power users. The system 

can characterize the users of power enterprises. 

4.2. Performance analysis of the electricity demand prediction model 

Figure 8 shows the results of electricity demand prediction calculated by the BPNN 

model. Figure 9 shows the model’s performance analysis results based on BPNN. The 

electricity demand prediction results of different areas are close to the actual value, and 

the largest relative error is 5.129%. The minimum value is 2.294%, and the mean 

relative error (MRE) is 3.2671%. Hence, the BPNN has a good prediction effect. As 

shown in Figure 8, the model’s training error is analyzed, and the results suggest that the 
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model tends to be stable when it is trained for 5,000 s. In contrast, the training speed of 

the algorithm of related research is excessively long, failing to meet the actual demand. 

 

Fig. 8. Electricity demand prediction results based on BPNN 
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Fig. 9. Performance analysis of the model based on BPNN 

4.3. Performance analysis results of the improved algorithm 

After optimization, according to the results shown in Figures 10 and 11, the improved 

BPNN algorithm has a smaller MRE, with an MRE of 2.13%, and a faster training speed 
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compared with the unimproved BPNN. Besides, the improved algorithm reached a 

stable state in the 2000s, and its training accuracy is higher, which is more advantageous 

in predicting electricity demand. Hence, the improved algorithm meets the basic 

requirements of the electricity company for electricity prediction and has particular 

practical application value. 

 

Fig. 10. One kernel a electricity demand prediction results based on improved BPNN 
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Fig. 11. Model performance analysis based on improved BPNN 
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4.4. Performance comparison of different models 

Table 3 summarizes the comparison results of the model reported here and the latest 

models. The accuracy of the BPNN reported in the literature [29] is relatively high and 

remains at 79.63%. Compared with methods in other literature, the proposed model has 

the best performance. The accuracy rate of the model is 85.25%, and the average value 

is also the largest, 83.72%. Hence, the proposed model is significantly better than the 

latest models in terms of algorithm performance. Accuracy (%) 

Table 3. Performance comparison results of different models 

Models Accuracy 

(%) 

Recall (%) F1-value Mean value 

Literature [29] 0.7963 0.6625 0.8253 0.761366667 

Literature [30] 0.8142 0.6768 0.8649 0.7853 

Literature [31] 0.7125 0.6972 0.8165 0.742066667 

Literature [32] 0.8073 0.7323 0.8246 0.788066667 

The proposed 

model 
0.8525 0.7848 0.8745 0.837266667 

5. Discussion and Analysis 

The smart city system’s comprehensive application of big data can provide trend 

judgments and information sharing. Doing so promotes the innovative management and 

interconnection of cities, the healthy competition of various industries, and the 

sustainable development of society. Besides, with the increasingly prominent energy 

crisis and environmental problems, many distributed energy sources and energy storage 

devices are connected, and industrial society has put higher requirements for power 

reliability and quality. The load forecast is of great significance to the dispatch of the 

power system, the fundamental basis of formulating power generation and transmission 

plans, and an influential aspect of the modern development of the power market. 

Improving the accuracy of power system load forecasting can effectively improve the 

power sector’s economic benefits and promote the power grid’s safe and economical 

operation. Here, the demand forecasting of the power system is studied by consulting 

many relevant domestic and foreign documents. 

The characteristics and significance of power system demand forecasting are 

considered under the big data from smart cities. Traditional power data analysis methods 

rely primarily on limited sample data. New algorithms are proposed and improved based 

on proprietary data in this industry and field to achieve higher prediction accuracy and 

faster processing speed. The big data method for forecasting requires as many types of 

data as possible. The previously impossible forecast task is completed by exploring the 

data association relationship, ensuring high accuracy. During power information 

forecasting, the focus of work is shifted from researching complex algorithms to 

preparing big data acquisition. On this basis, the existing methods of electricity demand 

prediction are compared, and their characteristics are analyzed, which is also reported in 
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the relevant literature [33]. Here, the data mining analysis is performed on the 

constructed data set, and the KMC algorithm is employed to establish a power customer 

segmentation model. After setting the specific hyperparameters of the model reported 

here, the initial data on the smart city is processed deeply. Finally, the validity of the 

customer segmentation model is verified, and the errors are quantitatively analyzed. The 

MRE is 3.2671 %, indicating that the model system is stable. Through cleaning, 

conversion, and establishment of new data warehouses, its intrinsic data characteristics 

are pointed out, and the intrinsic value of data is tapped [34]. Through the experiment, 

the model’s accuracy reaches 85.25%, with the biggest mean of 83.72%. The MRE 

remains below 5%. Apparently, unlike traditional methods, the proposed customer 

segmentation model apparently depends on the smart cities’ big data. It can describe 

customer behavior more comprehensively and accurately. Furthermore, it provides a 

reference for power companies to formulate appropriate marketing strategies and other 

in-depth research. 

6. Conclusion 

A smart grid customer segmentation model is constructed based on the KMC algorithm for 

electricity demand prediction by establishing a database and mining related data through 

big data analysis. The intrinsic value of data is deeply explored through data cleaning, data 

conversion, and establishing new data warehouses. Compared with the traditional customer 

segmentation method, the proposed model can describe customer behavior more 

comprehensively and accurately, relying on the Smart City Basic Database. In addition, the 

results of power consumer segmentation are incorporated into the input samples. The 

BPNN method is utilized for electricity demand prediction on the electricity system to 

establish a BPNN model. Finally, the input data is normalized. According to the simulation 

result, the accuracy rate of the constructed model algorithm reaches 85.25%, and the error 

value is also below 5%, which verifies the model’s validity. This model can provide a 

reference for future green use of power energy in smart cities. The subdivision of the 

power consumers’ user groups can help understand the demand of the power side and then 

predict the power generation. Such a division is of great value for the planned power 

generation of the Smart Grid and for improving the user service experience and satisfaction. 

Although a suitable power demand forecasting model has been established in this 

study, there are some deficiencies. Firstly, there is no mature multi-index forecasting 

model for the relationship between time, social factors, and electricity demand. In 

addition, the constructed power demand forecasting model is still in the research stage 

based on actual cases, which lacks general applicability. Secondly, it is necessary to 

model the impact of annual weather conditions on power load. In power load prediction, 

electricity consumption has been accurately analyzed according to weather changes. 

However, the weather changes are macroscopic within a year, and it is difficult to 

measure them accurately in local areas. Therefore, in follow-up studies, it is worth 

striving to generate accurate digital reports on economic activities, people’s lives, trade, 

and transport in specific regions. In addition, with the deepening development of the 

power market, the electricity demand prediction will show different characteristics. 
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Building suitable and precise prediction models for different business needs is also 

essential. 
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Abstract: In the crowd congestion in smart cities, the people flow statistics is 

necessary in public areas to reasonably control people flow. The You Only Look 

Once-v3 (YOLOv3) algorithm is employed for pedestrian detection, and the 

Smooth_L1 loss function is introduced to update the backpropagation parameters 

to ensure the stability of the object detection model. After the pedestrian is 

detected, tracking the pedestrian for a certain time is necessary to count out the 

specific number of pedestrians entering and leaving. Specifically, the Mean Shift 

algorithm is combined with the Kalman filter to track the target. When the target 

is lost, the Mean Shift algorithm is used for iterative tracking, and then the 

Kalman prediction is updated. In the experiment, 7,000 original images are 

collected from the library, mentioning 88 people of which 82 are recognized, and 

the detection accuracy reaches 93.18%. The 12,200 original images collected in 

the teaching building include149 people, of which 139 are recognized, with the 

detection accuracy reaching 93.29%. Therefore, the people flow statistics system 

based on machine vision and deep learning can detect and track pedestrians 

effectively, which is of great significance for the people flow statistics in public 

areas in smart cities and for the smooth development of various activities. 

Keywords: smart city; machine learning; machine vision; people flow tracking 

system; YOLOv3 

1 Introduction 

At present, construction of smart cities is intensively pursued worldwide as a result of 

the continuous growth of the population, and the corresponding leading technologies are 

applied in Europe, North America, Japan, and South Korea. The construction of the 

smart cities begins in first-tier cities and developed in second-tier cities, and the 

increasingly "smart” cities bring huge impacts on people's lives [1]. While improving 

the quality of lives of people, the “smart” city sees increased people flow compared to 

the past because it brings about complex and diverse “smart" activities. Especially in 

stations, airports, scenic spots, and large shopping malls, the people gathering results in 

queuing, congestion, and even trampling in public areas, bringing many security risks to 
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people's social activities [2,3]. Therefore, in public places, timely diversion of the crowd 

is urgently to be solved. In the process, real-time statistics of the number of people in 

the area become very important. Through the statistics of people flow, the people flow 

density can be strictly controlled to maintain social order and ensure the safety of 

people in public areas [4]. 

In recent years, the regional population statistics and people flow density analysis 

have attracted widespread attention in many disciplines such as big data, smart city, and 

public services [5]. With the rapid advancement of technologies such as artificial 

intelligence, computer vision, and deep learning, people flow statistics are the basis for 

the detection of target pedestrians and the rational allocation of resources. Surveillance 

cameras are widely deployed and people flow statistics are extensively applied in smart 

cities. With the emergence of the people flow statistics based on machine vision, the 

pedestrian detection and multi-target tracking become the research hot spots [6,7]. 

Pedestrian detection is to segment the pedestrian area in the surveillance video, and then 

track the detected pedestrian target and identify its movement direction, providing data 

support for the statistics and prediction of the people flow in the area. Currently, the 

machine learning is applied to integrate the pedestrian features to find the basic 

characteristics of moving targets, and then deep learning-related algorithms are 

employed to classify the pedestrian features. The detection performance of the model 

established is subsequently tested [8-10]. However, the detection of moving pedestrians 

is still shortcoming due to the dynamic variability of the actual environment and the 

irregularity of pedestrian movement. Ullah et al. (2022) [11] proposed an intelligent and 

efficient human flow anomaly detection and recognition system based on artificial 

intelligence and big data technology. The self-pruning fine-tuned lightweight 

convolutional neural network classifies the ongoing events in the AI IoT environment as 

normal or abnormal. When abnormal human traffic is detected, the edge device alerts 

the relevant department and transmits the abnormal frame to the cloud analysis center. 

Dong et al. (2021) [12] designed an Ethernet-based flow detection and alarm system 

based on artificial intelligence. If an exception occurs (such as a long retention time), 

the system will alert the server. The workflow of parameter setting system and alarm 

system based on Web Server is introduced. The system can monitor and discover 

abnormal information in real time, interact with remote web server through Ethernet, 

and monitor special area effectively. 

Statistics of human flow under intelligent video surveillance can be applied in 

commercial fields and play an important role in security and transportation. The people 

flow statistics is important to prevent dangerous events caused by excessive crowd 

density in public places. Therefore, a people flow statistics system is designed for smart 

cities based on machine vision and deep learning. In the study, the development status 

of comprehensive urban body under smart cities is analyzed first, and human target 

recognition and target tracking technology are then discussed to relieve the pressure of 

public facilities. The pedestrian detection in this study is implemented by YOLOv3 

algorithm, and the Smooth_L1 loss function is innovatively introduced aiming at the 

model instability caused by L2 loss function in the process of network backpropagation 

parameter update. The tracking algorithm of Kalman filter is simulated according to its 

basic principle, and an improved tracking algorithm using Mean Shift is proposed. 

Finally, the human flow system is experimentally simulated to prove that the system is 

practical and can meet the general situations. The improved algorithm proposed in this 

study is applied to the statistics of the flow of people in public areas, which is of great 
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significance for the reasonable control of the flow of people and the maximization of 

the function of smart cities. The structure of this paper is as follows. The second section 

summarizes the current research background and the existing human flow statistics 

technology, and identifies the problems expected to be solved in this research. In 

Section 3, the flow statistics scheme based on machine vision and deep learning is 

implemented, and an improved algorithm introducing Smooth_L1 loss function is 

proposed based on YOLOv3 algorithm. In Section 4, the proposed improved algorithm 

is experimentally verified, which proves the advantages of the improved algorithm in 

pedestrian detection and recognition. The innovation and contribution of this work are 

as follows: 

 In the module of human object detection, YOLOv3 detection algorithm is applied. 

On this basis, Smooth_L1 loss function is innovatively introduced to optimize the 

algorithm to avoid missing detection of objects. 

 Considering that the short time tracking of the target has certain practical 

significance for the statistics of human flow, the Kalman filter and Mean Shift are 

combined to complete the iterative tracking first, and then the Kalman prediction is 

updated at last. 

 The human flow statistics system based on machine vision and deep learning can 

effectively detect and track pedestrian targets, and provide help for the standardized 

development of commercial activities and leisure and entertainment projects in smart 

cities. 

2 Research Background 

“Smart City" emerged at the end of the last century to promote the sustainable 

development of cities. The new generation of information technology such as the 

Internet of Things and cloud computing has promoted the construction of “smart cities”, 

and to realize the sustainable development of the city has become one of the 

characteristics of the current era. The essence of a smart city is to realize information 

sharing, rational allocation of resources, and collaborative operations among different 

systems, based on which the decisions being conducive to urban development and 

management can be made to predict and respond to emergencies effectively. The 

emergence of urban complexes has played an important role in urban development and 

regional positioning. However, the ecological complexity has become increasingly 

significant as the central business districts gradually become saturated. The urban 

complex combines many functions such as residence, office, commerce, and 

entertainment, which influence and promote each other [13]. The urban functional 

morphology is essentially the interaction between the hierarchical units, and the urban 

complex should be integrated into it as an important functional node of the city, 

coexisting with the urban system. Thanks to the diverse functions of the urban complex, 

it can serve the people more effectively and increase people flow [14]. The digital 

technology makes crowd control possible in the rapid urbanization to mitigate the 

increasing congestion of human and road traffic and to jointly built sustainable, energy-

saving, and livable cities (Figure 1). 
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Fig. 1. Relationships between urban complexes in smart cities and their functions 

While the living standards of people are steadily improving, the spiritual needs 

become higher and higher. The commerce and tourism industries in smart cities have 

achieved unprecedented development under the advancement of modern information 

technology and Internet technology. People have more entertainment projects, with 

more attention paid to the diversified development of life. Although the development of 

smart cities enriches the leisure and entertainment life of the masses, the tourists 

gathering brings a huge test to the crowd control of public areas such as scenic spots 

and shopping malls. The rapid social development and excessive people flow have 

caused many social problems and security risks. Consequently, real-time statistics of the 

number of people in the area are very important. Scientific control in the number of 

visitors can improve the management and service levels, prevent crowding, detention, 

and trampling, guaranteeing the personal safety and property safety. The people flow 

statistics is an important research method, and its related technologies have become 

common in some developed countries such as Europe and the United States. The people 

flow statistics enables the public facilities to operate within the maximum carrying 

capacity, and the people flow density is always controlled within a safe range. 

Chen et al. (2022) [15] proposed the distributed probability adjusted confidence 

(DPAC) function, which can optimize the reliability of model prediction according to 

the actual situation. Based on the target confidence of the YOLOv4 network, the DPAC 

function was added to reduce or increase the confidence according to the target 

distribution and then output the final confidence. The proposed method showed obvious 

advantages in image-based traffic statistics. Zhang et al. (2020) [16] proposed a bus 

passenger flow statistics algorithm based on Single Shot MultiBox Detector (SSD) and 

Kalman filter to obtain passenger flow statistics from surveillance cameras on buses. In 

this method, the SSD model was modified into two types of models. Firstly, the two 

types of SSD models were trained by using the bus dataset, and then the passenger 
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position in each frame was detected by the model and tracked by the Kalman filter. 

Finally, according to the passenger trajectory, the traffic statistics of passengers getting 

on and off the bus were generated. Xie et al. (2020) [17] believed that from the 

perspective of spatial prediction measure, urban flow prediction can be divided into 

three categories, namely, city level, regional level, and road level. From the perspective 

of time prediction, urban flow prediction can be divided into three categories, such as 

short, medium, and long-term flow prediction. Many new methods have been proposed 

in recent years. The main methods can be divided into five categories: statistical 

methods, traditional machine learning methods, deep learning-based methods, 

reinforcement learning methods, and transfer learning methods. 

It is concluded that most of the existing pedestrian detection technologies use 

machine learning technology to integrate pedestrian features and detect moving 

pedestrian objects in video. These methods generally find the basic features of moving 

objects through many samples, use neural networks and deep learning algorithms to 

train and classify various pedestrian features to form reliable data sets and models, and 

then bring these models and data sets into common detection scenarios. However, the 

information of moving objects is lost or mutated due to the dynamic changes of the 

background environment and the irregularity of pedestrian movement, which seriously 

affects the detection and tracking of moving pedestrians. Based on this, this work is 

developed by focusing on this difficulty. 

3 The People Flow Statistics Based on Machine Vision and Deep 

Learning 

3.1 Human Body Recognition 

Innovation and digitalization have developed into new growth poles in recent years 

gradually. Countries around the world are actively looking for solutions for a balance 

among economy, technology, and society development. Generally, the intelligent video 

surveillance has become an inevitable trend in the development of the smart cities. It 

can extract and screen abnormal behaviors in video and issue early warnings in time, 

completely changing the passiveness that traditional surveillance can only "monitor" but 

not "control" [18,19]. From a technical point of view, there are mainly two categories of 

intelligent analysis technologies: one is to extract and detect the video targets with the 

image segmentation and foreground extraction technologies, and the other is to build a 

model of specific objects in the image using the pattern recognition technology. After a 

large amount of sample training, the detection of specific targets in the video is 

completed. The ultimate task of people flow statistics based on intelligent video 

surveillance is to count the number of people. Dynamic human dynamic characteristics 

refer to the distinctive characteristics that people show under dynamic conditions, such 

as the swing amplitude of shoulder, arm, elbow, leg, and foot of each person is different 

when walking. The difficulty lies in the capture of dynamic human target through video. 

Hence, target detection and human tracking should be completed. 

Background modeling is the most common in target detection. It is a method to 

segment all moving targets in a scene under a fixed camera. The key is how to build a 
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background model from a video sequence. The classic background modeling methods 

include single Gaussian, inter-frame difference, mixed Gaussian, VIBE, and CodeBook. 

In practice, a suitable method is chosen by jointly considering the application scenario, 

the type of detection target, and the performance of the hardware platform [20]. The 

modeling principle is as follows. A background model is established based on the 

relevant parameters of the background, the difference operation of the current frame of 

the video is performed then, and the binarization result of the difference image is 

obtained. The foreground and background images can be distinguished by the gray 

value change degree, and the background image is the one with less gray value change. 

The specific process of the background modeling method is shown in Figure 2. In actual 

applications, the moving targets are detected through background modeling and then 

sent to the deep learning network for classification and recognition, which can ensure 

the real-time performance and the accuracy of classification [21]. 

Background model

Differential image

Binarization
Morphological 

processing
Distinguish

Target 

extraction

 

Fig. 2. The specific process of the background modeling method 

Assuming that the current frame image is  ,tf x y  and the background image is 

 ,tB x y .  ,x y  refers to the coordinate of image, and n represents the frame of the image. 

The image is input and compared with the background model to obtain the change 

information  ,tD x y  of each pixel in the image to better detect the moving target. The 

accuracy of  ,tB x y  directly affects the detection effects of moving targets. The 

premise of the background modeling method is to obtain the background image quickly 

and accurately. Further,  ,tB x y  will change due to factors such as illumination, and the 

background model is updated in real time to adapt to the changing background. 

The average background model is a background modeling algorithm that is more 

sensitive to environmental lighting changes and background multi-modality. The basic 

idea is as follows. If the coordinate location of the image is set as (x,y), the average 

value of each pixel is calculated as its background modeling. When the current frame is 

detected, it only needs to subtract the average pixel u(x,y) of the same position in the 

background model from the pixel of the current frame I(x,y) to get the difference d(x,y), 
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which will be compared with a threshold TH. It is deemed as foreground when the value 

is greater than the threshold, otherwise it is the background. Input image is a binary 

image. 

The calculation process of the average background model is as follows [22]. 

     , , ,d x y I x y u x y                                               (1) 

 
 1,    ,

,
0,    

d x y TH
output x y

otherwise

 
 


                                          (2) 

The threshold TH can be determined by an adaptive algorithm, and the average value 

diffu
 and standard deviation stddiff

 of the inter-frame difference of each pixel are 

calculated. 
 ,tI x y

 represents the pixel value in the image 
 ,x y

 at time t, inter  

represents the interval between two frames, and  ,tF x y
 is as follows. 

     inter, , ,t t tF x y I x y I x y                                       (3) 
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In the above equations, M refers to the number of iterations. Usually, M should be 

large enough to ensure the accuracy of diffu
 and stddiff

, and TH can be determined 

according to diffu
 and stddiff

. 

   TH , ,diff stdu x y diff x y                                         (6) 

where, the value of   is generally 2. 

After the background modeling, the human body is detected from the video sequence 

and obtain the position information using the human body recognition. The human body 

recognition generally includes extracting the feature information of the target object and 

constructing the corresponding classifier to complete the target classification. The key 

of human body recognition method is to extract good features for clustering and design 

efficient classifier for behavior recognition. As a common feature in behavior 

recognition, the global feature is usually defined by background subtraction and 

tracking location, and then the interesting region is divided into a whole for description. 

Human body feature descriptors can be classified into three categories: low-level 

features, learning-based features, and mixed features. The global feature extraction 

regards the object as a whole. The target tracking algorithm locates the human body in 

the video, and then encodes the positioned target to form its global feature. However, 

the global feature extraction relies too much on the underlying visual processing, and 

the global feature is very sensitive to noise and occlusion in the image [23]. The local 

feature extraction is to extract the spatiotemporal interest points first in the video, and 

extract corresponding image blocks around these points. Finally, all image blocks are 

combined to jointly describe a specific action. The premise of local feature extraction is 

to have a sufficient number of stable interest points related to the action category. As a 
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result, the preprocessing process is more cumbersome [24]. The global feature 

extraction and local feature extraction are shown in Figure 3 and Figure 4, respectively. 

Global feature refers to the global feature information of each image, and the local 

feature is that in a certain area in the image. Finally, multiple local features are merged 

as the final feature. 

 

Fig. 3. Global feature extraction 

 

Fig. 4. Local feature extraction 

To extract target features is the prerequisite for human body recognition, and the 

classifier is the key to classifying the image using the extracted target features [25]. 

After the HOG feature is extracted as the feature basis of human body, how to make the 

next decision is what we need to study. This section will make a detailed analysis of the 

training method of pedestrian classifier. After comparing different classifiers, we 

decided to use the support vector machine (SVM) with the most reliable sample 

partitioning effect as the classifier [26-28]. Many samples should be trained before 

classification. If the pedestrian classifier in Opencv library is directly used, it can be 

used. Due to the great difference between the training samples and the hypothetical 

scenarios in the system in this work, the recognition accuracy is not high. Therefore, it 
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is necessary to train the classifier with samples more in line with the actual scene to 

improve the accuracy to the required level. The major objective of this work is to count 

the pedestrian flow, so it is necessary to select a database containing various pedestrian 

poses for training. 

3.2 Human Target Detection Algorithm Based on Yolov3 Network 

Generally, the deep learning-based target tracking includes target tracking based on 

deep features and target tracking based on the deep neural network (DNN). The DNN-

based target detection shows a wider application range and better effects. Convolutional 

neural network (CNN) is a multi-layer neural network. Once the distribution of training 

data and test data is different, the generalization ability of the network is also greatly 

reduced [29,30]. The YOLOv3 network (Figure 5) is a CNN for detection tasks. The v3 

algorithm is formed on the basis of v1 and v2. The speed and accuracy can be controlled 

by changing the size of the model structure. YOLO only uses convolutional layers. It 

contains 75 convolutional layers, with skipping connection and up-sampling layers. 

Besides, it doesn’t use any form of pooling, but uses a convolutional layer with a stride 

of 2 to down-sample the feature map, which is conducive to preventing loss of low-level 

features due to pooling. Layers 0 to 74 of YOLOv3 are the main network structures for 

feature extraction, and their convolutional layers are obtained by integrating various 

mainstream network structures with better convolutional layers. The 75th to 106th 

layers are feature interaction layers to predict boxes of different scales [31]. The priori 

detection system of YOLOv3 reuses the classifier or locator to perform the detection 

task, and applies the model to multiple positions and scales of the image, and those 

areas with higher scores can be regarded as the detection results. 

41
6

41
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20
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52 52 26Input image

 

Fig. 5. YOLOv3 network structure 

YOLOv3 is a detection network based on regression, and it judges whether there is 

an interest target in the image to extract target features through the network. YOLOv3 

uses the previous 52 layers of darknet-53, with a large number of residual skip-floor 

connections applied. Meanwhile, the conv's stride is adopted for downsampling to 

reduce the gradient negative effects caused by pooling [32]. In this network structure, a 

convolution with a step size of 2 is used for downsampling. The image is divided into 

S S  by YOLOv3, each grid predicts bounding boxes at three different scales, and each 

bounding box predicts 4 coordinate values 
 , , ,x y w ht t t t

 and c classification predictions, 
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where 
 ,x yt t

 is the coordinate of the predicted bounding box relative to the grid unit, 

and 
 ,w ht t

 is the logarithmic ratio of the predicted bounding box size to the preset a 

priori box size. The bounding box is shown in Figure 6. The distance from the target 

grid to the upper left corner of the image is expressed as  ,x yc c
, and the position 

information of the bounding box is then obtained as follows [33].  

 x x xb t c                                                         (7) 

 y y yb t c                                                         (8) 

wt

w wb p e                                                             (9) 

ht

h hb p e                                                            (10) 

     ,o rconfidence t p object IOU b object                    (11) 

where, ot  is the target prediction, and confidence  is the confidence level to judge 

whether the bounding box is true, 
 rp object

 judges whether there is a target in the 

grid, and 
 ,IOU b object

 is the intersection ratio of the predicted bounding box and the 

true bounding box, defined as below (Figure 7). 

Cx
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Ph

bw

bh

σ(ty)
σ(tx)

 

Fig. 6. Boundary box 

The Smooth_L1 loss function is used in the Faster R-CNN algorithm. Compared 

with the L2 loss function, Smooth_L1 is not sensitive to abnormal values. The 

derivative of the average absolute value error of L1 loss function is constant, so when 

the loss value is small, the gradient obtained is relatively large, which may cause model 

oscillation and is not conducive to convergence. The L2 loss function, due to the square 

operation, will amplify the error when the difference between the predicted value and 

the true value is greater than 1. Especially when the input value of the function is far 
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from the center value, the gradient is large when the gradient descent method is used to 

solve it, which may cause gradient explosion. At the same time, when there are multiple 

outliers, these points may occupy the main part of Loss, and many effective samples 

need to be sacrificed to compensate for it. Therefore, in Bounding box regression of 

object detection, Smooth L1 Loss is considered early for the following reasons: (1) 

compared with L1 Loss, it can converge faster; and (2) compared with L2 Loss, it is not 

sensitive to outliers and outliers, and the gradient change is relatively smaller, so it is 

not easy to run and fly during training. 

A

B

A

B

A B
IOU

A B




  

Fig. 7. Schematic diagram of IOU definition 

In this work, the Smooth_L1 loss function is introduced to calculate the loss of the 

width and height of the bounding box to overcome the model instability caused by large 

parameter changes with abnormal values. The Smooth_L1 loss function essentially 

combines the L1 and the L2 loss functions. L2 is dominate when the difference between 

the predicted value and the target value is small; while L1 is active when the predicted 

value differs greatly from the target value. The curve graphs of the three loss functions 

are shown in Figure 8.  

-10             -5              0               5              -10
0
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Smooth_L1
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Fig. 8. Three loss functions of L1, L2, and Smooth_L1 



690           Baofeng Yao, Shijun Liu and Lei Wang 

The Smooth_L1 loss function can be expressed as follows: 

  
     

    

2

1

0.5 , 1

0.5, 1

i i i i

L i i

i i i i

b f a b f a
Smooth b f a

b f a b f a

   
  

   

                             (12) 

The detection algorithm based on deep learning gives higher requirements on the 

data set, and the trained network weight model shows a higher accuracy rate. The 

characterization model is selected based on the characteristics of the whole human 

body, and detection results depend on the completeness of the human target in the 

video. However, since human targets are easily occluded, good detection results are 

usually not achieved. In addition, there are characterization models for head 

information, facial features, etc., which can reduce the occlusion of human targets, 

whereas missed detection will occur due to the limited camera capture. In this work, the 

representative pedestrian detection sample set ImageNet is used to perform high-

resolution pre-training on YOLOv3 to obtain the classification network. The VOC data 

set is then used for training to obtain the final training model. All images in the 

ImageNet image data set have at least one frame. The detection for 200 targets has 

produced 470,000 images, and each image has 1.1 targets on average. The VOC data set 

mainly includes four categories, namely people, common animals, transportation 

vehicles, and indoor furniture. It mainly serves three types of tasks: image classification, 

object detection and recognition, and image segmentation. The performance of the 

pedestrian detection algorithm is evaluated using the P-R curve. 

3.3 Multi-Head Target Tracking Based on Kalman Filter 

After the human targets are extracted and detected based on deep learning algorithms, 

the pedestrians are tracked in the video for a certain period to count the specific number 

of pedestrians entering and exiting in detail and to improve the accuracy. Usually, 

multiple pedestrians appear in the same scene at the same time. Hence, a multi-target 

tracking algorithm is employed to track multiple pedestrian targets at the same time 

[34]. The Kalman filter algorithm is a mainstream algorithm with an excellent 

processing effect on Gaussian process noise during target tracking. The Kalman filter 

includes a state model and an observation model. The state model is used to describe the 

relationship between continuous-time states, which can be expressed as equation (13), 

and the observation model can be expressed as equation (14). 

1k k k k k kx F x B u W                                               (13) 

k k k kz H x v                                                       (14) 

where, kx
 and 1kx   represent the state vector at time k and k-1, respectively. kF

 

represents the state transition matrix, which is used to describe the relationship between 

the system state at time k and k-1. kB
 is the control input matrix, which represents the 

connection between the control input parameters and the state vector. kW
 is the process 

noise vector, which can be regarded as a normal distribution that obeys the zero mean 

value. kz
 represents the observation vector, kH

 represents the transition matrix, and kv
 

is the observation noise. 
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The Kalman filter algorithm has two basic hypotheses. I. A sufficiently accurate 

model is a linear (or time-varying) dynamic system excited by white noise; and II. Each 

measurement signal contains additional white noise components [35]. When the above 

hypotheses are met, the Kalman filter algorithm can be applied. The Kalman filter 

mainly includes two stages: prediction and update. The prediction stage is to predict the 

next time information based on the current state information pair, and the update stage 

is to update the target position based on the predicted information. The update equation 

for the Kalman filter time can be expressed as follows [36]. 

1 1k k kx A x Bu
 

                                                       (15) 

1

T

kk
P AP A Q                                                        (16) 

T

k
k T

k

P H
K

HP H R



                                                      (17) 

k k kk kx x K z H x
   

   
 

                                                (18) 

 k k k
P I K H P                                                       (19) 

where, 1kx


  and kx


 represent the posterior state estimates at t-1 and t, respectively, 

and are the filtering results; kx


 represents the prior state estimates at t; 1kP   and kP
 

represent the posterior estimate covariance at t-1 and t, respectively; k
P

 is the a priori 

estimated covariance at time t. H is the conversion matrix from state variable to 

observation, which connects the state and observation; kz
 is the observation value, and 

is the input of filtering; kK  is the filter gain matrix; A is the state transition matrix; Q is 

the process excitation noise covariance; R is the measurement noise covariance; B is the 

matrix that converts the input to state. 

The Kalman filter tracking algorithm only needs to input the current state 

information as the initial data to predict the target motion state at the next moment, and 

the previous moment data can be discarded after each prediction update [37-39]. 

Therefore, the Kalman filter has a good tracking effects on continuous moving targets. 

However, when there are multiple targets in the video and there is interference between 

each other, it will cause chaos in multi-target tracking or target loss. The Mean Shift 

algorithm relies on the probability density value of the current human head target 

feature sample in the region, so it can be used for clustering, image segmentation, and 

target tracking. Therefore, the Mean Shift algorithm is incorporated into the Kalman 

filter to tract the target first. When the target is lost, the current tracking information of 

the Kalman filter is brought into the Mean Shift algorithm for iterative tracking [40-42]. 

Finally, the Kalman prediction update is performed. Since the offset of the targets in 

two adjacent frames is very small and the target box B1 of the current frame F1 is 

known, a heuristic approach is to still select the known B1 area in the next frame F2 to 

infer the offset required by the target box according to the similarity between the B1 

area in F2 and the B1 area in F1, and then get the target box B2 of F2. This is what the 

MeanShift algorithm needs to solve. Combined with MATLAB source code, the 
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tracking process of MeanShift is shown in Table 1. The flow of the optimized 

pedestrian multi-target tracking algorithm is shown in Figure 9. 

Table 1. The tracking process of the Mean Shift algorithm 

To calculate the histogram of the candidate area 

hist2 = zeros(1,4096); 

To calculate the histogram of the candidate area 

for i = 1:a 

    for j = 1:b 

        % rgb color space quantization 16 is *16*16 bins 

        q_r = fix(double(current_temp(i,j,1))/16); % fix integral function is taken as it approaches 0 

        q_g = fix(double(current_temp(i,j,2))/16); 

        q_b = fix(double(current_temp(i,j,3))/16); 

        q_temp(i, j) = q_r*256 + q_g*16 + q_b;    % to set the proportion of red, green, and blue 

components to each pixel 

        % to calculate the weight of each pixel in the histogram 

        hist2(q_temp(i, j)+1) = hist2(q_temp(i, j)+1) + m_wei(i,j);     

    end 

end 

hist2 = hist2 * C;  The above steps complete the histogram of the target kernel function 

 

Get the video image 

at time k

Get the video image 

at time k+1

Moving object 

detection

Kalman filter tracking 

marker position 1

Join the detection set and 

monitor the associated flag 0

Join the tracking set and track 

the associated flag position 0

Generating cost matrix

Scan the matrix for 

target matching

Both association 

flags are 0
 

Fig. 9. Optimized pedestrian multi-target tracking algorithm 

3.4 Experimental Design and Model Performance Evaluation 

The machine learning is combined with the Kalman filter algorithm in this work to 

complete the detection and tracking of human head targets for people flow statistics. 

The pedestrian motion video sequence in the surveillance video is acquired first, 

followed by the segmentation of the area where the pedestrian is located. The YOLOv3 

network is used to detect the extracted target to identify all the head targets. Finally, the 

optimized pedestrian multi-target tracking algorithm is used to achieve the people flow 

statistics. The software development environment of the people flow statistics system is 

Visual Studio 2013, together with the OpenCV image processing library. Databases for 

image and video processing for the OpenCV are the most comprehensive, which can 

satisfy the video extraction, image morphology processing, and target detection. The 

face recognition in the video includes two steps. Step 1: the image size is adjusted to 
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92×112, that is, the same size as the trained image. Step 2: the predict function is used 

to detect the face in the image, and the function concerns two elements: the label to 

identify the individual and the confidence. A smaller confidence indicates a higher 

degree of match. 0 means a perfect match, but the score mechanism of the confidence is 

different for of different algorithms. 

The hardware platform of the traffic statistics system can be divided into five parts: 

front-end acquisition module, signal transmission module, information storage module, 

computer processing module, and output display module. The front-end acquisition 

module is the premise and foundation of the whole system, and the scene in the front-

end detection area is converted into image signals by CCD cameras. The signal 

transmission transmits the collected image signal to the processing equipment by 

Ethernet. The information storage module mainly refers to the server, which is used to 

store the image data collected by the front end for later search; the computer processing 

module mainly uses workstations or high-performance computers, which is the core part 

of the whole system and is used to analyze and process image signals. The output 

module can display front-end monitoring images and real-time traffic data. 

To detect the accuracy, the original video is produced in the campus library and the 

teaching building, and the video resolution is 640×480. The tracked pedestrians are 

marked with the yellow line frame to better identify pedestrian targets and facilitate the 

pedestrian order distinction, based on which the detection effects are then evaluated. 

4 Results and discussion 

4.1 YOLOv3 +Smooth_L1 model 

In this work, the weight model of the YOLOv3 algorithm is applied to detect the 

pedestrians in real life scenes. The model is trained using the VOC data set, which uses 

the characteristics of the whole human body as the representation information. Adam is 

used as an optimizer to minimize the loss function, 1 = 0 .9  2 =0.999
. Training can 

be carried out when batchsize is set to 2, so the experiments are carried out when 

batchsize=2. An epoch refers to a complete training of all training data. The initial 

learning rate is set to 0.0001. After 10 epochs, it is reduced to one-tenth of the current 

value. When 30 epochs are finished, the model has converged. The specific 

hyperparameter setting of the model is listed in Table 2 below.  

Table 2. The specific hyperparameter setting of the model 

Hyperparameters  Value  

1  0.9 

2  0.999 

Batchsize 
 

2 

 Initial learning rate 0.0001 

Entrance of the campus teaching building is selected as the video scene for detection, 

as shown in Figure 10. It was evident that the detection effects of the YOLOv3 model 

are good, but pedestrians with serious occlusion are missing. When the people flow 
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density is intensive, the occlusion of human targets will be more serious, bringing great 

difficulty for people flow statistics. 

 

Fig. 10. Pedestrian detection results based on the YOLOv3 model 

To further reduce the missed detection of the YOLOv3 model, the Smooth_L1 loss 

function is introduced to calculate the width and height of the bounding box. The model 

established is then trained and tested, and compared with the weight model obtained 

using the L2 loss function. The P-R curve obtained is shown in Figure 11. It is evident 

that the P-R curve of the Smooth_L1 loss function is closer to the upper right, indicating 

that the model trained is superior in accuracy and recall rates and is more efficient. 

The experimental results demonstrate that the mAP value of the improved YOLOv3 

algorithm by introducing Smooth_L1 loss function is higher than the optimal mAP 

value of YOLOv3 algorithm. Mean average precision (mAP) refers to the average mean 

recognition accuracy of each class of objects when the model recognizes multiple 

classes of objects. The higher the mAP value, the higher the recognition accuracy of the 

model. The average precision (AP) is the area under the P-R curve of the pedestrian 

detection algorithm. The higher the AP value, the better the detection performance of 

the algorithm. The data calculation results of the training log are shown in Table 3. It 

can be observed that, compared with YOLOv3, the recall rate of pedestrian target 

detection of YOLOv3 algorithm improved by introducing Smooth_L1 loss function is 

increased from 82% to 84%. In the study of Zhang et al. (2021), a Caps-YOLO model 

based on YOLOv3 real-time object detection model was proposed for pedestrian 

problem detection. In this model, dense connections are used to replace the shortcut 

connections in the original network, and dense block components are constructed to 

improve the utilization of feature maps. This is consistent with the original intention of 

choosing the YOLO model in this work, and also confirms the reliability of the 

proposed model in pedestrian detection. 
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Fig. 11. PR curves of different loss function models 

Table 3. Comparison of target detection results between YOLOv3 and YOLOv3+ Smooth_L1 

Algorithm  AP/100% AP50/% AP60/% P/100% R/% 

YOLOv3 23.2 72.9 46.7 53.5 82 

YOLOv3+Smooth_L1 27.2 76.3 52.7 64.5 84 

Furthermore, the proposed algorithm is compared with the human FLOW statistics 

method based on contour rules on the flow dataset. The FLOW dataset consists of 1148 

frames and includes 9 persons. It simulates the scene of rapid vertical flow of people, 

such as underground passage and building entrance and exit, and includes part of lateral 

movement. In this work, the sequence is used to evaluate the statistical accuracy of the 

proposed algorithm in the case of rapid movement and direction change. The 

comparison results are shown in Table 4. It can be observed that the F1 score of the 

algorithm in this work is more than 95% and even as high as 100% in the vertical 

counting of rapid personnel flow, which is obviously better than the human flow 

detection method based on contour rules. 

Table 4. Performance comparison of YOLOv3+Smooth_L1 and contour rule-based human flow 

statistics method 

Algorithm Direction 
Precision 

(%) 

Recall 

(%) 

F1 

(%) 

Tracking 

time (s) 

Contour rule-based 
human flow statistics 

method 

Longitudinal 
(upward) 100 90 95 0.009 

 Vertical 
(down) 

94 88 88 0.009 

YOLOv3+Smooth_L1 Horizontal (to 

the left) 
100 100 100 0.014 

 Landscape (to 

the right) 
95 100 95 0.014 
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4.2 Pedestrian Tracking Results Based on Kalman Filter 

In this work, the Mean shift algorithm is incorporated into the Kalman filter to track the 

moving pedestrian targets, which can correlate images of different frames of the same 

target to avoid no repeated count. At the same time, the movement direction of the 

target is identified to count the specific number of targets accurately. Figure 12 suggests 

that the system can track the two targets effectively, avoiding the target distortion and 

target loss. 

 

Fig. 12. Pedestrian tracking effects based on Kalman filter 

In this work, people on the campus library and the teaching building are counted, and 

the results are shown in Figure 13. 7,000 original images are collected in the library, 

involving a total of 88 people. Of them, 82 people are detected, and the detection 

accuracy reaches 93.18%. There are 12,200 original images collected in the teaching 

building, involving a total of 149 people. Of them, 139 people are detected, and the 

detection accuracy is 93.29%. Obviously, tracking the moving target by undertaking the 

result of the Kalman filter as the input value of the Mean Shift algorithm can reduce the 

target loss caused by the occlusion effectively, ensuring high target tracking efficiency. 

 

Fig.13. Pedestrian detection results in different scenarios 
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5 Conclusion 

A smart city is characterized by the connection of the scattered and discontinuous parts 

of the city and multiple functions. With the continuous development of the city, the 

existing functions may not be able to adapt to the current public life and needs. The 

construction of smart city brings about crowd congestion and ineffective control. To 

alleviate the pressure brought by the large people flow, the technologies used for people 

flow statistics are analyzed, among which the human target recognition and target 

tracking are most important. In the human recognition module, the human body is first 

detected from the video sequence based on machine vision, and the position information 

is then obtained, and the extracted global features and local features are merged as the 

final feature of the target. The short-term tracking of the target has a certain practical 

significance for people flow statistics, so the Mean Shift algorithm is incorporated into 

the Kalman filter to perform iterative tracking, and then the Kalman prediction is 

performed. 

The innovation of this work lies in the application of YOLOv3 detection algorithm in 

the human object detection module, and on this basis, Smooth_L1 loss function is 

introduced to optimize the algorithm to avoid missing detection of the object. The 

experimental results reveal that the YOLOv3 model shows a good target detection 

effect, but pedestrians with serious occlusion are missing. After the Smooth_L1 loss 

function is introduced, the P-R curve is closer to the upper right side, which can avoid 

the model instability caused by large parameter changes with abnormal values. By 

incorporating the Mean shift algorithm into the Kalman filter to track moving pedestrian 

targets, high target tracking efficiency is achieved in both the campus library and the 

teaching building. This work contributes that the human flow statistics system based on 

machine vision and deep learning can effectively detect and track pedestrian targets and 

provide help for the standardized development of commercial activities and leisure and 

entertainment projects in smart cities. There are still some shortcomings in this work. 

The computation amount of the system algorithm is huge, and the processing ability of 

the computer is high. In addition, the system shows poor response ability to fast 

pedestrians, which is easy to miss, resulting in reduced accuracy. Therefore, the 

algorithm will continue to be optimized in the subsequent research to reduce the 

computational complexity of the algorithm. 
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Abstract. When the manufacturing industry is dealing with information 

technology, it has to face a large number of parameters and frequent adjustments. 

This study proposed artificial intelligence models to find out the hidden rules 

behind a large number of customized labels, through data processing and model 

building. Model and parameter experiments are used to improve the effectiveness 

of artificial intelligence models, and the method of cyclic testing is adopted to 

increase the diversity of the test set. The results of this paper, we integrate each 

stage and an auxiliary decision-making is established. The contributions of this 

paper, can improve the problem with reducing production line shutdown and 

improve factory productivity. The accuracy rate of the artificial intelligence model 

can be increased to 95%. The number of stoppages is reduced from 4 times to 1 

time per month. Under full capacity, this assist the decision-making system can 

reduce loss cost. 

Keywords: Artificial intelligence (AI); Machine learning; Random forest; Neural 

network; Automatic product label. 

1. Introduction 

With the development of science and technology, in order to save manpower, reduce 

costs, increase production capacity, and improve quality, companies have successively 

introduced new technologies and new concepts, from the early information and 

automation to today’s smart factories, Industry 4.0, artificial intelligence as the goal of 

intelligence [25]. To implement intelligence, automation must be carried out first. Based 

on automation, intelligence can make decisions based on the actual conditions of the 

site, and deploy the automation work sequence to optimize efficiency and productivity. 

To implement automation, information must be carried out first, based on information 

only by automation can judge the correct position, use the best path, make appropriate 

actions, replace labor and improve efficiency. Only in this way can maximum value of 

existing resources, difficulties can be reduced and benefits can be improved. However, 

when the manufacturing industry deals with information, it is not only necessary to 

import all the parameters into the system. The factory has a variety of products, 
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machines, manufacturing processes, post-station data, and the production line is divided 

into production and assembly, testing, packaging, some parameters have a reciprocal 

and complex relationship with each other. In addition, it is necessary to deal with the 

problem of frequent adjustment and change of parameters [31, 25]. 

It is possible to design card control check logic for products with higher severity, 

more value and longer cycle are including data setting limit card control and post-setting 

check comparison. In the case of frequent changes to specifications and revisions, the 

information department is time-consuming and laborious, and cannot meet the overall 

needs. In response to this problem, this research attempts to use artificial intelligence 

models to establish an auxiliary decision-making system. When the user sets an error, a 

warning will be displayed to reduce the error rate and improve the problem [15]. In the 

face of a difficult to control environment with diversified customers, diversified 

products, variable specifications, and short production cycles in the manufacturing 

industry, the only thing that remains constant is always changing. Under such 

circumstances, the setting of the production line system is very complicated. Under the 

premise of sharing the settings as much as possible, there are still many customized 

special rules. It is easy for the setting personnel to confuse, and the setting is wrong due 

to accidental setting. Once the setting is wrong, it will cause loss. Defective products 

require maintenance, heavy industry, or even scrapping. If there is an error, the product 

will be scrapped in the slightest, and the line will be stopped in the serious, resulting 

decrease factory productivity, and even delayed shipments. In the case of full capacity, 

the line is stopped due to the customized label problem, which takes about half an hour 

to solve each time. The loss is nearly every year ten million dollars. Decrease in factory 

productivity will affect quality and delivery, which will cause customers to reduce 

orders and revenue will lead to unhappy shareholders and the board of directors; 

unhappy and negative attitudes at the bottom of the company will lead to a decline in 

factory productivity [43, 24].  

This study uses artificial intelligence models to try to predict the setting value in the 

changing environment to reduce the setting error rate and maintain the stable 

productivity of the factory [1, 5]. On the technical side: When facing a single customer 

and a single product, if the specifications can be clarified, the final answer should be 

limited to a few possibilities based on conditions. When the answer falls outside these 

possible ranges, the probability of error is extremely high. However, it is difficult to be 

familiar with all the rules due to human experience, and it is difficult to pass on the 

experience of senior staff to new recruits through education and training. However, the 

information department of general enterprises has limited resources, and it is difficult to 

develop all specifications with limited time and manpower, not to mention clarification 

of specifications, meetings, and communication time cost. In order to be simple and fast, 

the program structure of the stacked bed frame also makes the enterprise virtually 

impossible with less technical debt. The data is based on the factory label, all 

specifications, and stages of raw materials, semi-finished products, finished products 

and packaging. It will be assigned numbers and labeled for identification. Common label 

contents include: serial number, part number, model number, date, quantity and other 

text and barcode. The date range of this research is from the fourth quarter of 2018 to 

the second quarter of 2020, the data is established by the company in recent years by 

sign-off process into the information-based transfer process, but the variable field has 

been revised. It is confirmed that there are more than 30,000 effective documents that 
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have been applied to production line. The data retains historical version data, since 

changes and errors are the norm in the factory industry, after evaluation, these data are 

retained but not excluded, but need added to facilitate identification and influence the 

weight of the data through the characteristics, thereby obtaining correct results. The 

contributions of this paper can improve the problem with reducing production line 

shutdown and improve factory productivity. The accuracy rate of the artificial 

intelligence model can be increased to 95%. The number of stoppages is reduced from 4 

times to 1 time per month. Under full capacity, this assist the decision-making system 

can reduce loss cost. 

The remainder of the paper is as following: Section 2 provides a review of the 

Relative work; Section 3 outlines the research method, describes the exploration 

problems in this article and proposes the research process and overall structure; Section 

4 is the experimental results and analysis; Section 5 is the conclusion future work. 

2. Relative Work 

There are three common applications of artificial intelligence in the manufacturing 

industry: scheduling optimization, numerical monitoring, and image recognition. The 

purpose of scheduling optimization is mainly to balance the load of the production line, 

shorten the production cycle, and reduce costs; the purpose of numerical monitoring is 

to reduce defective products, control yield and reduce costs; image recognition is often 

used in optical inspection stations for the purpose of reducing defective products, 

control yield, and reducing costs. There are many literatures on the application of 

artificial intelligence models in the manufacturing industry to study how to control the 

yield, but most of the artificial intelligence-related research focuses on the production 

environment [18, 19,20,21]. Even if problems are found through the artificial 

intelligence model, most cases still need to be stopped for adjustment, resulting in loss 

of productivity. If errors can be found when setting parameters at an earlier stage, the 

number of stoppages can be reduced. Fig. 1 shows the flow of the research data approval 

form. 

 

Fig. 1 Data flow 

1. The customer provides the reference image file, style, printed content and other 

information of the label. 

2. The Product Control Coordinator (PCC) obtains information through letters and 
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phone calls and fills in the application form. 

3. The label room staff set the variable parameters corresponding to each item on the 

label. 

4. The label room staff needs to ask information staff to assist in setting new variables. 

5. The label room staff creates proofing label files based on information in the sign-off 

form. 

6. After the approval is completed and effective, the label file is used to print the label 

during production on the production line. 

2.1. Application of artificial intelligence in manufacturing 

The relevant research on similar issues in the manufacturing industry is as follows: In 

2020, Germany authors used KNN, random forest, and neural network model to solve 

the manpower problem required for the automatic optical inspection (AOI) result 

verification during the production of surface mount technology in the manufacturing 

industry. In order to solve the problem of the high cost of setting up inspection stations 

in the manufacturing industry, to replace the defect recognition system established by 

traditional computer vision with a deep learning model. Especially for the recognition of 

small objects, proposed a two-stage object detection algorithm [4, 13, 30, 32, 44]. To 

reduce the over-fitting situation, and finally use this automatic defect detection system to 

assist manual detection to reduce the missed detection rate and labor costs. Try to solve 

the problem of balancing the workload of the production line, reducing the number of 

workstations to reduce enterprise costs, and maximizing the work efficiency of the 

production line, using genetic algorithms, immune algorithms, and particle swarm 

algorithms, and proposed a new the coding method is discussed and compared, and the 

results show that the solution speed of the particle swarm algorithm is better than the 

other two algorithms, and the solution quality of the immune algorithm is better than the 

other two algorithms. In order to solve the problem of the deviation of the control 

parameters in semiconductor process production machine, which led to the deviation of 

the process, and caused the wafer yield to decrease, and even scrapped, A neural 

network combined with a failure detection and classification system to establish an early 

warning mechanism to ensure process yield and guaranteed production capacity [26, 

31].  

2.2. Artificial intelligence algorithm 

The intelligence expressed by artificially manufactured machines can be called artificial 

intelligence, which is usually realized by computer programs and algorithms. It 

systematically learns from data and uses the learned knowledge to make predictions, 

thereby establishing expert systems and decision-making.  

KNN. Nearest neighbor method, the classification of a target is determined by the 

classification of its K neighbors. It is explained by the spatial distribution. The concept 

is the same data higher the similarity, and closer the distribution. It is easy to understand 

in machine learning algorithms. The input of the model can be classification or 
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regression data, and the output is the category of the target. K is the number of nearest 

neighbors. If it is set too small, it will reduce the classification accuracy. If it is set too 

large, it may increase noise and affect the results. The model can be based on the 

neighbor distance gives different weights to optimize the results [7, 8, 9, 22, 39, 40]. 

When new data is available in this model, it can be added directly without retraining, 

and it is not sensitive to outliers; its disadvantage is needs to be re-calculated each time 

for the classification requires a large amount of memory, and it is sensitive to the local 

structure of the data. When the data is distributed unbalanced, the forecast is prone to 

deviation. Commonly used in text classification, pattern recognition, cluster analysis, 

multi-classification fields [42]. 

Decision tree. It is a tree model, where each node represents a feature, and each 

branch represents the possible attributes of the feature. Along the tree structure, the path 

is determined according to each feature attribute, and finally reaching the leaf node is 

the answer. The decision tree model can build classification trees, regression trees, and 

even both classification and regression trees that can be used. Basically, the decision 

tree has only a single output. When building a decision tree, it is necessary to determine 

the order of using features to create nodes based on the amount of variation as the 

division criterion. There are two common processing methods: use entropy to calculate 

the information gain, and subtract the information disorder before the division from the 

information after the division. If the decision tree model loses control and builds too 

many branches, it will be easy to overfit, so that all data has its own path, so it is 

necessary to restrict growth or even pruning. This model is easy to understand and 

implement, has a high degree of interpretability, does not need to do too much data pre-

processing, and can process data and category data at the same time. Its disadvantage is 

that it is easy to overfit, and small changes in data are possible. When the data is 

unbalanced, the growth tends to have more numerical features, resulting in poor 

performance and neglecting the correlation between the attributes in the data [6]. 

Random forest. Random forest is composed of multiple decision trees. Because a 

single decision tree is easy overfitting, it has the characteristics of low deviation but high 

variance. Random forest uses random sampling and random selection of features to 

build multiple decision trees to solve this problem. Its output is determined by voting on 

the answers of all decision trees. The input of the model can be classification or 

regression data, and the output is the target category. The random sampling method of 

random forest is to use the method of retrieval and replacement. The same sample may 

be selected multiple times, or none of them may be selected at random. This model can 

evaluate the importance of features and has a fast training time. It can process high-

dimensional data. If there is missing data, it can still maintain its accuracy. If the data is 

unbalanced, it has balance errors; its disadvantage is that the interpretation is poor. 

When there is a problem, it is impossible to make a prediction beyond the data range. If 

the data is noisy, it may still be over-fitting. It is often used in various classification and 

regression problems, or used in outlier detection, and also used in unsupervised learning 

classification problems [10, 12, 16, 28]. 

Neural Network. The concept of neural network is to simulate the function and 

structure of biological neural network through algorithms. Each neuron is composed of 

its input, excitation function, and output. The entire network is composed of input layer, 

hidden layer, and output layer. The input layer simulates numerous neurons receive huge 

non-linear input information. The hidden layer simulates the synaptic connection of 
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neurons and is responsible for transmitting the information to the corresponding 

position. The more complex non-linear relationships, the more it can lead to over-fitting 

[34, 36]. The output layer: The simulation information is processed through neural 

connections, and the model can learn by optimizing the weights of neurons in each layer 

and the connections between neurons. The input of the model can be classified or 

regression data, but the categorical data needs to be converted into numerical values 

through one-hot encoding. In the entire network, each neuron is connected to all the 

neurons in the next layer, and the neurons in the same layer. The elements are not 

connected to each other. The number of layers in the network and the number of neurons 

in each layer are determined by the complexity of the problem. It can be optimized and 

controlled during the parameter tuning stage. Usually, when the number of neurons is 

the same is a deep neural network. The performance is better than that of shallow neural 

networks. In addition to the development of deep learning research, it also extends more 

advanced methods such as recurrent neural networks and convolutional neural networks 

[27]. 

This model has self-learning ability, can learn the rules and patterns behind it from 

the data, and the learned knowledge is scattered throughout the neural network, so it has 

a certain fault tolerance, and a small part of the damage will not cause too much to the 

whole It can also adjust itself based on the learned results, and combined with the newly 

provided data; its disadvantage is that the learning speed is slow, and it is not 

explanatory. When the neural network is deeper and more complex, the huge amount of 

parameters requires a larger amount of data assists in training, otherwise it is easy to 

overfit. Because neural networks have infinite possibilities, it is difficult to find the best 

solution. In the process of tuning parameters, only a lot of attempts can be used to obtain 

better parameters. Commonly used in speech recognition, image recognition, 

recommend systems [33, 35].  

3. Research Methods 

The data used in the customized labeling and endorsement form of electronic 

manufacturer. The fields filled in the applicant are the input data of the artificial 

intelligence model. The variable setting parameters actually set in the label room are the 

artificial intelligence model. This experiment will build hardware specifications: 

processor CPU Xeon-E5-2650, memory DDR4 64 GB, operating system Windows 10, 

software based on open source software Python, and use the python library provided by 

OpenCV, and use Keras, Tensorflow, etc. as neural network development tools. 

Implemented in Windows and Linux systems.  

3.1. Research Structure 

As shown in Fig. 2, the research steps are mainly divided into three blocks: data 

processing, construct modeling, and optimized experiment. The purpose of data 

processing in the first block is to prepare the input data required for construct modeling, 

including data collection, sorting and screening. Data pre-processing that the model can 
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operate normally and correctly. Feature construction and selection to clarify the 

importance of features. The purpose of construct modeling, in order to find a model that 

is more suitable for the data type, seven models that are well-known in the performance 

of categorical data are selected and compared with each other. Optimized experiment 

based on the results of the previous block, after finding a better model, try to optimize 

further and obtain better results. This part is divided into three types of experiments, 

feature processing experiments, circuit training experiments, and parameters experiment. 

Finally, the stage results of each step can be used as fixed parameter for other steps, and 

optimize other steps. 

 

Fig. 2. Research architecture 

3.2. Data Collection, Sorting and Screening 

The data of this research is stored in the company's internal database. According to the 

approval form process, three types of data sheets are designed to store. One is the 

approval form data, which records the contents filled in by each unit in the transmission 

and can be based on the site authority of the approval process modification; Two is the 

historical version data that has been validated after the approval is completed, and it is 

provided for confirmation by the customer and the inspection unit, which is also the 

basis for the next revision; the third is the data actually used by the production line after 

it takes effect, which is extremely sensitive data. Once modified, it will be directly 

modified affect the production line. The data used in this study falls into the second 

category: historical version data that has been validated and entered into force. As the 

information in subscribe, there will be many blank fields that have not been filled in, and 

there may be errors that have not been finalized. On the other hand, the data actually 

used by the production line is only the latest version of the data, the data is not 
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continuous, and there is no past data, resulting in too little data volume, it is difficult to 

find out the setting rules. The historical version data is only recorded when the 

production line takes effect, not only can ensure the accuracy of the data, but also can be 

traced back to the past. Using this data to train an artificial intelligence model, it is 

expected that the model can learn the rules behind each customized label over time and 

version evolution. The data are stored independently in five factories under the same 

structure. Different factories may face different customers, fill in forms and set up 

personnel, and the proportion of data varies greatly. Compared with the scale of data 3 

to 26 times, so we finally decided to use only the largest plant area data for research. 

The data comes from 4400 signed forms, but because only the second type of signed 

forms are used, the number of valid forms is actually only 3800, which is about the total 

number of forms. The source of these forms comes from 2800 different material 

numbers, but only 2500 material numbers have gone through the sign-off process. Each 

form contains one or more different label types, and all the used label types are 24 types, 

only 23 types are actually applied to the production line. In practice, there are 6 types 

that are more commonly used: 1. CB_SN, semi-finished product customer label, mostly 

a two-dimensional code, used to record the serial number of the semi-finished product 

stage; 2. SN, production line input the serial number label, mostly one-dimensional 

code, to record the production serial number in the factory; 3. FCC, the product label on 

the host, mostly one-dimensional code, record the product serial number; 4. BOX, the 

label on the color box, mostly one-dimensional code, record the serial number of the 

color box; 5. CARTON, the label on the outer box, mostly composite bar code, 

including the outer box serial number, product specifications, quantity, content serial 

number list; 6. PALLET, pallet label, mostly composite bar code, including pallet serial 

number, product specification, quantity, content serial number list. The other types are 

usually an extra label at the same position to display additional content or special 

specifications. Because the amount of data is small or too special, this research will skip 

these data and not adopt it, and use six types is the main research data. 

A label type contains one or more different variables. Among 3800 completed forms 

contains 41000 variable data. However, the variable settings have been revised. The old 

variable names have been discarded and no longer used. There are only 24500 data on 

the new system variables. There are only 22,600 items left. The field that may be 

incorrectly set by the setting personnel is the variable parameter field. It will list as the 

final prediction target of the artificial intelligence model. Under all label types, there are 

580 answers in the variable field. Focusing on six types of data, there are 460 answers 

after screening. Among all the types, the answers to some variables are the same. After 

taking the intersection, there are 270 types of answers, while the six types of 

intersections are left with 260 types of answers. The unpredictable unknown is regarded 

as one answer added, namely the largest output layer dimension of the artificial 

intelligence model. It use the 580 variable types, the number of variable types and the 

amount of data of each type are not even. Sort is according to the number of variable 

types: FCC> CARTON> BOX> SN> PALLET> CB_SN; sort is according to the 

amount of data: CARTON > BOX> FCC> PALLET> CB_SN> SN. The more types of 

variables, the more complicated the rules behind, the higher the error rate may be 

included; if the amount of data is less, the more difficult it is to accumulate experience 

and learn the rules, and the error rate will also increase. Looking at these two elements 

together, the ratio of the amount of available data divided by the number indicates how 
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much data can be used in training for each answer. Sort is according to this ratio: 

CB_SN> CARTON> BOX> PALLET> the sum of the six categories> All> SN> FCC, 

it can be expected that CB_SN has the most learning materials and is the easiest to learn; 

FCC has the least learning materials and is the least easy to learn. 

All types of data, the utilization rate of variable types is extremely uneven. The usage 

rate of serial number, quantity and date is particularly high. Among the 583 variable 

types, the top two together account for 20%, the top four together account for 30%, and 

the top six together account for 40%. The top eight together accounted for 50% of the 

ratio. For the overall accuracy rate, it uses the sum of the proportions of several 

commonly used variables as one of the control groups, and then compares it with the 

trained artificial intelligence model.  

3.3 Data pre-processing 

In the process information, it is inevitable that some data is incomplete. It may be that 

the data table structure design is not perfect at the beginning, resulting in some data not 

being collected at the initial stage; or the personnel are not rigorously operated, causing 

the data be misplanted; or the data is improperly maintained and other modifications are 

made. Data is accidentally moved by mistake, causing data abnormalities; it may also 

cause abnormal system instability and data damage. The situation and processing 

methods of incomplete data are as follows: When there are missing values or missing 

data, the common processing method is to discard or supplement the value. Because the 

amount of data is not large, the available data should not be discarded as much as 

possible.  

In some models, the category field needs to be converted by one hot encoding before 

it can be used. Most of the data fields are category data, and one category field needs to 

be converted into multiple values using one hot encoding. The fields of 0 or 1 are then 

passed as input to the model for learning. The text field is usually processed after cutting 

keywords or conversion vectors. However, some field data may contain valuable hidden 

data. After combining professional knowledge and experience, the hidden information of 

the data can be integrated and extended. The data implies some information that cannot 

be seen directly on the surface or item number. The first two codes of the data represent 

the production stage of the factory for the item number that extract into a new field may 

help the model. 

3.3. Feature Construction and Selection 

The original data contains multiple features, but not all features are necessary. Too many 

features may interfere with the learning of the model, and there may even be doubts 

about dimensional explosion. Reducing unnecessary features can reduce the calculation 

of the model. In practice, it is interpretable to convince the boss or customer. Many 

reasons show the necessity of analyzing the importance of features. After analyzing the 

importance of data features, it can be used to verify the correctness of the model. If the 

prediction is inaccurate, this judgment basis can more quickly clarify the problem and 

improve the model. For important features, in addition to optimizing the existing model, 
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it also collecting follow-up data, it can enhance the user's proper use of important 

features. At this stage, it tries to clarify the importance of each feature, find out the key 

features in different feature fields, and confirm whether each feature is as expected to 

help the model predict the correct answer. In addition to preliminary screening based on 

experience and professional knowledge, it uses the random forest model to explore the 

importance of features. Random forest judges the importance of features by calculating 

the contribution of each feature on each tree, and then take the average value and draw a 

graph. 

3.4. Common Model Modeling and Comparison 

The data field is mainly based on categories. When you are not sure which model is 

more suitable for this data type, try and compare several common models that perform 

better in classification. The data that has been pre-processed before is modeled, and the 

effectiveness is evaluated. As shown in Table 1, the advantages and disadvantages of the 

artificial intelligence model are sorted out. 

Table 1 Comparison of advantages and disadvantages of artificial intelligence models 

Model Advantages Disadvantages 

KNN 
Information can be added directly without 

retraining. It is fast and insensitive to outliers. 

Each classification needs recalculate. The 

memory demand is large. When data distribution 

is unbalanced, the forecast is easy to be biased. 

SVM 

Strong generalization ability and is easy to 

understand. Part of the data can be used to 

make hyperplane decisions. It works well for 

processing high-dimensional data. 

Poor performance and sensitive to missing data. 

There is no universal solution to nonlinear 

problems. The explanation of the kernel function 

is not high. 

Decision 

tree 

Easy to understand and implement, and has 

high degree interpretability. No need to do 

much data pre-processing, can process data 

and category information at the same time 

It is easy to overfit, the result of data changes is 

unstable, and the performance is poor when the 

data is unbalanced. Ignore the correlation 

between the attributes in the data. 

Random 

forest 

Not easy to overfit, training speed is fast, The 

importance of features can be assessed with 

high accuracy. Can deal with missing data, 

and unbalanced data. 

The interpretation is poor, when dealing with 

regression problems. It is impossible to make 

predictions beyond the scope of the data. If the 

data is noisy, it may still overfit. 

GBDT 

Can prevent overfitting and does not require 

complex features, characteristic processing, 

non-linear transformation, can process linear 

or non-linear data. 

The computational complexity is high. Failure to 

parallelize is time-consuming. Not suitable for 

sparse high-dimensional data (Liu et al., 2018). 

XGBoost 
Prevents over-fitting, nodes at the same level 

can be parallel processing, can handle sparse 

data. 

When a node splits, it is necessary to traverse 

the data set. Use twice as much memory (Jidong 

et al., 2018). 

NN 
Flexible, it has fault tolerance and self-

adjustment ability. 

It is not explanatory and computationally 

intensive. A lot of information need tuning and 

requires more trial and error. 

3.5. Optimization model 

Feature processing. Through more complete data pre-processing, the model learning 

effect can be better, mainly for the processing of non-required fields and fuzzy data. Use 

all the models to try to learn the modeling for the data before and after processing, and 
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then evaluate and compare benefit. Complementary value method: SN_NAME is 

required, but may be an alias. For fuzzy processing method, there is no mandatory and 

standardized way to fill in these two fields, and there is no restriction on symbols and 

capitalization. There may be several types of filling for the same object. Therefore, after 

removing the symbols in the two fields, only letters, numbers and then the letters are 

converted to uppercase, so that the fuzzy approximate data can be integrated into 

consistent data. 

Loop experiment. After testing the neural network, it was found that the data was too 

inconsistent with the actual application. After analysis, it was found that the data has 

time characteristics. If the training set and the test set are randomly selected, there may 

be future data of the test data in the training set. The answer before verification may 

cause the model to get out of control, overfitting, and failing to learn correctly. 

Therefore, the experiment was designed to clarify the actual situation based on the test 

set segmentation method. During the analysis and evaluation, it was found that the 

material numbers in the data were unevenly distributed in the entry action. Due to the 

time characteristics, the test data could not be randomly selected. In this case, the data 

diversity in the test set was low. As shown in Fig. 3, in order to increase the diversity of 

the test set, partial data is used section by section through loops, so that more diverse 

data can have the opportunity to act as test data. 

 

Fig. 3. Schematic diagram of loop training 

As shown in Fig. 4, in order to increase diversity, different methods of using partial 

data are designed so that more data can have the opportunity to act as test data. In order 

to avoid the use of partial data and too little data, the models are all memorizing 

answers, this experiment uses all types together. 
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Fig. 4. Schematic diagram of partial data usage of loop training 

Method one is that all data is used only once regardless of training or testing; method 

two is that all data will be put into the training set once; method three is that all data will 

be used once in the test set; method four is that all data will be used in the test set once, 

the used data as the next training set, and then take a certain percentage of the new data 

as the test set.  

Parameter experiment. The model needs to adjust the parameters according to the 

data type to find a better parameter set to perform more ideally, so that the model has a 

better performance. Based on the results of modeling comparison, this part is for neural 

network. First, for the generation parameters, observe the learning curve of the data to 

find out the generation parameters that are suitable for the data type; then adjust the test 

set proportions and observe the changes in accuracy to determine the better test set 

proportion parameters; then adjust the excitation function, the time factor is also taken 

into consideration to determine the better excitation function parameters; in order to 

prevent over-fitting, observe the changes in the accuracy rate to find the better pruning 

ratio parameters; to ensure neural network model has enough neuron connections to 

learn the data rules completely, do experiments to confirm the best network depth; 

finally, integrate the parameters obtained at each stage to verify whether the neural 

network model progresses as expected.  
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4. Results and Analysis 

The research results and experimental results are presented and analyzed in the 

following. Although the results of some experiments are not very significant, as long as 

each link can be optimized, it will eventually bring great improvement. 

4.1. Feature Construction and Selection 

Using the random forest model, it is found that the features are not the original data field 

names, and the importance proportion is also very low. Most of the researched data are 

categorical fields, which have been converted into multiple fields after one hot 

encoding. The importance of each original feature can be added the importance value of 

each derived field based on the original field. That SN_NAME has the highest 

importance, which is higher than SN_TITLE. The importance of ACTION_TYPE is the 

lowest.  

4.2. Common Model Modeling and Comparison 

The control group in this experiment uses practical statistical data in company. Each 

time the form is entered, the average change content is 20%. If the entire form is sent 

directly without modification, the accuracy rate is 80%.  

Table 2. Experimental results of different artificial intelligence model  

 All BOX CARTON CB_SN FCC PALLET SN Others 

Blind guess 0.11 0.17 0.25 0.21 0.15 0.18 0.22 0.01 

Base 0.80 

KNN 0.85 0.91 0.85 0.92 0.76 0.84 0.72 0.87 

SVM 0.26 0.38 0.40 0.83 0.28 0.58 0.28 0.44 

Decision 

tree 
0.19 0.29 0.39 0.74 0.25 0.57 0.45 0.47 

Random 

forest 
0.87 0.93 0.88 0.94 0.85 0.87 0.89 0.89 

GBDT 0.764 0.86 0.80 0.92 0.73 0.75 0.69 0.78 

XGBoost 0.84 0.92 0.84 0.95 0.78 0.85 0.78 0.84 

NN 0.88 0.89 0.88 0.93 0.84 0.89 0.80 0.86 

 

As shown in Table 2, the horizontal axis of this table is of various types: All means 

all types; others is the remaining data after excluding the six types. The vertical axis is 

the control group and various models. Looking at the vertical axis, that regardless of the 

model, the accuracy of CB_SN is very high. It can be found that the target field of 

CB_SN has the least type, but in addition to looking at the target field type, attention 

should also be paid to the amount of data. Divide the number of target fields of each 

type by the ratio of the amount of data to sort to get: CB_SN > CARTON> BOX> 

PALLET> All > SN> FCC. It founds that the higher the data ratio, the more data 

available for training, the higher the accuracy rate, because there is still a problem of 

sparseness between the amount of data and the target field that needs to be considered. 
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The CARTON data ratio is the 2nd, and the BOX data ratio is the 3rd. However, the 

performance of these two types in SVM and decision tree is worse than that of the 4th 

PALLET in the data ratio. Looking at the horizontal axis, the accuracy of KNN, random 

forest, XGBoost, NN and other models exceeds the control group, reaching the 

reference standard, and the performance is good. 

4.3. Evaluation of the Effectiveness of Data Pre-processing 

In the previous step to clarify the importance of features, it shows that SN_TITLE and 

SN_NAME are the more important fields, and these two fields have room for further 

optimization. After compensation and processing of fuzzy data, each artificial 

intelligence model is retrained and observed accuracy. Complementary value method: 

SN_NAME is required, but may be an alias; SN_TITLE is not required and may be 

empty. Filling in the empty SN_TITLE into the data to the SN_NAME field. Fuzzy 

processing method: There is no mandatory and standardized way to fill in these two 

fields, as long as users of each station can understand it, and there is no restriction on 

symbols and capitalization. Depending on the user's habits, there may be several types of 

filling for the same object. Therefore, after removing the symbols in the two fields, only 

letters, numbers, and Chinese are left, and then converted to uppercase, so that the fuzzy 

approximate data can be integrated into consistent data. 

As shown in Table 3, the horizontal axis of this table is various types, the vertical axis 

is the control group and various models, and the data column is the accuracy rate change 

value. It shows that SVM and decision tree have increased significantly, and the 

accuracy rate has increased; as for KNN, random forest, GBDT, XGBoost and NN, the 

impact is less significant. Some models may have already learned the upper limit on the 

existing data and features, so there is not so much for optimization, or some models such 

as random forest can deal with the problem of missing values or fuzzy data. 

4.4. Evaluation of the Effectiveness of Loop Training 

The experiment tries to optimize the neural network model such as the best overall 

performance, explains the purpose of the loop test, analyzes and discusses the 

experimental results. 

Comparison of effectiveness evaluation of loop training. 80% of the data is used 

for training, and only 20% is used for verification. Because the data field information is 

mostly categorical data, and the interval time of each material number is inconsistent, 

resulting in uneven data distribution. Due to time characteristics, the test data cannot be 

randomly selected. In this case, the data diversity in the test set is low. In order to solve 

this problem, this experiment was designed in order to increase the diversity of the test 

set, partial data is used section by section through a loop, so that more data can have the 

opportunity to act as the test data. 
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Table 3. Experimental results after data processing 

 All BOX CARTON CB_SN FCC PALLET SN Others 

KNN +0.01 -0.01 +0.01 +0.01 +0.01 +0.02 +0.02 +0.01 

SVM +0.21 +0.18 +0.14 +0.09 +0.14 +0.02 +0.09 +0.05 

Decision 

tree 
+0.09 +0.09 +0.06 +0.11 +0.18 -0.01 +0.01 +0.02 

Random 

forest 
+0.00 -0.03 -0.01 +0.00 +0.02 +0.02 +0.01 +0.03 

GBDT +0.00 +0.05 +0.02 +0.01 +0.02 +0.01 +0.05 -0.01 

XGBoost +0.03 +0.01 +0.01 -0.02 -0.03 -0.00 -0.01 -0.01 

NN +0.00 +0.01 -0.01 +0.01 +0.00 +0.00 +0.03 +0.01 

 

As shown in Table 4, the horizontal axis of this table is various types, and the vertical 

axis is the number of cycles. In this experiment, the total data volume of the test set is 

the same as that of the control group. It can be proved that only the test set is dispersed 

and increased diversity. It can indeed improve results. Only the results of the SN type 

are lower than the control group, which may be related to the fact that most of the data 

types are special cases. In table 4 that the best result has no significant relationship with 

the number of cycles, and it is speculated that it should be more related to the diversity 

of the test set distribution. 

Table 4. Results of the loop training experiment 

 All BOX CARTON CB_SN FCC PALLET SN Others 

NN Base 0.89 0.90 0.86 0.94 0.84 0.89 0.84 0.87 

Roll 2 0.91 0.93 0.91 0.92 0.83 0.90 0.79 0.86 

Roll 3 0.92 0.95 0.93 0.94 0.82 0.94 0.78 0.84 

Roll 4 0.91 0.97 0.92 0.94 0.83 0.90 0.77 0.89 

Roll 5 0.90 0.97 0.93 0.94 0.80 0.88 0.71 0.87 

Roll 6 0.90 0.95 0.96 0.93 0.87 0.86 0.71 0.84 

Roll 7 0.89 0.94 0.94 0.92 0.89 0.84 0.83 0.85 

Roll 8 0.91 0.95 0.95 0.88 0.83 0.87 0.78 0.80 

Roll 9 0.92 0.93 0.91 0.84 0.91 0.80 0.78 0.78 

Roll 10 0.91 0.93 0.94 0.88 0.84 0.86 0.70 0.76 

 

Comparison of effectiveness evaluation of loop training. In order to increase 

diversity, design different methods of using partial data, so that more data can have the 

opportunity to act as test data. In order to avoid the use of partial data, the amount of 

data is too small, resulting in the model is memorizing answers, and therefor experiment 

only uses all types to carry out. The control group is the basic neural network model and 

method one of the previous experiment. Method one is that all data is used only once 

regardless of training or testing; method two is that all data will be put into the training 

set once; method three is that all data will be used once in the test set; method four is 

that all data will be used in the test set once, the data used each time is used as the next 

training set, and a certain percentage of the new data is taken as the test set.  

As shown in Table 5, the horizontal axis of this table is the amount of data for each 

training of methods one to three, the control group and various methods, and the vertical 

axis is the proportion of the amount of data used for each cycle training.  
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Table 5. Advanced experimental results of loop training 

Data 

volume 
Training set Test set 

NN 

Base 
Method 1 Base Method 2 Method3 Method4 

1/2 9796 2450 

 

 

 

 

0.89 

0.91 0.91 0.92 0.89 

1/3 6531 1633 0.92 0.93 0.92 0.84 

1/4 4898 1225 0.91 0.94 0.94 0.86 

1/5 3918 980 0.90 0.93 0.92 0.86 

1/6 3265 817 0.90 0.95 0.95 0.89 

1/7 2798 700 0.89 0.89 0.94 0.76 

1/8 2448 613 0.91 0.94 0.92 0.79 

1/9 2176 545 0.92 0.91 0.91 0.79 

1/10 1959 490 0.91 0.92 0.92 0.79 

 

From table 5 shows that the results of method two and method three are better than 

those of the control group, but only looking at the data, there is no obvious advantage or 

disadvantage between method two and method three. The result is generally lower than 

that of the control group. After analysis, it is found that method 2 is relatively normal, 

and method 3 is suspected of overfitting. Therefore, method 2 is selected, and the 

amount of data is 1/6 which is the better parameter for the experiment. 

4.5. Evaluation of the effectiveness of model optimization 

The experiments are aimed at optimizing neural network models such as the best overall 

performance, and discuss and compare the results after sorting out the experimental 

results. 

Comparison of effectiveness evaluation of adjusting the test set proportion. This 

experiment adjusts the test set ratio and observes the changes in accuracy. As shown in 

Table 6, due to the numerous combinations of loop training methods and data volume, 

this experiment only takes the methods and data volume parameter sets that perform 

well in the previous loop training experiments for further attempts. The horizontal axis is 

the control group and cyclic training parameters, the first parameter is the method, and 

the second parameter is the data volume denominator; the vertical axis is the test set 

ratio, under NN Base, 0.1> 0.2> 0.15> 0.3> 0.25; Under Roll(1,9), 0.1> 0.15> 0.2> 

0.25> 0.3; under Roll(2,6), 0.1> 0.2> 0.15> 0.3> 0.25; under Roll(3,7), 0.2> 0.25> 0.15 

= 0.3> 0.1. The overall effect is better with a result of 0.2. At first glance, the smaller 

the test ratio, the higher the accuracy rate. However, after analysis, it is obvious that the 

high accuracy rate is illusion when the test ratio is small. As the test ratio is less, the 

diversity of test data is lower. The more difficult it is to verify the correctness of the 

data; if the test ratio is too high, it will in turn lead to too low diversity of training data, 

resulting in a sharp drop in accuracy, so 0.2 is the better test ratio in NN based method. 
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Table 6. Test proportions in the loop training experiment result  

Test ratio NN Base Roll(1,9) Roll(2,6) Roll(3,7) 

0.1 0.91 0.96 0.97 0.83 

0.15 0.89 0.92 0.93 0.92 

0.2 0.89 0.92 0.95 0.96 

0.25 0.80 0.89 0.93 0.94 

0.3 0.81 0.87 0.93 0.92 

 

Comparison of effectiveness evaluation of adjusting trigger function. This 

experiment adjusts the excitation function and observes the changes in accuracy. 

Table 7. Excitation function experiment results 

Parameter All BOX CARTON CB_SN FCC PALLET SN Others 

softmax 0.12 0.12 0.23 0.24 0.12 0.17 0.18 0.14 

sigmoid 0.88 0.88 0.87 0.92 0.79 0.87 0.82 0.83 

elu 0.88 0.89 0.87 0.94 0.83 0.89 0.83 0.85 

relu 0.89 0.90 0.86 0.94 0.84 0.89 0.84 0.87 

selu 0.89 0.91 0.88 0.95 0.85 0.89 0.82 0.87 

 

As shown in Table 7, the horizontal axis of this table is each type, and the vertical 

axis is the excitation function parameter. Under the all type, relu> selu> elu> sigmoid> 

softmax; under the BOX type, selu> relu> elu> sigmoid> softmax; CARTON Under the 

type, selu> elu> sigmoid> relu> softmax; under the CB_SN type, selu> elu> relu> 

sigmoid> softmax; under the FCC type, selu> relu> elu> sigmoid> softmax; under the 

PALLET type, relu> selu = elu > sigmoid> softmax; for SN type, relu> elu> sigmoid> 

selu> softmax; for Others type, selu> relu> elu> sigmoid> softmax. On the whole, relu ≒ 

selu> elu> sigmoid> softmax, but the difference between relu, selu, elu, and sigmoid is 

not big, the difference is less than 1% for the All types; the difference is about 4% for 

the BOX type; the difference is about 4% for the CARTON type. the difference is about 

2.5% for the CB_SN type; the difference is about 6% for the FCC type; the difference is 

about 2% for the PALLET type; the difference is about 1.5% for the SN type; the 

difference is about 4% for the others type. Since the execution time of relu is faster, the 

time difference is about 20%, so relu is the better setting. 

Adjusting the depth of the network effectiveness evaluation comparison. The 

data in this study has been transformed or the input layer has a dimension of about 

1,000, and the output layer has a dimension of about 256. This experiment adjusts the 

number of hidden layers to observe the changes in accuracy. Due to the limited amount 

of data in this study, if the depth of the network is too deep, the parameters will be too 

large and over-fitting. Therefore, this experiment only tested three hidden layers at most. 

Table 8. Network depth experiment results table 

layer All BOX CARTON CB_SN FCC PALLET SN Others 

1 0.88 0.88 0.88 0.92 0.79 0.89 0.83 0.84 

2 0.89 0.90 0.87 0.94 0.84 0.89 0.84 0.87 

3 0.89 0.90 0.87 0.93 0.83 0.89 0.82 0.85 

 

As shown in Table 8, the horizontal axis of this table is each type, and the vertical 
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axis is the number of hidden layers. Under the All type, 2> 3> 1; under the BOX type, 

3> 2> 1; under the CARTON type, 1> 3> 2; Under CB_SN type, 3> 2> 1; Under FCC 

type, 2> 3> 1; Under PALLET type, 3> 2> 1; Under SN type, 2> 1> 3; Under Others 

type, 2> 3> 1. On the whole, the difference between the results of each network depth is 

not big, the difference is less than 1% under the All type; the difference is about 2% 

under the BOX type; the difference is approximately 2% under the CARTON type; the 

difference is approximately 3.5% under the CB_SN type; The difference is about 5.5% 

for FCC type; about 1% for PALLET type; about 2% for SN type; and about 3% for 

others type. In order to solve the problem of over complexity, the deeper the neural 

network is the better, but if it is too deep, it may cause overfitting. From the table that 

under different types, the best and the worst are not much different. The neural network 

model can learn well under the basic structure, so it is impossible to optimize too much 

through this parameter. The overall effect is the result of second hidden layers is better. 

Due to the numerous combinations of loop training methods and data volume, this 

experiment only takes the methods and data volume parameter sets that perform well in 

the previous loop training experiments for further attempts. As shown in Table 9, the 

horizontal axis of this table is the control group and loop training parameters. The first 

parameter is the method and the second parameter is the denominator of the data 

volume; the vertical axis is the number of hidden layers, under NN Base, 2> 3> 1; under 

Roll (1, 9), 3> 2> 1; under Roll (2, 6), 2> 1> 3; under Roll (3, 7), 1> 2> 3; the overall 

effect is better with second hidden layers, but the difference is very small. The 

difference between the results of each network depth is not big, the difference is about 

0.5% under Roll (1, 9); the difference is about 0.5% under Roll (2, 6); the difference is 

about 0.5% under Roll (3, 7). In order to solve overly complex problems, the deeper the 

neural network depth is the better, but too deep may cause over-fitting. Under different 

types, the difference between the best and the worst is only 0.5% are no 

obviousdifferent. The neural network model can learn well under the infrastructure even 

after it is trained in a loop. Therefore, it is impossible to optimize too much through this 

parameter, and the overall effect is better. The results of second hidden layers is better. 

Table 9. Network depth in the loop training experiment results table 

Layer NN Base Roll(1,9) Roll(2,6) Roll(3,7) 

1 0.88 0.90 0.94 0.96 

2 0.90 0.91 0.95 0.95 

3 0.89 0.92 0.93 0.94 

5. Conclusion 

This research collects the fill-in content of the approval form of customized labels in the 

manufacturing industry to predict production line labels. In the study, such as random 

forests and neural networks were used for training and prediction. The experiments 

results of this research show that the random forest and the neural network method is 

better performance in AI method. The auxiliary decision-making system established by 

the better trained model can reduce the error rate in practice and maintain the 

productivity of the factory. Through the results of this research, it shows that among the 
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data features, the label alias is the most important and has the greatest impact. The 

contributions of this paper:  

1. According to statistics, the production line before tuning, the accuracy rate of new 

recruits is only about 80%, after use the best of artificial intelligence models, can 

reach to 95%. 

2. The number of stoppages is reduced from 4 times to 1 times per month. In the case of 

full capacity, this research can assists decision making system to reduce loss cost.  

3. The production line labels decision making was established, can enhance the 

operating experience and improve work efficiency, reduce error rate and increase 

factory productivity. 

This artificial intelligence module is based on the factory approval form and 

parameter settings. There are many systems in the company that involve verification and 

parameter setting. If this research can be extended to other application scenarios in the 

factory, it will be optimize and overall improvement. Future work, if the filling standard 

can be promoted, additional valuable implicit information can be obtained from this 

study when conducting research in the future. It also can assist artificial intelligence 

model for training and learning too. Limitation is setting errors may cause abnormalities 

during production and reducing factory productivity and bring losses to the enterprise.  
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Abstract. Industry 4.0 is currently the goal of many factories, promoting 

manufacturing factories and sustainable operation. Automated Optical Inspection 

(AOI) is a part of automation. Products in the production line are usually 

inspected visually by operators. Due to human fatigue and inconsistent standards, 

product inspections still have defects. In this study, the sample component 

assembly printed circuit board (PCB), PCB provided by the company was tested 

for surface components. The types of defects on the surface of the PCB include 

missing parts, multiple parts, and wrong parts. At present, the company is still 

using visual inspection by operators, the PCB surface components are more 

complex. In order to reduce labor costs and save the development time required 

for different printed circuit boards. In the proposed method, we use digital image 

processing, positioning correction algorithm, and deep learning YOLO for 

identification, and use 450 images and 10500 components of the PCB samples. 

The result and contribution of this paper shows the total image recognition rate is 

92% and the total component recognition rate reaches 99%, and they are effective. 

It could use on PCB for different light, different color backplanes, and different 

material numbers, and the detection compatibility reaches 98%. 

Keywords: Deep learning, Digital image processing, Printed Circuit Board 

(PCB), Automatic inspection system. 

1. Introduction 

Under the rapid development of industry 4.0, automatic factory began to be 

implemented in major factories. Robots will replace operators. In the future, robots are 

more likely to be used in the service industry and even appear at home to help people 

live a better life. The products produced in the factory will require a lot of manpower to 

check and remove defective products. The problem scenario is printed circuit board 

(PCB) proposed in this research has extremely small and complex components. Due to 

the fatigue of the operator’s visual inspection, the quality of the product gate will be 

affected to a certain extent after a long time of work, even due to people. Different 

standards are different, automated inspection systems will be used to solve many of 

these problems, make product inspections more consistent and more efficiently, and can 
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operate for a long time, which will replace the entire operating system and bring greater 

benefits [16, 26, 27]. 

The commonly used equipment for printed circuit board inspection is In-Circuit-Test 

(ICT) and Function Verification Test (FVT). The functions that the PCB inspection 

machine can detect are open circuit, short circuit, faulty parts, missing parts, measuring 

resistance. Measuring capacitance, measuring diodes, and measuring various electronic 

parts, some of which use Automatic X-ray Inspection (AXI) to penetrate and inspect the 

internal quality. At present, Automated Optical Inspection (AOI) has been widely used 

on PCB, such as missing parts, skewed, standing parts, wrong parts, pin warped, short 

circuit, solder ball detection. Due to the high price of commercially available printed 

circuit board inspection machines, the use of Automated Optical Inspection (AOI) can 

reduce the additional purchase cost of the inspection machine, but it still be due to the 

different products of the PCB, and the algorithms behind it will also be followed. 

Change the detection compatibility is low, and often cannot be used on the next product. 

Therefore, this paper will use image processing, positioning point correction and deep 

learning to develop a detection system for the components on the PCB [1, 11]. 

At present, PCB surface defects are inspected visually by operators. Fatigue and 

personal factors will affect the product yield. The purpose of this research is to solve the 

problem of PCB inspection inconsistency and long-term operator fatigue. The 

advantages of the proposed method to develop a detection system for parts and faulty 

parts, and finally test whether the detection system can be used efficiently on other PCB 

with different light, different background colors, and different material numbers to 

verify the compatibility of the detection to reduce equipment purchase and the issue of 

labor costs [31, 34]. 

In this study, PCB-related products provided by cooperating manufacturers are used 

as experimental samples, and the field of view (FOV) size of 24mm x 24mm is tested. 

Since the development of automated testing systems requires the use of many hardware 

devices, with optical environment architecture, and no ambient light is strong, this 

experiment uses image processing and deep learning, and the system parameters are 

learned through experiments. The conditions are as follows: use a 2/3-inch 

photosensitive chip, a 8 million pixel industrial color camera, and a CCTV lens with a 

focal length of 45mm and a 5mm extension ring. Use RGBW four-color bowl-shaped 

light source with a diameter of 250mm. The captured image format is limited to 

2048*2048 pixels bitmap images, using universal robot, using conveyor belt with a 

width of 450mm. The contribution of this paper shows the total image recognition rate is 

92% and the total component recognition rate reaches 99%, and they are effective. It 

could use on PCB for different light, different color backplanes, and different material 

numbers, and the detection compatibility reaches 98% [33, 39]. 

This paper's organization includes in section 1. Include paper background, motivation 

and purposed. Section 2 literature review will learn about digital image processing (DIP) 

and deep learning applications. The section 3 research method and experimentation. 

Section 4 is the results and data of the experiment discussion. Section 5 is the conclusion 

include contribution, future work and limitation. 
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2. Literature Review 

This research mainly focuses on the provided PCB samples after component assembly, 

detecting surface component defects, and using robotic arms to assist in the work.  

2.1. PCB component inspection 

PCB testing mainly includes internal testing and appearance testing. Internal testing is 

mainly based on testing machines, including ICT or FVT and other equipment, the main 

content is to detect whether the circuit has an open circuit, short circuit, and the 

measurement of many electronic components. Appearance inspection usually uses AOI, 

which requires opto-mechanical equipment and image processing algorithms. The main 

inspection contents are surface scratches, missing parts, excessive tin, and foot 

deformations. Solder ball inspection can use opto-mechanical equipment to produce 

suitable solder ball feature images, and detect defects such as tin tip and excessive tin. 

Recent literature also uses three-dimensional measurement methods to establish its 

three-dimensional map to detect its complete three-dimensional appearance [4, 12]. At 

present, there are quite a lot of papers on PCB component detection, most of which are 

detection using image processing techniques, including image subtraction, component 

matching [25]. In recent years, the use of machine learning and deep learning has made 

great contributions to image recognition [9]. Many types of defects have been detected 

by deep learning. This study intends to use deep learning to detect missing parts, 

multiple parts, and wrong parts in PCB. Therefore, several articles related to the use of 

deep learning in PCB component inspection. VGG-16 has the best results, with better 

accuracy, and can identify up to 25 different components. R-CNN performs positioning, 

and the mAP is good. RCNN to detect tin on printed circuit boards, the types of defects 

detected include tin bridges, double tin balls, empty tin. YOLO to detect 9 kinds of 

capacitors, all of which can be detected. The average time is less than 0.3 seconds. 

Faster RCNN to identify the components on the PCB and verified that this method is 

better than template matching. A histogram as the input of a neural network to identify 

component memory, its method has better success rate. Using neural network to detect 

whether the solder feet are defective, and finally detect the verification rate is better too.  

A fast defect detection network used k-means clustering algorithm is used to obtain 

more reasonable anchors boxes; second, an improved MobileNetV2 is used as the 

backbone network; after the feature extraction network, the spatial pyramid pooling 

(SPP) structure is introduced to increase the receptive field of the image [17]. PCB 

defect detection by using machine learning and other approaches. The current research 

shows that PCB defect detection using machine learning are miniscule. Early detection 

is still unexplored and experimented in the industry [40].  

2.2. Digital image processing 

Digital image processing is a method of image processing. Its concepts include scraping 

filtering, capturing, segmentation. A publicly available dataset, FICS-PCB, to facilitate 
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the development of robust methods for PCB-AVI. It has three variable aspects: 

illumination, image scale, and image sensor [23, 24]. The following will list the 

calculation logic that will be used in PCB inspection, and refer to Digital Image 

Processing book content and other literature exploration. 

Threshold: Binarization is a common technique in image processing. It can also be 

said to be a dichotomy. It is often used for grayscale image segmentation to change the 

color to only pure black and pure white. It can also be used for every color image. Its 

main purpose is to reduce noise and form a black or white image with strong color 

contrast to facilitate subsequent morphological processing or feature interception [17-

21]. Binarization must be given a threshold. When the input is less than this threshold, 

its value is 0 (black), otherwise it is 255 (white) as Fig. 1. 

     

(a) Original image                     (b) Binarized result          

Fig. 1. Principle of Binarization (Cheong, 2019) 

Contour detection is to find the outer contour of an original image after binarization 

and morphology. For automatic detection, it can detect the pixel size of the defect and 

determine whether there is a defect beyond the specified range. Other applications of 

contour detection can find the outermost contour of the target, and know the degree of 

contour skew. On the one hand, it can detect whether the PCB component is skewed or 

offset, and on the other hand, it can obtain its coordinates, which can be repositioned 

and corrected to be measured. This method is usually used for image subtraction. First, 

find two points that are more accurate and have little variability, and connect these two 

points to form a vector, and then use this vector to translate and rotate the image to 

correct it [5, 13, 37, 38, 45].  

Image subtraction is a very practical technique. It is a subtraction of two images taken 

at different points in the same environment, the same camera and the same light source. 

This technique is more commonly used in three scenarios. One is to solve the problem of 

light and shadow. Each image usually has uneven light and shadow. The threshold of 

binarization is difficult to preset. If you first take a background image, when the image 

of the object is subtracted from the background image, a more uniform effect can be 

achieved. The second is to find a moving target. In the case of continuous orientation, 

this image is subtracted from the previous image to obtain the trajectory of the moving 

object, and contour detection is used to frame it to obtain the moving target. The third 

method is used to detect defects [2, 24, 30, 44]. The method is the same as the first 
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method. The difference is that first take a standard image of the product without defects, 

and correct the positioning. When the image of the object to be tested is taken, it is 

compared with the standard image. By subtracting the image, the defect can be obtained, 

which can be used for defects such as missing parts of the PCB, severely distorted parts, 

and short circuits on the circuit. 

2.3. Deep Learning Applications 

With the advancement of neural networks, it can help automated inspections to identify 

defects more effectively. Back Propagation Network (BPN) [14] and even 

Convolutional Neural Networks (CNN), CNN is a major breakthrough. Almost all 

networks are based on CNN to improve and develop. The detection network used in this 

research, YOLO (You Only Look Once) is also developed based on CNN [29]. 

Convolutional Neural Networks: In the original machine learning, the image needs to 

be flattened into one-dimensional information and then calculated, but this method will 

lose the original image characteristics, and the convolutional neural network Road is 

identified by using high-dimensional feature information in the image. For example, 

humans see birds because they see the beak or the back of the chair. The convolutional 

neural network architecture includes: Convolutional layer: Given one or more filters, 

extract each feature in the image according to its size, and get feature map. Pooling 

layer: Retains the important information left after the convolutional layer. Its advantages 

are reduce parameters to speed up calculations. If there is a slight change between 

adjacent pixels, it will have little effect on the output result of the pooling layer and 

reduce overfitting. Fully connected layer: The flatten the remaining features, performs 

common neural network operations, and classifies them. CNN goes through a multi-

layer convolutional layer and a pooling layer. The convolutional layer is responsible for 

extracting image features, and then leaving important information after the pooling layer 

[16]. Finally, the fully connected layer performs the final calculation and classification. 

The proposed convolutional neural network architecture uses high-dimensional feature 

extraction and has good recognition capabilities. 

YOLO: Image recognition has been widely used similar to neural networks, but CNN 

can only take one image as input and one output at a time. There is no way to recognize 

multiple items at the same time, while You Only Look Once (YOLO) can recognize 

multiple objects at once. This study uses YOLOv3. YOLOv1 was proposed by Joseph 

Redmon [28, 35], and Fig. 2 is the network architecture diagram. Output an image with 

an input size of 448x448 as SxS grids (grid; the default is 7x7), and then detect whether 

there is an object in each grid separately, and generate B (default is 2) bounding boxes 

and N (default is 20) category of conditional class probabilities, the five prediction 

parameters in bounding boxes are x, y, w, h and confidence scores, x and y are the 

coordinates of the bounding boxes, w and h are the width and height of the bounding 

boxes, confidence scores is the value of whether there is an object 0 or 1, conditional 

class probabilities is the probability of N categories, and finally the bounding boxes with 

the object are left, and then use Non-Maximum Suppression (NMS) to select the most 

suitable frame. 

The improvement content of YOLOv2 is to add anchor boxes, the output scale is 

13x13 and each grid has 5 anchor boxes to predict bounding boxes, so the maximum 
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output bounding boxes is 845, and the image input size is not limited to 448x448, but a 

multiple of 32 is the basic structure to change from the original GoogleNet to VGG-16, 

and Batch Normalization is added to prevent over-fitting and multi-scale training to 

improve the detection effect. The improvement content of YOLOv3 is to change the 

output scale to 13x13, 26x26, 52x52, and each grid has 3 anchor boxes to predict 

bounding boxes. The Feature Pyramid Networks multi-level prediction architecture 

improves the detection ability of small objects. The maximum number of output 

bounding boxes is 3549, the loss function is changed from the original sum-squared 

error to binary cross-entropy, the output activation function is changed from the original 

softmax to logistic, and the basic architecture is changed from the original VGG-16 to 

ResNet. 

 

Fig. 2. YOLO network architecture diagram (Ki, 2017) 

3. Research Methods 

To sorts out the PCB detection methods belonging to the sample, uses robotic arms to 

work together, constructs a flowchart to describe the steps, to complete the automated 

detection system, and test whether this system can be effectively used on other PCBs.  

3.1. Process of Automated Testing System 

The automated inspection system is divided into two steps. The first step is the 

communication between the image capture operation and the hardware, and the second 

step is the image post-processing, it is the software inspection. PCB input, the personnel 

will place several PCBs in the fixture and place the fixture on the conveyor belt. When 

the sensor knows that the fixture has reached the inspectable range, stop the conveyor 

belt operation, use the video camera to locate the fixture position, and return it. The 

coordinates are captured by a robotic arm equipped with an industrial camera and light 

source. Since the PCB parts are extremely small, this capturing operation will divide a 

piece of PCB into ten small images.   
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Fig. 3 is the flow chart of the PCB inspection system. After the image is input, the 

first operation is performed by the digital image processing (DIP), and then the 

processed image is input to YOLO, and the components in the image are picked out, and 

then the components and the original image are transferred to calibration and positioning 

component algorithm, finally draw the frame on the original image and establish the 

component coordinates, and determine whether all components have been picked out [6-

8, 22, 32, 42]. If one or more components are not picked out, it will be regarded as a 

defect, and the defective PCB will be rejected. And keep this detection image to 

facilitate verification whether it is a misjudgment.  

 

Fig. 3. Flow chart of the PCB inspection system 

3.2. Hardware Architecture Framework and Process  

The sample PCB size is 59mm x 50mm. The sensor detects the fixture, sends a signal to 

stop the conveyor belt, and returns a message. The Input/Output is controlled by 

Arduino. The lower left is Arduino, the upper left component is an infrared sensor, and 

the lower right component is a relay for circuit switching. When the sensor detects the 

fixture, the relay turns off the power supply of the conveyor belt. The coordinate 

position of the entire fixture is located by the video camera above the mechanism and 

sent back to the robotic arm. The robotic arm moves to the position of each PCB, and 

then follows the upper left, upper, upper right, left middle, middle, right middle, lower 

left, bottom, and right take the next image, and finally take another one on the largest 

chip. Each PCB has a total of 10 images, a fixture has a total of 10 PCBs, and a total of 

100 images per fixture. This research has been cross-validated, using industrial camera 

with 45mm CCTV lens, and with past experience, using HZTEST’s AOI-220-RGBW 

four-angle four-color bowl light source, The characteristics of the solder ball can be 

effectively shot to facilitate future inspections.  
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3.3. Detection Architecture 

The detection architecture is divided into two phases, the first phase is the model 

training phase, and the second phase is the detection component phase. The detection 

component stage is subdivided into three stages. The first stage is image pre-processing, 

the second stage uses model detection components, and the third stage data post-

processing and output. This experiment will build software to implement digital image 

processing with the python library provided by OpenCV, and use Keras, Tensorflow. 

This research uses YOLO to pick out the components. Label each component, use 

YOLO to train its samples, and predict each component, thereby knowing the location of 

each component. The model training stage is subdivided into two stages. The first stage 

is to number the components, and the second stage is to divide the components into a 

total number of methods and models. In the first stage, the components are numbered. In 

this experiment, the components on the PCB board are divided into 11 types, which are 

A, B, C, D, E,...,K according to the size of the components, as shown in Fig. 4. 

 

Fig. 4 Classification diagram of component categories 

The second stage is to divide the components into several methods and models. The 

experiment has 180 image samples. Since each image needs to be manually marked with 

software before training, it is not easy to obtain training samples. There are as many as 

five components to be marked on each image. There are more than a dozen pieces, 15 

pieces of training data and 160 pieces of verification data are taken out randomly. The 

number of components in these 15 images. YOLO is the object that has been marked for 

training, and each component can be regarded as a training session. The experiment is 

divided into Table 2, according to the appearance and size of the components. There are 

3 ways, and the group in each way is a detection model. 

PCB image pre-processing there are two reasons why the image needs pre-

processing. One is that some components of the image may be cut, and the other is that 

the components are too close to the edge of the image. It may happen that some images 
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have components and some are absent, as shown in Fig. 5(a). The image is pre-

processed to mask the cut components and the components adjacent to the edge, as 

shown in Fig. 5(b). 

Post-processing of data includes calibration and positioning, drawing component 

outlines, and calculating the number of components. After picking out the component by 

YOLO, the category information and coordinate position of the component are obtained. 

Since the captured images will have some errors, each image needs to be corrected, and 

each PCB has its positioning point, which can be used for correction, but because the 

PCB has been divided into 9 images, it is no longer available. The method currently 

used is the end point and start point of the circuit on the PCB, and a two-point vector is 

used for correction. The corrected image can obtain the coordinate position of the 

component with low error, and then calculate whether the number of components is 

correct and mark its outline. If all the components are correct, it is regarded as a good 

product. If there are missing parts, the image will be picked out and saved for 

subsequent re-inspection. 

     

(a) Close to the edge and cut element              (b) Masked image 

Fig. 5. Image pre-processing 

4. Experimental Results and Discussion 

The experiment is trained by the classification method of model training. It is divided 

into two stages. The first stage is to test its recognition rate, and the second stage is to 

test its compatibility. The following will display the experimental results and analyze. 

4.1. Parameters Setting and Testing Experiment 

YOLO sample and parameter setting, the experiment has 180 image samples, which are 

divided into 15 as training data and 160 as verification data. The number of training 

components is 650, the number of anchors is 9, the batch size is 3, and the learning rate 

is iterative. If the number of times is large, the initial learning rate is 0.001. The number 
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of iterations stops after 100 iterations after Loss is no longer reduced, and the model 

weight is stored when loss is lower. YOLO model training results and recognition rate, 

according to the 165 verification images, if the image contains the specified component 

of the model, and the component is all detected, there is no missed inspection or 

multiple inspections, and the number is correct, the identification is deemed correct. 

Otherwise, the identification is incorrect. The training results and recognition rate of the 

model are displayed below, and the confidence score of each model is set to 0.5. Table 1 

uses one model identification for all components, and there are verification images of 

missing components among the 160 verification images up to 148 images, as shown in 

Fig. 6 (a), the correct identification images are all images with fewer components, as 

shown in Fig. 6 (b), and from the training error of model in Fig.7, it can be seen The loss 

has decreased, but the convergence is not good, and the recognition rate of this model is 

low. 

PCB Defect Detection recognition rate experiment: To judge the quality of a PCB 

detection model is not only to judge the detection effect of a single type of target. Using 

the original Yolo network respectively, due to the particularity of the defect detection 

recognition rate is added to the experiment. The evaluation standard is characterized by 

mean of recognition rate (RR) or identification rate. The higher the value of RR, the 

better the detection effect and the stronger the comprehensive performance of the PCB 

for the detection of different types of targets. The RR calculation formula is shown in 

formula 1. 

  

1
( )

i N

mRR RR i
N 

 
        (1) 

In the formula, RR represents the average recognition rate, N represents the number 

of detected target types, and RR is the mean value of different types of RRs. The test 

results are shown in table 1. The network improved in this paper has better performance 

in the data level.  

Table 1. Model training results of method A1 

Model Identification component Loss Identification rate (%) 

A1 A,B,C,D,E,F,G,H,I,J,K 46.7917 0.103 

      

(a) Component missed image                                 (b) Unmissed image 

Fig. 6. Image recognition result of model No. A1 
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Table 2 shows the training results of two models with large and small components. 

The recognition rate of the model number A2-1 has reached 0.909, as shown in Fig. 

8(a), 15 images were missed out of the 160 verification images, but the model number 

A2-2 was identified the rate is only 0.460, and there are many missed detections. As 

shown in Fig. 8(b), the model A2-1 converges well. It can be seen that the loss decreases 

more steadily. Higher and unstable decline, this model has a low recognition rate. 

 

Fig. 7. The training error diagram of the model number A1 

Table 2. Model training results of Method A2 

Model Identification component Loss Identification rate (%) 

A2-1 A,B,C,D,E 13.387 0.909 

A2-2 F,G,H,I,J,K 53.5868 0.460 

       

(a) Identification result of model A2-1        (b) Missed image of model A2-2 

Fig. 8. Image recognition results of A2-1 model and A2-2 model 
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Fig. 9. The training error diagram of the model number A2-2 

Table 3 shows the training results of the components divided into three models: large, 

medium and small, the model number A3-1 is the same as the model number A2-1. The 

model has a high recognition rate. Compared with the model A2-2 as Fig. 9, the model 

A3-2 and the A3-3 model have a higher recognition rate. The recognition rate, the model 

converges well. Fig. 10 shows the identification results of the two models. From the 

training error graphs in Fig. 11, the loss convergence is relatively stable and low. 

Table 3. Model training results of Method A3 

Model Identification component Loss Identification rate (%) 

A3-1 A,B,C,D,E 13.387 0.92 

A3-2 F,G,H,I, 23.9571 0.89 

A3-3 J,K 12.3623 0.88 

       

(a) Identification result of model A3-2       (b) Identification result of model A3-3 

Fig. 10. The image recognition result of model A3-2 and model A3-3 
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Fig. 11. Training error graph of model A3-3 

 

The three methods proposed for component detection are the method in which all 

components are identified as one model. A1 component division the method of 

identifying two models of large and small components. A2 the method of identifying 

components into three models of large, medium and small. Table 4 shows the detection 

time and overall identification rate of the three methods. The overall identification rate 

is to use the full model of this method to identify all components. , If there is no missed 

inspection or multiple inspections in the verification image, and the number is correct, 

the identification is considered correct. Otherwise, it is an identification error. In two or 

three models, there will be a problem of missing verification images. The recognition 

rate is lower than that of the single-number model, but the recognition rate of method A3 

is still higher. Among 160 verification images, 121 images were successfully 

recognized. 

Table 4. Recognition time and recognition rate of each method 

Method Number of models 
Recognition time/second 

(median) 
Overall recognition rate (%) 

A1 1 0.07 0.20 

A2 2 0.14 0.64 

A3 3 0.21 0.83 

4.2. Discussion  

Improve PCB recognition rate: From the experimental process, it can be seen that the 

three model identification effects of method A3 are better. This method is used to adjust 

the model parameters to improve its identification rate. For the other two methods, the 

identification rate is low, and more subjective reasons are proposed. In methods A1 and 

A2, one model or two models are used for identification. When one model is used for 

training, it is found that the loss convergence is not good. The possible reason is that the 

amount of data is not enough, or the similarity between components is too high Caused. 
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The effect of changing it to two models is improved, and then it is changed to three 

model detection. The factor that does not continue to use more model identification is 

that the identification time of each image is not expected to be too long, which affects 

the detection cycle of the entire detection system ( Cycle time). 

The parameters are adjusted based on the three models in Mode 3, and the algorithm 

is not adjusted. Adjust the content as 1. Find more suitable Anchors. 2. Find a more 

appropriate confidence score. 3. Enlarge the input image to improve the recognition rate. 

The first model with acceptable convergence (identification A, B, C, D, E) still has its 

confidence score, and the poorer convergence model (identification F, G, H, I) reduces 

its confidence score to Improve the detection rate, and the third model (identification J, 

K) has the problem of component multi-judgment. The confidence score of component 

multi-judgment is between 0.5 and 0.6. Therefore, the confidence score is increased to 

avoid component multi-judgment. 

Situation to increase the detection rate. Table 5 shows the detection components, 

confidence scores and detection rates corresponding to the three models.  

Table 5. Identification results of each model after fine-tuning the confidence score 

Method Number of models Confidence score Recognition rate 

A1 A,B,C,D,E 0.5 0.93 

A2 F,G,H,I 0.2 0.94 

A3 J,K 0.6 0.89 

Overall recognition rate 0.92 

 

In the case of a fixed confidence score, if the input image is enlarged, the final output 

tensor will also be increased to improve the recognition rate, mainly for the two smaller 

components numbered J and K, and the verification image will be increased to 450. Fig. 

12 shows the changes in the detection time and overall recognition rate after taking 

measures to increase the image input size. 

After the model is adjusted, the input image size is 1024x1216x3, 9 anchors, the 

recognition time is 0.208 seconds, and the recognition rate has been increased from 

0.732 to 0.922. The total number of components is 10500, and the number of missing 

components is only 30. The total components are recognized, the rate is 0.997. 

According to the current recognition status, the K component has the lowest recognition 

rate. For the missing image of the K component, the improvement method is to increase 

the number of samples to improve its convergence effect, or increase the image input 

size to increase the output image. However, it still depends on the performance of the 

computer. 
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Fig. 12. The change of the recognition rate after fine-tuning the image size 

4.3. PCB Testing Inheritance 

According to the training results of the model, this study will test whether the model can 

be effectively used on PCBs with different light, different backplane colors, or other 

material numbers. The experimental samples have 8 kinds of images with different 

background, light or material numbers, each of which has 9 images, for a total of 72 

images. The recognition rate is 0.903. We use a small number of samples for training, 

and uses a large number of verification samples to test its recognition rate and detection 

compatibility. The recognition rate is 0.922 and the compatibility recognition rate is 

0.903. If a larger number of training samples are used, and the input image size can be 

increased, each type can be effectively improved. The confidence score of the 

component and the overall recognition rate, according to this research, can show that the 

use of YOLO is an effective compatible model, which can be used on PCB with 

different light rays, backplanes, and part numbers. 

4.4. Comparison of Different Detection Methods 

Because the defect of the PCB is the identification target of this paper, the Recognition 

Rate (RR) of the model is the most important for the identification task of PCB in this 

paper. The recognition rate can be characterized by RR. The same data set is used in this 

paper, and R-CNN, SSD, and Yolo are used for PCB detection. The results are shown in 

Table 6. 

The Mean Average Precision (mAP) is our indicator for evaluating model 

performance our main indicator for evaluate model performance. It is the average of the 

Average Precision (AP) values of C different defects, and it reflects the accuracy of 

defect detection as formula 2. 
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Table 6. Defect detection results of different method 

Different 

detection methods 

Recognition Rate 

(RR)% 

Mean Average Precision 

(mAP) 

Proposed method 92.2 90.1 

SSD 86.9 86.1 

R-CNN 91.2 86.2 

RetinaNet 88.5 91.1 

 

As can be seen from Table 6, the RR score of Yolo in proposed paper is the highest, 

reaching 92.2%, followed by R-CNN, reaching 91.2%, indicating that this paper has 

better detection performance, is faster than other networks. From the perspective of RR, 

the improved performance is more balanced, it can accelerates the inspection speed and 

better serve the inspection task of PCB defects, while ensuring the accuracy. 

5. Conclusions 

Due to the price of ICT machines is too expensive and each inspection line needs to 

purchase a piece of equipment, and AOI encounters different products and requires 

different inspection algorithms. PCB surface components are large amounts more 

complex, and the algorithm is difficult to compile. The research findings deep learning 

which has achieved considerably in image recognition, has helped a major breakthrough 

in visual inspection. The contribution of this paper and the results can reduce the fatigue 

of manual visual inspection and labor costs. Improve detection efficiency and the 

consistency of testing. Effectively compatible with other PCBs with different lights, 

backplanes, and material numbers. This detection method can effectively divide 

components to replace manual visual inspection, and the cost is reduced. It solves the 

expensive condition of the original ICT machine and is effectively compatible with other 

PCBs to replace the problem of reprogramming algorithms on AOI. Future work: The 

current FOV is too small to cover the whole PCB, so it is recommended to increase the 

camera pixels and improve the computer equipment specifications to facilitate model 

training. On the PCB, there are not only defects on the components, but still has many 

surface defects such as open circuits, short circuits, tin tips, scratches, cracks, and foot 

deformations. It is recommended that the future research direction can use deep learning 

to detect more surface flaws, such as scratches, foot deformations, and short circuits, and 

test its recognition rate and compatibility. The limitation is due to the high price of 

commercially available printed circuit board inspection machines, the use of Automated 

Optical Inspection (AOI) can reduce the additional purchase cost of the inspection 

machine, but it still is due to the different products of the PCB, and the algorithms 

behind it will also be followed. Change the detection compatibility is low, and often 

cannot be used on the next product. 
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Abstract. Most research efforts on image classification so far have been focused 

on medium-scale datasets. In addition, there exist other problems, such as 

difficulty in feature extraction and small sample size. In order to address above 

difficulties, this paper proposes a multi-perspective convolutional neural network 

model, which contains channel attention module and spatial attention module. 

The proposed modules derive attention graphs from channel dimension and 

spatial dimension respectively, then the input features are selectively learned 

according to the importance of the features. We explain how the gain in storage 

can be traded against a loss in accuracy and/or an increase in CPU cost. In 

addition, we give the interpretability of the model at multiple scales. Quantitative 

and qualitative experimental results demonstrate that the accuracy of our proposed 

model can be improved by up to 3.8% and outperforms the state-of-the-art 

methods. 

Keywords: large-scale image classification, channel attention module, spatial 

attention module, interpretability of the model, multiple scales. 

1. Introduction 

In computer vision, image classification is a hot subject, and it is also an important 

foundation in some fields such as object detection [1, 2], face recognition [3], pose 

estimation [4, 5], population density estimation [6, 7], image segmentation [11, 12] etc. 

However, due to the large number of image categories and the limitation of computing 

resources, it is difficult for traditional classification algorithms to achieve a high 

accuracy. At present, the image classification algorithm mainly relies on the deep neural 

network model [8, 9, 10, 11]. Different from the traditional image classification method, 

deep learning scheme does not require complex feature decomposition of the target 

image. However, the unexplained black box in AI system makes users can only get 

detection results, and cannot give the reasons [14, 15]. In this regard, the Explainable AI 

(XAI) is widely developed in recent years [16, 17]. Generally, different decision-makers 
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focus on different goals in XAI to ensure the high performance and provide a reasonable 

explainable model synchronously, our work focuses on the robust construction of large-

scale image classification model, we also focus on the interpretability of the model at 

multiple scales. 

One main difficult task of image classification is the feature extraction [18, 19]. The 

so-called feature extraction refers to constructing an algorithm to extract features in the 

target image, such as the edge feature, the color feature, etc. At present, the best 

approach is to use deep neural network model to conduct image classification tasks [20, 

21]. The experimental result of VGGnet shows that better classification accuracy could 

be obtained by constructing deeper convolutional neural network model. Inspired by this 

idea, the deep residual network is constructed by cross-layer connection method, and it 

achieves higher classification accuracy. GoogLeNet increases the adaptability of the 

network to different scales, which also obtain better classification accuracy. ResNeXt 

and Xception added cardinality to the network model, proving that the cardinality can 

not only reduce the overall parameters of the model, but also has a strong ability of 

representation. However, considering the fact that the characteristics of different scales 

are characterized by different feature and highly complementary, it is necessary to 

consider the complementarity between different feature layers. 

The attention mechanism is similar to that of human vision. It depicts a phenomenon, 

we always focus our attention on the main things to get key information [22]. Attention 

mechanics have been used in a wide range of scenarios. The neural network could 

captures more critical information with the help of the attention mechanism. The 

attention mechanism enables the neural network model to be self-explanatory in the 

channel dimension and the spatial dimension. In order to give the interpretability of 

attention mechanism more clearly, the channel attention mechanism (CAM) and the 

spatial attention mechanism (SAM) are firstly considered in the attention domain. Our 

attention domain mainly consists of three types: spatial domain, channel domain and 

mixed domain. In our experiments, it is found that better performance is obtained with 

using the CAM. 

In recent years, many researchers have tried to solve these problems. Wolpert believe 

that the reason for the evolution of the brain is not for thinking and feeling, but for 

controlling motion, which is the core idea of the Deep Reinforcement Learning [23, 24]. 

Curriculum learning and self-paced learning represent the recently proposed learning 

strategy. Their core idea is to simulate the cognitive mechanism of human beings, they 

first learn simple and general knowledge structure, then gradually increase the difficulty 

degree and transition to more complex and professional knowledge. These two methods 

have great advantages in handling small samples of data and the interpretability of 

models. However, no one method can solve the problems of small sample size and 

unrestricted scenes perfectly. In order to clear the aim of this paper, we select some 

representative works, and provide a comparative analysis of related works in form of 

table discussing the advantages, disadvantages, techniques, objectives, and limitations 

etc, as is shown in Table 1. 

In view of the existing problems of the field of large scale image classification in 

complex environments, we construct a novel feature self-selection scheme in the feature 

layer to get more useful semantic information of the deep network, we try to combine 

the image loss function and a novel adversarial loss term to optimize our network. 

 



 Large-scale Image Classification…            745 

Table 1. Comparative analysis of related works  

Algorithms Advantages Disadvantages Techniques limitations 

Detection-

based 

approaches  

[3-9] 

Applicable to simple 

monitoring 

environments 

The recognition error 

is high when the 

background is 

complex 

General feature 

extraction 

strategy 

Lack of 

interpretability of 

constructed 

model 

Attention-based 

approaches  

[10-18] 

Real-time 

performance 

Work not well under 

variety of scenes and 

camera angles 

channel 

attention 

mechanism, 

spatial 

attention 

mechanism, etc 

Complex and 

unrestricted 

scenes 

Deep learning 

scheme [19-26] 

The detection rate 

and recognition rate 

are high and stable 

Easy to fall into local 

optimum, and the 

decision is short of 

interpretability 

CNN network, 

RNN network, 

multi-view 

deep learning, 

etc 

Lack of 

interpretability of 

constructed 

model 

Multi-task 

learning 

scheme [28-34] 

The model is more 

stable and can detect 

multi-scale objects 

Training process is 

complicated and time-

consuming, easy to 

fall into local 

optimization 

learning 

multiple task 

classifiers 

jointly  

Complex and 

unrestricted 

scenes 

Explainable AI 

[27,35-38] 

The interpretable 

ways of various deep 

models are given 

Theoretical analysis is 

not enough, Small 

sample size 

Image 

processing and 

visual 

technologies 

Complex and 

unrestricted 

scenes 

Ours 

It combines the 

advantages of 

existing algorithms 

and is suitable for 

various scenes 

The real-time 

performance of the 

algorithm needs to be 

improved 

CNN, 

Transfer 

learning, self-

paced 

learning, etc 

Real-time 

requirement 

 

In view of the existing problems of the field of large scale image classification in 

complex environments, we construct a novel feature self-selection scheme in the feature 

layer to get more useful semantic information of the deep network, we try to combine 

the image loss function and a novel adversarial loss term to optimize our network. 

Main contributions of this paper are described as follows: 

First, our work focuses on the robust construction of image classification model. We 

propose an multi-channel convolutional neural network model consisting of channel 

attention module and spatial attention module, which could potentially explain the 

classification results; 

Second, considering the fact that the characteristics of different scales are 

characterized by different feature and highly complementary, we construct a novel 

feature self-selection scheme in the feature layer to get more useful semantic information 

of the deep network; 

Third, a nonlinear model based on deep transfer learning is proposed to solve the the 

classification problem of multiple perspectives, and we construct a novel adversarial 

loss term to optimize our network; 

Last, in order to give the interpretability of the model at multiple scales and reduce 

the error loss in the constructed model, self-paced learning and transferring learning 

modules are designed to optimize the constructed model. 
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In this paper, the traditional deep feature learning is further exploited from the 

explainable view, and the classification effect is improved by our constructed multi-

channel convolutional neural network model consisting of channel attention module and 

spatial attention module. The main structure of this paper is as follows: Section 2 starts 

with a brief presentation of necessary related concepts. Section 3 gives our proposed 

channel and spatial attention module based on explainable machine learning. Designed 

experiments and discussion are depicted in Section 4. Finally, some conclusions are 

presented in Section 5. 

2. Related Work 

Explainable AI (XAI) refers to those Artificial Intelligence techniques aimed at 

explaining, to a given audience, the details or reasons by which a model produces its 

output [25]. Consequently, XAI borrows concepts from philosophy, cognitive sciences 

and social psychology to yield a spectrum of methodological approaches that can 

provide explainable decisions for users without a strong background on Artificial 

Intelligence. Therefore, XAI targets at bridging the gap between the complexity of the 

model to be explained, and the cognitive skills of the audience for which explainability 

is sought. Interdisciplinary XAI methods have so far embraced assorted elements from 

multiple disciplines, including signal processing, adversarial learning, visual analytics or 

cognitive modeling. Although reported XAI advances have risen sharply in recent times 

[34, 35], there is global consensus around the need for further studies around the 

explainability of machine learning models. This includes interpretable reasoning of 

models, neurosymbolic reasoning or systems based on fuzzy rules, etc.. 

At present, explanations provided by different algorithms are fragmented and 

independent, which makes it difficult to determine reasonable decisions and explain 

model structures. Generally, current interpretable classifiers could be classified into the 

following four kinds: the selection of optimal training set, correlation selection of heat 

graph, semantic analysis, model visual interpretation [27, 32, 33]. Existing interpretable 

artifical intelligence models based on the selection of optimal training set can provide 

the basis behind the classification [34, 37]. However, there is no mechanism for 

identifying potential misclassification of classifiers in the existing classification model. 

Warning users about misclassification will help prevent errors from entering the system. 

One of the reasons for misclassification is the reduction of distance between classes. 

Some outliers or edge elements of a class can share the common characteristics of 

adjacent classes. However, there is no mechanism to ensure the number of subclasses of 

a given class and whether it makes sense to merge closely related subclasses of two 

adjacent classes into a new class and implement the correct classification. The 

interpretable artifical intelligence models based on correlation selection of heat graph 

are another way to understand it. Xu [26] proposes a solution based on database 

transaction model interpretation, whose explanation is on the basic of logical structure 

or reasoning. The static structure makes it unsuitable for the deep network classifier. In 

the constructed model, the system dynamically give appropriate explanations from 

stored vocabularies, which in turn are generated based on model learning. It provides a 

consistent view of models and interpretations beyond the scope of existing technology. 
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Simonyan [29] proposes an interpretable model in which they are interactively validated 

through visual features and similarity. Moreover, k-means clustering was used to analyze 

the similar features, so that the average features obtained had greater robustness and 

relatively low time complexity. In addition, it does not consider the importance or 

relevance of model, nor does it cluster with respect to output classes. 

Some researchers try to use semantic analysis to explain the models. He [28] 

conducts the explanatory demonstration of the model. By observing the change of the 

connection mode of the network, the hidden layer is explained visually. However, the 

feature learned by the network layer are not described in detail. Sengupta [30] proposes 

an image interpretation and generation method based on semantic analysis. Take an 

image signature with a fixed length of 8000 to generate a caption. In this model, the 

correlation of features is firstly determined and the signature generation is carried out on 

this basis. Since eigenvalues could be of any length, strategies that follow highly 

correlated features are interpretable. As the power of interpretation becomes more 

important in intelligent decision-making, AI systems are no longer there to serve as 

black boxes [31, 37]. 

Model visual interpretation is also another way to understand the interpretability of 

the model. Russakovsky [36] proposes a novel model based on the attention mechanism, 

and it is named the residual attention network. As the network layer deepens, attention 

modules can extract key information from different layers. Finally, it got 4.8% Top-5 

error rate on ImageNet. Hu [38] proposes the SENet 44 network model. In the training 

process, the model can distinguish the importance of different channels, then enhances 

useful features and inhibits useless features according to the importance of feature. 

Finally, it won the ILSVRC2017 classification task championship with a 2.25% Top-5 

error rate. Moreover, the text interpretation can't match the characteristics of a certain 

layer of deep learning network, and it lacks of continuous interpretibility. In general, the 

text explanation generated for classification comes from training data based on model 

annotations. Up to now, data labels are set manually and are very subjective, and it 

doesn't take into account the differences between the different elements. Therefore, it is 

not possible to determine the relevant region of the image that is most useful for 

classification. In most cases, experts are encouraged to use their attribute label data as 

interpretable evidence. 

Therefore, this paper proposes a novel image classification framework based on 

multi-perspective deep transfer learning. Attention mechanism is used to describe varied 

image characteristics, the self-paced learning strategy is adopted to solve the problems 

of small number of labeled samples and model interpretation. A nonlinear model based 

on deep transfer learning is proposed to solve the classification problem of multiple 

perspectives, also the interpretability of the model is further improved. 

3. The Proposed Channel and Spatial Attention Model 

In view of the existing problems in the field of image classification in complex 

environments, this paper considers the solutions based on deep network, and further 

studies popular algorithms such as deep reinforcement learning, self-paced learning and 

transfer learning, aiming at the urgent model explanation problems in the framework of 
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deep network. The overall technical framework containing CAM and SAM is shown in 

Fig. 1. 

 

Fig. 1. The overview of model  

For the convolutional neural network model, depth, width and attention mechanism 

are the main factors affecting the accuracy of image classification. At present, attention 

mechanism contains CAM and SAM. CAM acts on the channel domain, weighting 

different channel features. For a WHC  feature graph, the weight of channel 

attention C is different, while the weight of H WH   is the same. For CAM, the 

weight of each C on different channel dimensions needs to be learned. To reduce the 

amount of computation and improve classification accuracy, the pooling layer in the 

general convolutional neural network directly uses the maximum pooling method or 

average pooling method to compress the image information. For SAM, only the key 

information in the spatial features is extracted. We first introduce the general framework 

of proposed model with CAM and SAM in this section. Finally, we describe how to 

combine them together. 

After convolution operations, an intermediate feature map
WHCRF in  is 

obtained. inF  is the input of model. One-dimensional channel map
11

c

 CRM  is 

inferred after the channel attention module and two-dimensional spatial map 
)()(1

s

WHWHRM  is computed, and the corresponding spatial attention module is 

shown in Fig. 1. The entire attention calculation process could be summarized as：  

ininc1 )( FFMF                                          
 
                      (1) 

11sout )( FFMF                                                                 (2) 

where   denotes element-wise multiplication. 
1F is achieved after inF  passing the 

channel attention module. outF is the final output and the attention value is broadcasted 

during multiplication process. Attention feature are the multiplication of element levels, 

which will be propagated automatically, indicating that channel attention broadcasts 

along spatial dimension, while spatial attention broadcasts along channel dimension. 
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3.1. Channel Attention Module 

The CAM captures the relationship between channel features. It focuses on the key 

channel information and weakens the influence of the useless channel information [39, 

40]. It uses an attention mechanism (similar to the self-attention mechanism, such as 

query, key, value) to get the similarity between channel graphs, and then use the weight 

of channel graphs to update. Finally, the matrix of computation attention is obtained, 

which can enhance the key features. The CAM makes the neural network model pay 

more attention to the channel features with the key information. On the basis of 

convolution, we first extrude the feature graph to obtain the global feature of each 

channel. Then, we use the global feature to get the relationship between different 

channels and the weight of different channels. Finally, we multiply the weights to get the 

features on the basis of the original feature graph. 

In a convolutional neural network, the convolution operation only performs on 

image feature space, it is difficult for the convolution module to get the relationship 

between different feature channels. To get an eigenmatrix, an image needs to go through 

several convolutional layers and the number of channels represents the number of cores 

in the convolutional layers. In a normal neural network, the number of convolution 

kernels is usually as high as 1024 or 2048. Therefore, not each channel is useful for 

feature extraction. The CAM will help the neural network model select more informative 

channels. Besides, We encode spatial features using a global average pool that provides 

feedback for each pixel on the feature map. The following formula shows the global 

average pool calculation process. 


 


H

i

W

j

jiF
WH

F
1 1

inavg ).(
1

                                                  (3) 

where 
11

avg

 CRF represents the result after implementing the global average 

pooling on the input feature map inF . In order to capture the relationships between 

different channels, two conditions need to be met for CAM: firstly, it must be flexible, 

because it needs to learn the nonlinear relationship between different channels; 

Secondly, the learning relationship is not mutually exclusive, because it allows for a 

multichannel feature instead of a hot spot form. We describe the channel attention map 

cM as follows. 

))(Re( 12c avgFWLUWM                                                    (4) 

where
C

C

RW


 r
1  and r

2

C
C

RW


  ,  denotes Sigmoid function. 1W  and 2W  are 

fully connected layers. To improve the explainable ability of the model, we construct 

two fully connected layers, namely the bottleneck structure. 1W denotes the 

dimensionality reduction layer and the dimensionality reduction factor r is a super 

parameter. Then the Relu function is used and the 2W layer restores the dimension to the 

original number. The process is shown in Fig. 2. 
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Fig. 2. The details of channel attention module  

3.2. Spatial Attention Module 

Unlike CAM, SAM only plays the role of distinguishing key information within a single 

image feature map. First of all, we use average pooling and max pooling to compress the 

input feature and then we use mean and max operations on the input feature at channel 

dimension. Finally, we could get two two-dimensional features. Considering different 

channel size, the two two-dimensional features are combined together to obtain the 

feature with channel number of 2. And they are convolved to ensure that the resulting 

features are consistent with the input feature in spatial dimension. 

Spatial attention map is generated by adding the internal relationship, as shown in 

Fig. 3. 
WHCRA  represents the input of the SAM. After conducting convolutional 

layers, feature maps B, C and D (
WHCRDCB ),,( ) are generated. We reshape B 

and C to 
WHCR 

 and WH   represents the resolution in spatial module. 

Then we get
)()( WHWHR 
 by operating a matrix multiplication between the 

transpose of B and C. The spatial attention map cM  could be obtained when a softmax 

layer is applied. cM is computed as follows: 










WH
CB

CB
M

1i ji

ji

sij

)(exp

)(exp
                                                  (5) 
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Fig. 3. The details of spatial attention module  

3.3. Explainable Object Detection Model of Combing Self-paced Learning and 

Deep Reinforcement Learning 

The deep network model is designed for learning across model characteristics. This 

paper proposes a new application based on the deep network framework, using deep 

network to learn multi-mode. In particular, this paper demonstrates that cross-modal 

feature learning could effectively relate different features to obtain a discriminant 

feature. In addition, the paper designed how to learn a shared feature between multiple 

modes and evaluate it on a particular task. Multi-mode explainable deep network model 

can be seen in Fig. 4. This model consists of three streams, video information, text 

information and audio information. The structure of the three streams is identical, each 

consisting of eight layers (including the input layer).  

Images Text Audio
 

Fig. 4. Proposed multi-mode explainable deep network model 
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There are two problems with the traditional multimodal model. First, there is no clear 

goal for the model to find correlations across modes. Some hidden layer units adjust the 

parameters only for one stream, and others adjust the parameters only for other stream, 

so that it is possible for the model to find the desired feature. Second, there is only one 

mode for supervised training and testing in the cross-modal learning arrangement, which 

makes the model unexplainable. If there is only one modal representation, it is necessary 

to integrate observable variables that are not observed. Therefore, this paper proposes a 

deep self-coding model to solve the above problems. Inspired by the noise-reducing self-

coding model [41], this paper proposes a training multi-mode deep self-coding model 

(Fig. 4), which uses an extended (extended single-mode input) but noisy data set. In fact, 

the model is still required to reconstruct the three modes when one mode uses zero as 

input and the other uses the original value as input when expanding. Therefore, one-third 

of the training data is input only by video, one-third of the training data is input only by 

text, and the last third is input only by voice. This model can be viewed as an example of 

multitasking learning.  

Algorithm 1:   Training process of our proposed network               

Input： training data set  ),(,),,(),,( 2211 Tt lxlxlxD   

      Weight K 

Initialize the experience pool M 

Randomly initialize network parameters   

       for k=1 to K do : 

          Scramble training data sets D 

          Initialize the initial state 1s  to 1x  

          for t=1 to T do : 

                 Choose an action based on the -greed strategy 
                  )s(a tt   

                  )l,a(ewardterminal,r tttt R  

                  Set the state 1ts   to 1tx   

               Store experience data into the experience pool M 

                  from M 

                  Set jy  as: 

                   If rue,terminal T set as jr ；  

               If False,terminal  set as ),a,s(maxr 1kjaj   Q  

              Gradient descent 

               2

1kjji ));a,s(y(L   Q  

               If rue,terminal t T  

                 break 

When designing the intensification strategy, this paper uses the Q network to interact 

with its environment during the data generation phase. The system looks at the current 

scene, which consists of multi-mode data, and takes actions using the -greedy strategy. 

This environment in turn provides scalar rewards. Interaction experiences are stored in 

replay memory M. Replaying M preserves N recent experiences, which are then used to 

update the network parameters during the training phase. In the training stage, the 

network structure will use the data stored in replay memory M to train the network. 

Assume that the superparameter n represents the number of experiences replay, and for 
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each experience replay, a mini-cache B containing several interactions is randomly 

sampled from the finite size replay memory M. The model will be trained by sampling 

from cache B, and the parameters of the network will be updated iteratively in the 

direction of The Behrman target. The algorithm is divided into two phases to avoid 

latency. Therefore, this paper divides the algorithm into two stages: in the first stage, the 

robot collects data through limited time interaction with human beings; In the second 

stage, the training phase is activated to train the multimodal depth Q network. 

In order to avoid non-convex optimization problems falling into poor local solutions, 

the proposed network optimization method adopts multiple random initializations to 

train the model, and then chooses the initialization network with the best performance to 

construct the model. However, this method is too adhoc and the calculation cost is too 

high. Self-learning is the best solution to non-convex optimization problems. The aim of 

curriculum learning is to simulate the cognitive mechanism of human beings by first 

learning simple and universal knowledge structure and then gradually increasing the 

difficulty to learn more complex and specialized knowledge. However, self-paced 

learning has been improved in curriculum learning. Instead of assigning prior knowledge 

to sample learning sequence in advance, the learning algorithm itself determines the next 

learning sample in each iteration. Detailed algorithm is described as Algorithm 1. 

As mentioned in the introduction part, the traditional method uses L2-based 

regression to train a multi-scale network and finally forms a fused prediction density 

map. It also mentions why it is only based on L2 regression. In order to solve such 

problems and make the final density clearer, we choose to use adversarial loss. The 

adversarial generative network involves the model generator G and model discriminator 

D. The two are like playing a minmax game: the image generated by the training 

generator G deceives model D, while the aim of training D is to distinguish the 

synthesized image from the actual image, if it is inconsistent, it is Fake, and if it is 

consistent, it is True [42]. In our method, this adversarial loss is defined as follows: 

)))].(,(1([
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data

data



 ）（

                                              

 (6)

 
Where x denotes the training patch and y denotes the corresponding ground heat map. 

The aim of G is to minimize this goal, and D tries to maximize it.  

The traditional pixel-by-pixel Euclidean loss is based on large deviations between 

pixels, it will make the feature map fuzzy when facing sharp edges or outliers, and thus 

the generated density map will become fuzzy. But the adversarial loss discards the large 

deviation between the existing pixels. It is a binary judgment for each pixel, either true 

or false.  

Because of the lack of punishment constraint on the ground real image, only using 

adversarial losses can sometimes lead to abnormal spatial structure. As suggested in 

previous work, we also use two common losses to smooth the solution. Details are as 

follows: 

• Euclidean loss: In our model, the L2 loss is also adopted to change the estimated 

density map G into the discriminator model D to approximate the basic facts in the sense 

of L2. Assuming that W×H resolution image with c channels is constant, we design the 

following rule to depict the pixel-by-pixel loss: 
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Where )( cP G  represents the pixel generating the heat map and )( cP GT  indicates the 

pixel of the ground truth map, here we set C = 3. 

• Perceptual loss: This kind of loss function was originally added into the image 

task by Johnson [43]. For image conversion and super-resolution tasks, it compares the 

features obtained by convolution of the real picture with the features obtained by the 

convolution of the generated picture, making the high-level information (content and 

global structure) more similar, whose aim is to minimize the perceived difference 

between the two. The definition of perceived loss is as follows: 

.||)()(||
1

)( 2

21
cfcf

c
GL GTGc

cp   

                            

(8) 

Where )( cf G  represents the pixels in the advanced receptiveness features of the 

previous heat map and )( cf GT  denotes the pixels in the following receptiveness features 

of the ground truth, it should be noted that C is set to 128. 

So the overall first-stage loss could be defined as follows: 

).()(),( GLGLDGLMaxArgMinL ppEeADGI  
                   

(9) 

Among them,
e and 

p are the weights that measure Euclidean loss and perceptual 

loss. In this experiment, we set 
e  =

p  = 150. 

During our model training process, the patches are sent to G-large and G-small, 

respectively. To obtain the estimated heat map P-parent and generated by G-small at the 

end of the subnetwork, the four sub-pictures P-child are spliced to form P-concat. The 

constraint of cross-scale consistency is imposed on P-concat and P-parent. In general, 

given the W×H density map with c channels, the cross-scale consistency constraint 

based on L2 loss is defined as follows: 

.||)()(||
1

)( 2

21
cPcP

c
GL cntprtc

cc   

                                            

(10) 

Where )(  cP prt denotes the pixels in the parent block heat map, and )(  cP cnt denotes 

corresponding pixels after the child block density map is spliced, C is set to 3.  

Algorithm 2： Reward scheme 

Deifne Reward function ）（ LlAa tt  , : 

     Initialize Terminal as False 

     If 
PDts  ,then 

        If 
tt la   , then 

            Set 
cr  as 1 

         else 

            Set 
tr  as -1 

            rue,terminal t T  

     else 

         if tlta , then 

            Set 
tr  as   

         else  

       Set 
tr  as   

    return 
tr ， tterminal  
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The final goal is to combine the four loss functions mentioned above to achieve the 

final loss function: 

).(1 GLLL ccII 

                                                                    

(11) 

Among them, 
c  is a predefined weight to achieve cross-scale consistency with 

respect to constructed loss function. It's worth noting that if
c is set to 0, the two normal 

forms will be generated independently. In addition, we define the corresponding reward 

scheme, as is shown in Algorithm 2. 

4. Experimental Results and Analysis 

4.1. Datasets and Experiments Settings 

The dataset is used in the experiment including ImageNet- 1K and Cifar-10050 [29, 31, 

44, 45, 46]. The Cifar-100 contains 100 classes and each class has 600 color images. 

But each images is only a size of 32*32. Five hundred images in each class serve as the 

training set and the rest as test set. For each image, it has two labels, fine-labels and 

coarse-labels, which represent the fine-grained and coarse-grained labels of the image 

respectively, and Cifar-100 is hierarchical. In Fig. 5, we extracted the images from 

Cifar-100 as the visual example. 

ImageNet-1K is an image dataset and each concept image is quality-controlled and 

manually tagged. At present, ImageNet-1K consists of 1,4197,122 images. The major 

categories include: animal, bird, fish, flower etc. In Fig. 6 shows the visual examples of 

the ImageNet-1K. 

In experiment, we compare the effectiveness between the CAM and the SAM. We 

compared 4 different network models: baseline network, baseline network with CAM, 

baseline network with SAM, baseline network with CSM. For the unbalanced data 

classification model based on our proposed model, we uses the -greedy strategy to 

determine the parameters of models. The probability of exploration decays linearly from 

1.0 to 0.01. The size of the experience pool is set to 50,000, and the interaction between 

intelligent agent and the environment is about 120,000 steps. The discount factor for 

instant rewards is set to 0.1. The gradient of cost function to parameters is calculated by 

using the data of the whole training set. Adadelta algorithm [25] is used to update 

network parameters (aimed at solving the problem of plummeting learning rates), and 

the learning rate is 0.002. For other algorithms, the optimizer is Adam [44], the learning 

rate is 0.0005, and the batch size is 64. Training rounds are 100. 

In this comparative experiment with the state the art, resNET-50 and RESNET-200 

models were used to validate this strategy on CIFAR-10 and ImageNet-1Kdataset. 

Epoch was set to 270, batch size was set to 4096, and learning rate was set to 0.01. The 

comparison was done based on the same datasets and rules. 

Finally, we make some comparisons between our method and existing methods, and 

we draw the following conclusions: 
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1. Data enhancement is relatively complete, and the scale variation of multi-scale 

training is relatively small; 

2, the learning rate is directly default, without warm up and decay; 

3. The weighted processing of loss is similar in the four datasets, and some are not 

even set; 

4. Anchor matching strategy is also similar after verification, for example. each 

YOLO layer matches the largest IOU. 

 

Fig. 5. Visual Examples of the Cifar-100 [31]  

 

Fig. 6. Visual examples of the ImageNet-1K  
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4.2. Image Classification on ImageNet-1K 

In this part, we use ResNet and WideResNet as the baseline model. On this basis, we 

add attention mechanism for comparison. The extensive image classification 

experiments are conducted based on the ImageNet-1K. The structure of ResNet with 

adding SE module is shown in Figure 7 and the results of the experiment is shown in 

Table 2. The experiment still prove that networks with CSM performs better than the 

baseline module, indicating that attention mechanism can be well used in the various 

network models. Besides, the depth and width of the neural network also greatly affect 

image classification accuracy. SENet won the ILSVRC2017 classification task 

championship. But CSM fuses channel features with spatial features for better 

representation capabilities, and CSM performs better than SENet. On the other hand, it 

also proves that the quality of attention model determines the final classification 

accuracy, which is related to the interpretability of the model. The obtained prediction 

density map after fusing feature self-learning idea is nearer to the ground-truth map. 

This phenomenon can also be observed in Fig.6, the feature self-learning loss module 

plays an important role in the corresponding changes of MAE accuracy. 

Table 2. Results of the experiment on the ImageNet-1K dataset 

Architecture 
Top-1 

error (%) 

Top-5 

error (%) 

ResNet-18 29.62 10.56 

ResNet-18+SE 29.43 10.24 

ResNet-18+CSM 29.29 10.12 

ResNet-34 26.71 8.62 

ResNet-34+SE 26.16 8.37 

ResNet-34+CSM 26.03 8.28 

ResNet-50 24.55 7.52 

ResNet-50+SE 23.21 6.74 

ResNet-50+CSM 22.78 6.57 

WideResNet18(widen=1.5) 26.86 8.91 

WideResNet18(widen=1.5) +SE 26.23 8.51 

WideResNet18(widen=1.5) +CSM 26.14 8.49 

4.3. Image Classification on CIFAR-100 

Based on Cifar-100, we conduct image classification experiment to verify the 

effectiveness of the CSM. ResNet and WideResNet are also used as baseline model. 

Table 3 shows the experimental results. The experimental results prove that the 

combination of CAM and SAM can improve classification accuracy. Besides, the depth 

and width of the neural network also greatly affect image classification accuracy. As we 

can see, our proposed method has the minimum absolute error and the minimum mean 

square error on CIFAR-100 dataset. Compared with other algorithm, The accuracy of 

the model with added attention and transfer learning strategies is greatly improved, 
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which reflects the best performance of the our proposed algorithm. The model is also 

more robust to moderately dense data sets. 

Table 3. Results of the experiment on the ImageNet-1K dataset 

Architecture Accuracy (%) 

ResNet-18 91.7 

ResNet-18+CSM 93.1 

ResNet-34 92.4 

ResNet-34+CSM 93.8 

ResNet-50 92.9 

ResNet-50+CSM 94.3 

WideResNet18(widen=1.5) 92.8 

WideResNet18(widen=1.5) +CSM 94.2 

As can be seen from Table 3, the prediction density map that we got after adding 

feature self-learning is closer to the true value, so we can draw a conclusion that we can 

more accurately describe the feature through adding feature self-learning Loss reduction 

and corresponding changes in MAE accuracy (see Fig.7 and Fig.8), we also give the 

performance of net similarity. 

The proposed model is evaluated with several latest models on our constructed 

dataset and two benchmarks, and the results are given in Tables 4 and 5. From all the 

tables, we notice that our method is always much better than the previous method. Table 

4 gives a comparison of the ImageNet-1K, and their images are closer to the real 

monitoring scene than other data sets. Our proposed model has achieved considerable 

improvement compared to the existing technology. Table 5 indicates that proposed 

method obtained the best MAE and competitive MSE among the five latest methods in 

the CIFAR-100 dataset. As we can see, our model performs best in the most compared 

algorithms both in terms of MAE and MSE. The spatial complexity of the network is 

only related to the size of the convolution kernel, the number of channels and the depth 

of the network. However, it has nothing to do with the size of input data. Since the 

network model designed by us adopts optimization and transfer learning strategies, 

compared with other existing popular algorithms, the complexity of our designed model 

is lower. 

The result of experiment is shown in Figure 7. As is shown in Figure 7, it is easily 

concluded that the ResNet-50 model with CSM has achieved higher accuracy. We can 

observe that CAM perform better than SAM. Besides, the combination of two attention 

modules can bring a better performance. The experiment shows that it is effective to 

conduct CAM and SAM at the same time. The experimental results are shown in Table 

6. Based on the above analysis of the experiment, we find that it is effective to conduct 

CAM and SAM at the same time for improving the interpretability ability of neural 

networks. So, in the ablation experiment, we compare the effect of CAM and SAM in 

different order of use. The baseline network with CAM and SAM, baseline network with 

SAM and CAM are conducted respectively. Figure 7 shows the result of experiment. 
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Table 4. Comparison in the ImageNet-1K data set 

Methods MAE MSE 

Optimization Algorithm [44] 419 541 

XAI [27] 467 498 

Software-Defined [13] 377 509 

Cost-Driven [8] 322 341 

Aquila Optimizer[45] 318 439 

ours 280 379 

Table 5. Comparison in the ImageNet-1K data set 

Methods MAE MSE 

Optimization Algorithm [44] 181 277 

XAI [27] 154 229 

Software-Defined [13] 110 173 

Cost-Driven [8] 101 152 

Aquila Optimizer[45] 97 145 

ours 91 137 

 

Fig. 7. Comparison of different network models  

Similar to the above experiment, adding the attention module still bring improvement 

on image classification accuracy (as is shown in Figure 8). We can observe that the 

CAM-first combination method achieves better performance. The order in which models 

are executed can affect the accuracy, which is a supplement to the interpretability of the 

model. 

Table 6. Comparison of different network models 

Architecture Top-1 error (%) 

ResNet-50 24.55 

ResNet-50+SAM 23.47 

ResNet-50+CAM 23.21 

ResNet-50+CSM 22.78 
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Fig. 8. Comparison of different network models 

5. Conclusions 

Different from the previous works on image classification, we propose proposes an 

explainable multi-channel convolutional neural network model consisting of channel 

attention module and spatial attention module. This module derives the attention map by 

CAM and SAM respectively. The CAM selectively enhances some feature channels and 

suppresses some feature channels by learning the relational mapping. The SAM 

aggregates features by weighting features at spatial dimension. We conducted a lot of 

image classification experiments for comparison on the ImageNet-1K and Cifar-100 

dataset. In fact, the attention module can be well embedded in different deep neural 

networks and it improves the explainable deep neural network’s ability of expression. 

Besides, the width and depth of the neural networks are also researched through self-

paced learning and transferring learning scheme.  

In the future research, we will pay more attention to the improvement of real-time 

algorithm and effectiveness of explainable deep learning, also be able to obtain more 

accurate data collection to develop an intelligent prediction machines for image 

classification based on more effective machine learning approaches. 
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Abstract. This research proposes an XNA animation game system with AI 

technology for action animation games in mobile devices, based on an object-

oriented modular concept. The animation game function with AI technology is 

encapsulated into independent objects, through the combination of objects to 

build repetition. It adds AI technology to the finite state machine, fuzzy state 

machine and neural network and attempts to combine the traditional rule-base 

system and learning adaptation system to increase the learning ability of 

traditional AI roles. The main contributions are compared with traditional 

methods and the AI animation game system is shown to have more reusability, 

design flexibility and expansibility of its AI system through the object 

composition approach. It adds AI technology to combine the traditional rule-base 

system and learning adaptation system to increase the learning ability of 

traditional AI roles. Therefore, AI animation game producers can accelerate their 

processes of developing animation games and reducing costs. 

Keywords: Artificial intelligence assistant, Animation games, Neural network, 

Object-oriented modular, Fuzzy state machine.  

1. Introduction 

Due to the rapid development of the global digital content industry, various countries 

have invested in the promotion of the digital content industry, and the animation game 

industry has become one of the most promising industries. The research pointed out that 

in terms of annual expenditure, the growth rate of television (TV) animation games is 

9.6% higher than that of TV and is second only to the Internet. In terms of the average 

hours spent per year, TV animation games are growing and the fastest-growing media 

has a compound annual growth rate of 7%. Animation game producers develop games 

with AI technology, increasing the perception of players that they are intelligent beings, 

so that players can have a deeper and more interesting experience when interacting with 

these AI characters in animation games. From this point of view, AI animation games 

are not only an indispensable technology for most animation games but are also one of 

the sources of interactivity and fun in animation games [1, 2]. 

In today's digital electronic technology, the technical power of the digital animation 

gaming industry is growing rapidly, through the mutual promotion of software and 

hardware. The speed of the improvement of animation game graphics is obvious in all 
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game fields. In the early 2D surface to the mid-term 3D stereo, and to the next 

generation of high-resolution images, animation games are constantly progressing in 

terms of screen effects that continue to shock players. AI research experts claim that 

when animation game screens improve, animation games are not promoted in the same 

way [3, 4]. However, due to the advancement of graphics technology, animation game 

characters have smoother movements, more realistic textures and more complex 

expressions. If they do not have an effective AI animation game to control their 

behaviour, the animation game characters will be deemed as not having a real 

appearance, and instead will be characterized as having asymmetric and strange 

behaviour [3, 4]. Therefore, as regards superior animation games, AI is a very important 

technology for today's animation games. In the past, animation game development used 

DirectX for programming, however, DirectX did not provide much of a design function 

to animation games, therefore, the designer was responsible for a large number of 

implemented parts. The XNA animation game is an integrated cross-platform 

development environment for PC/XBOX mobile animation games and includes an 

animation game development library, packaged software tools and various other 

development tools, so as to provide the most convenient and efficient development 

environment for AI animation game developers. It brings together 3D drawings, physics 

engines and animation game production process management, as well as resource 

management and other applications to help AI animation game producers accelerate the 

development of animation games and reduce costs. Fig. 1 is a diagram showing the 

relationship between XNA and animation games. In Fig. 1, XNA is an animation game 

function library, which provides the basic functions of animation games and an empty 

animation game architecture. The designer only needs to expand the functions according 

to its architecture [5, 6]. The second layer is the animation game engine, designed by the 

designer to expand and establish the basic category library and functions, according to 

the functions library required by the animation game. The third layer is the animation 

game code, using the first and second layer category libraries, and the function is used to 

write the code for the actual operation of the animation game. In the case of a small 

animation game, the designer can even skip the second layer, as long as the function 

provided by XNA is used directly to write the animation game program in an empty 

animation game; this can make the animation game work. Based on the aforementioned 

advantages, XNA provides a very good development environment for amateur animation 

game designers and students [7, 8]. 

The related AI animation game technology research can be roughly divided into: 

chess AI animation game implementation, AI animation game implementation, based on 

the open architecture of existing animation games and self-made AI animation game 

system implementation [9, 10]. Most AI animation game technology researchers will 

choose animation games with simpler rules to realize the idea of AI technology. 

Nowadays, many commercial animation games openly authorize players to modify part 

of the animation game program. Players can implement their own ideas in the animation 

game, according to the open modification framework of the game. This has also led to 

research such as the AI implementation of animation games, based on the open 

architecture of existing animation games [11.12]. This research uses open-licensed 

commercial animation games to modify programs, so as to realize researchers’ AI 

technical ideas, although researchers can quickly use such animation games to  

implement AI animation games. However, these will also be subject to the original 
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architecture of animation games, therefore, the AI technology that can be implemented 

will be limited. Although the AI system implementation of self-made animation games 

needs to build an animation game system independently, it gives researchers 

considerable freedom and flexibility. The first objective of this research is twofold. 

Firstly, the aim is to implement action animation games with XNA in the AI system. 

Through the concept of object-oriented modular objects, an AI system is built with 

reusability, design flexibility and expandability. In addition, finite state machines, fuzzy 

state machines and neural network AI technology applications are added, combined with 

traditional rule-based systems and learning adaptation systems, so that traditional AI 

roles can increase their learning capabilities [13, 14]. The second purpose is to show that 

XNA can simplify the characteristics of animation game design through the process of 

implementing the AI system; it can explain and record the implementation process to 

provide a reference for related researchers and producers. This research sets the 

implementation goal as the AI system implementation of action animation games. By 

focusing on the AI system implementation of a single animation game type, the results 

of the research purpose can be achieved within the expected timeframe [15, 16]. 

 

Fig. 1 The relationship between XNA and animation games 

Although the AI animation game is implemented using an academic concept, issues, 

such as animation game execution efficiency must also be considered. Therefore, an AI 

animation game usually simplifies the complex algorithmic process or only uses its 

concept to implement an AI system, as its main purpose is to perform the desired AI 

effect under the allowable performance consumption. This research will focus on the AI 

system used in animation games, with the aim of demonstrating that the research results 

can be more in line with the current animation game production flow process, so as to 

improve the performance value of the research results. Animation game production can 

be roughly divided into three areas: planning, art and programming. Each area 

constitutes a different professional field, however, this research will only discuss the 

programming element of AI animation game production [17, 18]. 

The first section discusses the research background and motivation, as well as the 

research purpose and scope of the research. Section two discusses related background 
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knowledge and the AI performance that is emphasized in the basic types of animation 

games. Section three focuses on the system planning and analysis of AI animation games 

and explains the system architecture. Section four considers the implementation of AI 

animation game systems and explains in detail the function and structure of each object. 

Section five discusses the implementation, which through combination and connection 

becomes a working example implementation; this section also highlights the reusability, 

design flexibility and scalability of the AI system. Section six comprises the conclusion 

and explains the research results and the future work. 

2. Related Work 

2.1. Animation Game Types and AI Performance 

The type of animation game greatly affects the function and direction planning of the AI 

system. Different types of animation games focus on different AI performances. 

Therefore, AI systems are rarely universal and are usually built for specific animation 

games. There are many types of animation games today. Table 1 lists the common basic 

animation game types. In addition to the basic types in the table, there are also many 

mixed types, such as the Action Role Playing Game, ARPG) and the Action Adventure 

Game (AAVG), [19, 20]. 

The basic animation game types listed are based on these animation game types. The 

following key AI performances are summarized [21-25]: 

1. Fixed behaviour: the behaviour of a fixed mode does not change according to the 

time of the animation game. The designer defines a number of behaviour patterns and 

conditions that trigger behaviours and the AI animation game characters make 

corresponding behaviour patterns, based on the defined conditions. They do not change 

in line with the time of the animation game or any other factors.  

2. Variable behaviour: the behaviour of the non-fixed mode will change in 

accordance with the time of the animation game or other factors. The designer also 

defines several behaviour patterns, but the conditions that trigger the behaviour will 

change, according to the time of the animation game and other factors.  

3. Simulation behaviour: AI characters record and simulate the player's good 

performance in animation games.  

4. Group action: this is the behaviour pattern of AI characters in group actions of 

multiple units. For example, in a real-time, strategy animation game, when a large 

number of AI animation game units are moving, the group action will form a melee unit 

in front and a long-distance unit behind or teamwork behaviour in basketball or football 

animation games. 

5. Strategic thinking: this constitutes AI management performance that belongs to 

high-level decision makers and supervises and collects various information in animation 

games at a higher position. It integrates the information to make decisions and informs 

single or multiple AI animation game units of the decision.Nowadays, the number of 

animation games is quite considerable and each animation game may contain multiple 
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AI performances. Therefore, Table 2 mainly focuses on the most common AI 

performances of this type. It shows that the AI performance of action animation games 

has only one fixed behaviour, although role-playing animation games and adventure 

animation games are also in the same situation. The difference is that the objectives of 

the other three types of animation games are not only focused on defeating enemies. For 

example, role-playing animation games also focus on character training and adventure 

animation games focus on solving puzzles, dodge mechanisms and the process of 

jumping on to a platform [26-30]. The goal of the action animation game is to defeat the 

enemy. Therefore, this research aims to enhance the player experience of action 

animation games, by enriching the reactions and actions of AI characters. In order to 

achieve this goal, the research will focus on AI characters to add changing behaviour. 

The AI animation game is the broadest definition, including everything from simple 

chasing and dodging movement modes to neural networks and genetic algorithms. Using 

AI to allow non-player characters to show different personality traits or to present 

human-specific emotions and tempers, is one of the options that can be considered in the 

design of animation games [31-35]. No matter what it entails, as long as it can give 

people a certain level of wisdom, make animation games more addictive, more 

challenging and importantly fun, it can be regarded as an AI animation game. 

Table 1. Common types of animation games available currently 

Type of 

animation 

game 

Feature description Famous animation 

Role Playing 

Game 

Focuses on plot description and character development. 

Usually has a broad, complete world view and gives 

attention to the player's sense of investment in the world of 

animation and game. 

Final Fantasy[12] 

 

Adventure 

Game 

Comprises a puzzle element and players must solve through 

the puzzle to pass through the levels. 
Tomb Raider [6] 

Real-Time 

Strategy 

Players need to control a large number of animation and 

game units at the same time to fight, and the animation and 

game unit action is immediate. 

Age of Empires[11] 

First-Person 

Shooter 

A first-person perspective of the animation game; the players 

shoot as the main means of attack. 
Call of Duty 

Platform 

Game 

There are a lot of units and organs on the map. Players must 

jump to avoid the organs, so as to play the animation game. 
Super Mario [15] 

Sports Game 
Simulation of various sports, such as ball games, swimming, 

skiing, etc. 
NBA Live 

Racing Game 
This game has a sense of speed, such as racing cars or racing 

boats. 
Need for Speed 

Action Game 
A single character completes a level by knocking down the 

enemy. The action is instantaneous. 
Ninja Gaiden 

Fighting 

Game 
Fights a single enemy at a time, using a variety of knockouts. Street Fighter 

Table Game, 

TAB 

Realistic desktop animation game simulation, such as chess, 

monopoly, Mahjong, etc. 
Monopoly 
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2.2. AI Animation Game  

AI animation games are divided into three categories, namely rule-based systems, goal-

based systems and learning and adaptation systems. The following relates to the rule-

based system and the learning and adaptation system, which are more commonly used in 

the development of animation games. 

1. Rule-based system: this type of system has a long history in animation games and 

also uses the most common AI technology in animation game development. Its operating 

principle involves the designer defining the conditional rules corresponding to the 

behaviour of AI characters in advance, then using the programming language The 

conditional judgement (if, then, else, switch, case) is used to control the behaviour of AI 

characters. The advantage of this type of system is that it is simple and easy to 

understand as well as to debug and implement, however, its disadvantage is that it lacks 

learning ability and is easily predicted by players. There are three common architectures 

for such systems, namely the finite state machine (FSM), fuzzy state machine (FuSM) 

and production systems. 

2. Learning and adaptation system: as the name suggests, this type of system has the 

ability to learn and adapt. It can make AI characters more changeable and challenging in 

animation games since players cannot easily predict the behaviour of AI characters. Due 

to the continuous improvement of AI characters, the entertainment life of animation 

games has also been extended. According to the AI learning technology used, this can 

roughly be divided into two categories, namely indirect learning and direct learning. 

1. Indirect learning: indirect learning is a mathematical statistical method combined 

with a rule-based system. It counts the player’s control patterns and habits, and analyses 

them, then uses the analysed data to modify the AI character’s behavioural rules, so that 

the AI character has the ability to learn and adapt to the player [36, 40]. 

2. Direct learning: direct learning is based on AI technology with learning concept 

algorithms as the system architecture, allowing AI characters to have autonomous 

learning capabilities through learning algorithms. In this type of method, the designer 

usually establishes a learning system first, then creates a system with learning 

capabilities through different training methods. AI characters in animation games use the 

trained system to conduct behavioural, decision-making analysis. An AI character, built 

entirely using this type of system has strong learning and adaptability capabilities, but 

this will also cause problems for animation game developers, such as difficulty in 

debugging or the AI may deviate from the expected effect. Moreover, such systems, 

which usually contain complex algorithms are difficult to understand and implement. 

There are two common applications of learning and adaptation systems in animation 

games, namely the artificial neural network and the genetic algorithm [41-45]. 

Table 2 below compares the advantages and disadvantages of the two AI systems and 

shows that the advantages and disadvantages of the two AI systems have complementary 

effects. If only one single type of AI system is used in an animation game, when the 

animation game is scaled, the larger the size, the greater the number of shortcomings. 

Therefore, in current animation game development, different functions are usually 

established for different needs. Either a subsystem of power is established or the AI 

work is divided into several small systems, then multiple subsystems are combined to 

form a complete AI animation game system, so as to maximize the advantages and 

minimize the shortcomings. Consequently, the AI system modularization of the key 
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technology of the AI technology is very important. The modularized AI technology will 

be reusable in the system and can effectively combine the subsystems. The meaning of 

modularization is reusability, which can improve flexibility [45]. 

Table 2. Comparison of the advantages and disadvantages of the rule-based system and the 

learning and adapting system 

2.3. FSM 

FSM: also known as finite state automata or state machine for short, this is a 

mathematical model that represents a finite number of states and behaviours, such as 

transitions and actions between these states. A state machine usually contains three 

elements: the transition functions between all states, inputs and connection states in the 

state machine [21-25]. The FSM is used in the AI program of animation games. The AI 

chasing the player's enemy in the animation game is the application of the FSM and this 

is used in the AI of animation games. The reason for this is that it easy to understand, 

implement and debug characteristics, and its characteristics also make finite states. In 

the process of developing animation games, the machine often has outstanding 

performance. In the following section, the enemy AI in the classic animation game, Pac 

Man, is used as an example to explain the use of FSMs in animation games [46-50]. 

The FuSM is actually an extended variant of the FSM. These statements are closer to 

everyday problems and semantic statements, and examples are used to illustrate the 

concept of fuzzy logic. In an animation game, there is a castle and according to the 

concept of classic logic, when the character enters the castle, it is 1 and not in the castle. 

The inner time is 0, which makes the character's behaviour in the animation game more 

flexible and realistic. The difference between the FuSM and the basic state machine is 

that the FuSM allows multiple states to run at the same time, while the basic state 

machine can only run one state at a time (Kwon and Shin, 2005). The parameter can be 

used as the stimulus value of the FuSM state. Firstly, the stimulus value standard for 

triggering each state, when the enemy is close to the point, may result in the FuSM 

operating in the three states of moving, shooting and dodging at the same time.  

The production system can also be called an expert system and combines the 

functions of a knowledge database, rule management and decision-making. It is usually 

used to solve expert problems in a specific field. In the production system used by AI 

characters in animation games, the users of the system are the AI characters and the 

process of operating the system used by the AI characters is automatically run by the 

 Advantage Disadvantage 

Rule-based system 

 Easy to understand. 

 Easy to implement. 

 Debugging is easy. 

 The larger the animation game 

scale, the more the program 

volume will lead to confusion. 

 Predictable. 

Learning and 

adaptation system 

 It is learned. 

 It is hard to predict. 

 It simplifies complex 

programming. 

 Implementation is not easy. 

 Debugging is difficulty. 
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computer, so there is no need to provide a user interface to the AI characters. Animation 

game programmers usually write scripting languages corresponding to the AI system and 

provide these to animation game planners to design AI animation games [26-29]. The 

production system is famously used in animation games and the main AI system is 

established by the production system. The computer AI in animation games can learn the 

building order and the resource requirements of the building through the knowledge 

base, then use the reasoning mechanism to determine the search for resources and 

collection acts [51-54]. 

3. Research Design  

3.1. AI System Construction Process 

The scope of the AI animation game is quite large; complex human thinking simulation 

to path search are all within the scope of the AI animation game. Therefore, before 

building an AI system, one must first determine the main use of the AI system, such as 

purpose, expected effects or information relating to animation games, then the function 

and architecture of the AI system can be planned, based on the established information 

content. Finally, the system can be implemented based on the planned content. The AI 

system construction process can be divided into three periods, the system direction and 

basic content setting period, the AI system planning period and the AI system 

implementation period: 

1. System direction and basic content setting period: the key function of the AI 

system builders is to confirm the animation game type, animation game content and the 

expected performance goals of the plan, as well as to carry out the preliminary planning 

of the system, based on the information obtained and to analyse and select the required 

software. 

2. AI system planning period: the main work content is to carry out detailed planning 

of the AI system, including the AI system architecture, the application scope of AI 

technology, the information required by the AI system, the operation method of the AI 

system and the animation games to connect to the main structure. 

3. AI system implementation period: this relates to the AI system construction work, 

according to the content planned in the AI system planning period, and the results are 

realized by program software. In addition to the implementation of the system, this issue 

also includes system testing and problem modification. 

3.2. Software and Hardware Requirements 

(1). Software: Visual C# was developed to realize the most efficient programming 

language in the .NET Framework. Visual C#, like Java, is an intermediate code 

language. The base language used by XNA is C#, so the main language used in 

animation game programming is Visual C#. 
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(2). Hardware: the software used in this study is XNA Game Studio. Therefore, based 

on the hardware requirements of XNA, it is recommended to have at least 4GB of 

physical memory and a CPU clock of 2.0GHz or more. 

3.3. AI Animation Game System Design 

The AI animation game system is a subsystem built on animation game architecture. The 

AI system cannot operate independently because the AI system itself does not include 

graphics, model management, cameras and other animation game functions. It must be 

combined with other units of the animation game architecture. Therefore, for the AI 

system to function normally, it must have a foundation architecture in the main body of 

the animation game. It uses XNA as the animation game development platform, 

therefore, XNA will be used as the bottom layer of the animation game’s main structure 

for planning purposes. When creating XNA’s new animation game project, XNA will 

provide designers with an empty animation game architecture and designers must follow 

this architecture to expand and extend animation games. Fig. 2 shows that this 

architecture contains five main functions, which are Initialize, LoadContent, Update, 

Draw, UnloadContent, when the animation game starts; Initialize and LoadContent will 

be executed in sequence. After running Update and Draw, these two functions will be 

executed repeatedly during the animation game process until the animation game ends 

and UnloadContent will only be executed before the end of the animation game. The 

five functions will be introduced as follows: 

1. Initialize: The first part executed when the animation game starts, the function is to 

initialize various animation game data. 

2. LoadContent: this function is used to load the external data required by various 

animation games, such as animation game models, text files, pictures, videos, etc. 

3. Update: the main loop of the animation game will be continuously executed during 

the animation game process to update the content and information of various animation 

games. 

4. Draw: similar to Update, Draw will be executed continuously during the animation 

game process and its function is to update the animation game screen. 

5. UnloadContent: this is used to release the memory space used before the animation 

game ends. 

XNA provides a sample program function, which allows designers to quickly create 

an object that includes the infrastructure; the operation process of this object is also the 

same as the main structure of the animation game. Fig. 3 is an animation game 

architecture diagram, established in accordance with the animation game functions 

required by the AI animation game system. The function descriptions of each object 

form part of the animation game architecture. 

3.4. The Concept Architecture of the AI Animation Game System 

AI is a computer technology that simulates human thinking reactions, judgement logic, 

and learning ability, since the purpose of AI animation games is to provide animation 
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game characters with a vivid performance, allowing players to believe that the characters 

are alive, enhancing the animation game play and challenge of animation games and 

making it easier for players to become absorbed in the animation game content. At the 

same time, animation game development must also consider its performance. A poor 

performance of animation games will affect players’ acceptance of animation games. 

The AI animation game system architecture divides the characteristics of AI into the 

following four key points, so as to simulate human thinking behaviours: sensation, 

memory, thinking and judgement, action. These four key points will be explained as 

follows: 

1. Sensation: this is referred to as information reception and represents the feelings of 

animation game characters in relation to the animation game world, for example, sight or 

hearing.  

2. Memory: this is known as information access and represents the information that 

an animation game character must record in the animation game world, such as player 

information, including player level and equipment or the attack habits of the player.  

3. Thinking and judgement: this is central to the AI animation game system. It 

represents all the action benchmarks of the animation game characters and guides the 

animation game characters in terms of the judgements they should make when they 

encounter a certain situation. Strong AI animation games can become more humane and 

unpredictable, based on the information obtained. 

4. Action: after passing the feeling and thinking judgement, the system will analyse a 

relative response to the current situation and instruct the animation game character to 

take action. Usually in animation games, one or more actions are set for animation game 

characters in advance, such as attack, escape, rest, patrol, gathering, etc., and animation 

game characters are analysed and judged by the AI animation game system, according to 

the situation.  

 

Fig. 2 Diagram of XNA animation game process architecture  
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Fig. 3 Diagram of animation game architecture 

In order to respond to various needs in animation games, there may be more than one 

AI system at the same time. These systems can operate separately or independently, or 

they can be related to one other. 

3.5. AI Animation Game Information 

The AI animation game system collects the information that is available or required in 

the animation game. Collecting information forms the basis and the start of the AI 

system. Without sufficient information, the AI system cannot create more effective and 

changeable thinking and judgements. Too much junk information will increase the 

calculation of the AI system and affect the performance of animation games, therefore, 

the setting and control of animation game information is very important. This 

information should be provided to the AI system and the type of information must be 

planned when the system is constructed. The animation game information used in the AI 

animation game system is divided into four categories. 

1. World information: this type of information represents the character's information 

in the animation game world, such as the character's position, direction and height in the 

animation game world.  

2. Character information: this type of information represents basic information 

relating to the character, such as strength and blood volume. The basic information of 

the character is used as a calculation basis for other information. For example, power 

will affect the attack damage value of the character; the higher the character, the higher 

the damage value it can cause. 

3. Action information: this type of information not only refers to the attacking moves 

of the character, but also refers to the various actions of the character in the animation 

game, such as dodging, moving and attacking. This type of information transfers the 

player's current action information to the AI character, so that the AI character can 

determine the corresponding action. For example, when the AI character learns that a 

player is making an attack, the AI character may use a dodge action, when the player is 

on the move or on standby. 

4. Situation information: this kind of information is usually used to indicate a certain 

situation relating to the AI character or to the player. When a player is attacked, there 

will be a period of time when the player cannot be attacked again, therefore, this 
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function must provide the collision detection system with information as to whether a 

character has collided with something. 

4. AI System Implementation 

4.1. 4.1 Main Program of Animation Game  

The AI system is the main source, therefore, the main program of the animation game is 

built to provide the AI system with operation and testing functions. As shown in Fig. 4, 

the main program of animation game is divided into five parts according to its functions, 

and each part contains one or more categories. 

 

Fig. 4 Five major parts of the main program of the animation game 

Object-oriented Programming (OOP) is an important concept of modular 

programming. An object is a combination of data and functions and the advantage of the 

modular object is that it can be repeated. OOP comprises three concepts, encapsulation, 

inheritance and polymorphism, which are explained as follows: 

1. Encapsulation: to combine data, data processing procedures and functions into 

objects. The definition of an object in C# language is a class, which belongs to an 

abstract data type. To define an object is to define a new data type for the programming 

language. 

2. Inheritance: this is the reuse of objects. When a new category is defined, it can 

inherit the data and methods of other categories; the new category can also add or 

replace the data and methods of inherited objects. 

3. Polymorphic: if a category needs to process a variety of different data types, there 

is no need to create exclusive categories for different data types. This can directly inherit 
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the basic category to create a method of the same name, so as to process different data 

types. 

(1) Game: this is the skeleton part of the animation game; its main function is to 

control the animation game process and set the animation game environment. Game 

contains two categories, Program and Game1, which are automatically generated by the 

system when a new XNA animation game project is created. The Program and Game1 

categories will be described separately below: 

1. Program: the function of the Program is quite simple, as it only contains a main 

function. This function is the first to be executed when the animation game starts to run. 

The main function declares an object of the Game1 category and executes the Run 

function of this object. 

2. Game1: Game1 was originally the main loop function of the animation game; the 

main function is the initial setting and process control of the animation game. However, 

since the function of the template program has been used to allow other animation game 

components to operate independently, only the initial animation is left in Game1. The 

game environment has the function of building other animation game elements.  

(2) Camera: the main function of the camera is to set and manage animation game 

cameras. It only contains a camera category, which is an animation game component, so 

it will update its status with the animation game time. Drawing in a 3D animation game 

world is like using a camera to record a video. The drawing of objects on the screen 

needs to be imaged through the parameters provided by the camera. The key camera 

parameters that affect imaging are the two matrix parameters, namely the view matrix 

and the projection matrix. The view matrix determines the position, facing direction and 

orientation of the camera in the animation game world. The projection matrix is used to 

determine the angle of view and the distance of the camera's visibility. Generally, the 

projection matrix does not need to be changed to its default value, unless the purpose is 

to change the visibility of the camera. The view matrix that needs to be constantly 

changed in animation games is determined by the three parameters of the camera 

position, the camera's gaze target point and the camera's upward vector. By substituting 

the three parameters into XNA, the CreateLook method in the function library can 

obtain the view matrix of the camera. If the direction of the camera is unknown in 

relation to the target, the player should add the camera position and the camera's facing 

direction to ensure that the camera is facing the target point. 

(3) ModelManager-animation game model manager: 3D model objects are the 

foundation of 3D animation games. For example, animation game scenes and animation 

game characters, etc. are all created by 3D model objects. The function of the animation 

game ModelManager is to centrally manage all animation game model objects. This 

contains three main categories of objects, BasicModel (PlayerBasic and EnemyBasic are 

inherited from BasicModel), ModelManager and CollisionManager. The three 

categories are introduced below. BasicModel represents the basic model object category 

in animation games and other model objects will inherit from it. The purpose of 

establishing BasicModel is to unify the parts shared by all model objects in the 

animation games. This approach can avoid the issue of redefining the model objects 

each time, as shown in Fig. 5. When creating a new model object, allow it to inherit the 

BasicModel, then, the new model object can have the basic data and functions of the 

BasicModel and expand them as required. For example, PlayerBasic is the extension of 
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the model object representing the player and EnemyBasic is the extension of the model 

object representing the enemy. 

 

Fig. 5 A new model object inherited from BasicModel 

4.2. AI system Program Description 

The AI system of this study uses three AI technologies: FSM, FuSM and neural 

network-like technology. Since the FSM and the FuSM are quite similar in terms of 

basic architecture, these are two technologies which are built in the same module at the 

time.  

(1) State machine module: this kind of FSM has two advantages. The first is high 

scalability. Nowadays, the scale of animation games is getting larger and the subsystems 

included in animation games are increasing. The main body of the AI systems of the 

animation game may be developed by two groups of people at the same time. In this 

case, the use of information becomes the communication method between the 

subsystems, making the subsystems independent, therefore, there is no need to worry 

about the information connection between the subsystems. The second point is to 

improve the efficiency of the system, as most AI characters are reactive. Usually, there 

is a change in the animation game that affects the behaviour of the AI character. Even if 

the AI character's behaviour does not change, the program will continue to run all the 

judgement programs, which will reduce efficiency. If the message appears, it is 

necessary to send the relevant message to the AI system when the animation game 

changes. The message-driven FSM uses messages as the driving force for transitions 

between states. In the AI system architecture, the AI manager is responsible for the 

decision-making element, while the state machine manager actually controls the state 

transition actions and state operations.  

(2) Neural network module: this type of neural network can be divided into the 

feedforward network and the recurrent network. The characteristic of this type of 

network is that each layer can only pass forward and the difference between the 

recursive network and the feedforward network is that the recursive network allows the 
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network layer to pass back. In the AI design of animation games, most people choose to 

use the feedforward network. The reason is that the feedforward network is easier to 

understand and test than the recursive network, and in terms of system performance, due 

to the feedforward network, the path does not resemble a recursive network that requires 

multiple circumventions in the network, therefore, the system performance of the 

feedforward network is also improved. Based on these reasons, this study chose to use a 

three-layer feedforward network, which is divided into three network layers as the name 

suggests, namely the input layer, the hidden layer and the output layer. 

After choosing the type of neural network, the input data, activation function, output 

data and training method must be planned: 

1. Input data: for the neural network of the AI animation game system, the amount of 

input data can be controlled to a minimum, as the relatively small volume of input data 

also means that the neural network has a higher execution rate; too much data are 

surplus to requirements. The input data may cause a gap between the output of the 

neural network and the prediction.  

2. Activation function: the activation function converts the total input value of the 

neuron into the output value of the neuron. The activation function used in this study is 

the most commonly used logistic function.  

3. Output data: the output value of the similar neural network is usually the decision 

value that represents the expected network prediction. Since the activation function used 

is a logistic function, the output value will be between 0 and 1, but the actual usable 

range is between 0.1 and 0.9, so a value around 0.1 can be regarded as inactive and a 

value around 0.9 is active. In this way, provided that the output value is judged as active, 

it is possible to determine the decision of the neural network. 

4. Training method: the purpose of training the network is to identify the weights of 

the interconnections between neurons, so that the input can achieve the expected output. 

There are two types of training methods commonly used in animation games, which are 

supervised learning and unsupervised learning. Unsupervised learning is independent 

training and does not require design. The author manually edits the training set, but the 

required technology is more sophisticated and more extensive, considering the difficulty 

and time factors, so this research chooses the easier-to-implement back-propagation 

method in supervised learning. Training is an optimization process, and the optimization 

method used by the inverse transfer method is to use the error method to minimize the 

error. This process can be divided into the following five steps. 

Step 1: establish a training set containing input data and expected output values. 

Step 2: set the initial value of the weight of the neural network to a random small 

value. 

Step 3: pass the input data of the training set into the network and allow the network 

to calculate the output value. 

Step 4: compare the output value calculated by the network with the expected output 

value and calculate the error between the two. 

Step 5: adjust the weight value to reduce the error and repeat the process until the 

error is within an acceptable range. 

In the optimization process, after calculating the cumulative error of all the input data 

in the training set and the expected output value, a judgement is made as to whether this 

has reached the acceptable range, and if not, the process is repeated. The formula for 

calculating the error is represented by formula 2 and 3, which are used by the output 



780           Rong Zhang 

 

neuron and the hidden layer neuron respectively; the input layer has no so-called error 

because the value of the neuron is given by: 
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where δ
o
 is the error of i-th output neuron in the output layer. ndi

o
 is the expected 

output value of the i-th neuron in the output layer. nci
o
 is the calculated output value of 

the i-th neuron in the output layer. δ h is the error of the i-th output neuron in the hidden 

layer. δ o is the error of the j-th output layer neuron, connected by the i-th hidden layer 

neuron. wij is the connection weight between the i-th hidden layer neuron and the j-th 

output layer neuron. n
 h

 is the calculated output value of the i-th neuron in the hidden 

layer. 

5. Implementation 

The examples of AI system implementation are used to demonstrate the effectiveness of 

modular AI systems. 

5.1. Example 1 

Example 1 will use modular animation game objects to build a working AI character 

example. The following implementation process from scratch is explained in a series of 

steps and the implementation process is divided into three parts: pre-work, setting the 

main body of the animation game and establishing the AI system. The pre-work involves 

the process of creating a new animation game project and placing modular objects. The 

main body of the animation game is established to connect various functional objects of 

the main body of the animation game and to establish the animation game flow. Finally, 

the establishment of the AI system builds the corresponding AI function objects 

according to the set AI character reactions and actions, and connects them with the main 

body of the animation game. 

(1). Pre-work: i) the first step is to create a new XNA animation game project. The 

newly created animation game project only contains Game1 and Program categories, 

and currently, the Game1 category only has a basic animation game empty structure 

without any content. 

ii) the second step is to place the module object: after creating the animation game 

project, the main body of the animation game and the AI system module objects that 

have been made previously, are placed into the project. 

(2). Setting the main body of the animation game: at present, the objects are still in 

separate conditions, therefore, it is necessary to start writing programs to connect the 

main parts of the animation game and to create players and AI characters. At this time, 

the AI characters are not connected to the AI system. The following describes the key 

programs in each object. 

i) Game1: the most important function of Game1 in an animation game relates to the 

initial components. The animation game components that need to be created are Camera, 

ModelManager and PlayerControl. Therefore, these three objects should be created at 
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the initialize function stage and added to components, so as to connect them. The main 

loop of the animation game begins to operate. After the animation game components are 

established, the associations between the components must be connected. In the 

SceneInitialize function, the player character should be the target of the Camera, then 

the player character and the AI character in the ModelManager should be linked to the 

PlayerControl. 

ii) ModelManager: creates model objects of players and AI characters in 

ModelManager, even though there is only one model object for both the player and the 

AI character. The module objects of the player and the AI character are created, then the 

state and drawing are updated with the ModelManager.  

iii) PlayerControl: there are three kinds of player behaviours set in animation games, 

moving, attacking and dodging. The update function of PlayerControl will respond to 

the player's input every time it is updated. If this is true, the action will be executed; 

actions are restricted in order.  

(3). Establishment of AI system: before establishing an AI system, the kind of AI 

roles to be established must be determined. The example below shows the creation of a 

close-range attacking AI character that includes fixed behaviours and variable 

behaviours. The AI roles linked to these behaviours are shown in Table 4. 

Table 4. Example 1 Action behaviour of AI characters 

AI character Behaviour description 

Patrol 
Without encountering a player, the AI character performs a movement 

behaviour centred on the spawn point. 

Chasing the 

player 

When the player is within visual range, the AI character pursues the action of 

approaching the player. 

Combat 

Movement 

An AI character moves around a player-centred point while within combat 

distance. 

Attack 
When within combat distance with the player, the AI character carries on the 

attack action to the player. 

Dodge 
A fast lateral move performed by an AI character when he or she is under 

attack or needs to move quickly. 

 

AI characters have five behaviour modes, which can be roughly divided into two 

parts: combat and non-combat. The combat element includes combat movement, 

attacking and dodging; the non-combat element patrols and chases the player. According 

to the aforementioned classification, the battle element is planned as a variable 

behaviour and the non-combat element as a fixed behaviour; the fixed behaviour uses an 

FSM and the variable behaviour uses a neural network. The plan is shown in Fig. 6. 

EnemyAIManager: the AI manager connects the AI role and the AI system. Firstly, 

a category EnemyOneAIManager is created that inherits the EnemyAIClass, connects 

the EnemyOneAIManager in the EnemyOne category and updates the AIManager in 

EnemyOne’s update function. As a result, EnemyOneAIManager is connected to the 

FSM. EnemyOneAIManager wishes to manage the condition information required by 

the state transition of the FSM and the input information required by the neural network. 

FSM: the connection between the AIMachine of the FSM and each state has been 

completed in EnemyOneAIManager. The following describes the two states of 
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EnemyChaseState and EnemyPatrolState; EnemyFightState uses neural networks 

internally. 

EnemyPatrolState: this state controls the AI character's patrol action centred on the 

spawn point. After entering this state, the character will first calculate the distance 

between the current position and the centre of the circle, and will store it in the length 

parameter.  

EnemyChaseState: this state controls the behaviour of the AI character chasing the 

player. The operation of this state is quite simple. Provided that the AI character is in 

this state, it will continue to move with the player as the target, until it leaves the state. 

 

Fig. 6. Example 1 AI system planning 

(4) The establishment of the AI system-neural network: the neural network in 

Example 1 is used to decide the combat behaviour of AI characters, so the neural 

network is placed in the EnemyFightState state of the AI character for use. There are 

three combat behaviours in the EnemyFightState state: move, dodge and attack. These 

three behaviours represent the output of a neural network, using input AI character 

emotions, current player actions and AI characters relative to the player. The three 

pieces of information relating to location use neural networks to determine the combat 

behaviour that should be executed, as shown in Fig. 7. 

Before using the neural network, it is necessary to train in the neural network. The 

training method used here provides a supervised learning of the training set. The method 

needs to create a training set containing input and expected output data, as shown in 

Table 5. 

The training process involves passing the input of the training set to the neural 

network to run, then comparing the obtained output with the expected output value in 

the training set to calculate the error. Then the inverse transfer method is used to update 

the weight of the input and the hidden layer; this process is repeated until all the data in 

the training set are calculated once, then, a judgement is made as to whether the 

accumulated error meets the expected value. If this is not the case, the training process is 

repeated until the error reaches the expected target. It takes time to train a neural 

network. If a large number of such training processes are repeated in an animation game, 
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this may cause delays in the animation game. Therefore, the neural network is built in 

the EnemyOne category to make the animation game in the first place. When it starts to 

read AI characters, the neural network must be trained first and the data stored 

externally, then the trained neural network data are read from the outside when the 

animation game is executed. 

 

Fig. 7. The neural network in the implementation example 1 

Table 5. Examples of training sets of neural networks 

Input Output 

AI character 

emotion 

Player's current 

movement 

Relative 

position 

Combat 

movement 
Dodge Attack 

0.0 0.1 0.1 0.1 0.9 0.1 

0.1 0.2 0.1 0.9 0.1 0.1 

0.3 0.1 0.4 0.1 0.9 0.1 

0.5 0.1 0.2 0.1 0.1 0.9 

 

Once the neural network has been built, the three combat behaviour functions, 

namely, move, attack and dodge are explained below. 

1. Combat movement: the behaviour of move control is to allow the AI character to 

circle around the player. When the player approaches, the AI character moves back to 

keep a distance from the player. 

2. Attack: the behaviour controlled by attack is an attack action. When the distance 

between the AI character and the player is greater than the attackable distance of the AI 

character, the AI character will move closer to the player and the attack action program 

will be executed when the distance is less than that. 

3. Dodge: the behaviour controlled by dodge is the act of dodging. When the 

dodgeAnim parameter is false, the current position of the AI character should first be 
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saved to the prePosition parameter and dodgeAnim set to true, to avoid changing to 

prePosition. When the canDodge parameter of the AI character is true, this means that 

the AI character is currently able to perform a dodge action. The distance between the 

AI character’s current position and the location to which it intends to move is judged, 

then the dodge action and the displacement will be performed; if the distance is 

considerable, the AI character may have already dodged when the distance was 

exceeded, therefore, the dodge action and movement are stopped at this time. The 

construction of Example 1 has been completed. 

5.2. Example 2 

Since many well conFig. parts can be used from Example 1, Example 2 will be simpler 

and faster to implement, and reuse is one of the benefits of modularity. The description 

of the settings that are will be omitted. 

5.3. Set the Main Body of the Animation Game 

The main function of the animation game is roughly the same as in Example 1. The 

difference is that in Example 2, a new spear class, inherited from BasicModel, is added. 

Spear is used to represent the spear thrown by the AI character, and the spear needs to 

be independently updated after being thrown. Therefore, a basic model series, relating to 

the spear, is set up in the ModelManager, and the spear is also added to the Update and 

Draw functions: operation and establishment of AI system-AI manager and FuSM. In the 

AI system during the implementation of Example 2, the aim was to highlight the 

modular reusability and design flexibility, therefore, during the design process, part of 

the architecture of Example 1 was combined with the new architecture of Example 2. 

The aim in the second example was to implement an AI role that was significantly 

different from the first example. Therefore, the second example selected the 

implementation of a long-range, attacking AI role. Table 7 below shows the behaviour 

list of the second AI role. 

The AI character in Example 2 has four behaviour modes: patrol, chasing the player, 

combat movement and long-range attack. The two behaviours of patrol and chasing the 

player are the examples shown in Example 1, on the one hand, to demonstrate the 

reusability and on the other hand, because the two behaviours of patrolling and chasing 

players are almost necessary behaviours for AI characters in action animation games. 

Similar to Example 1, the four behaviours are divided into the combat element and the 

non-combat element. The non-combat element also uses FSM architecture to establish 

the two behaviours of patrol and chasing the player, but the difference is the use of the 

combat element. The FuSM is used to establish the two behaviours of combat movement 

and long-range attack. Fig. 8 is the AI system planning of Example 2. 

1. EnemyAIManager: the EnemyTwoAIManager is created in the EnemyTwo category, 

as the AI manager of Example 2. The part of the EnemyTwoAIManager setting that 

connects the limited state machine is the same as in Example 1. The two states of 

EnemyPatrolState and EnemyChaseState are the objects created directly using Example 
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1. Only the combat state part is an additional EnemyFightTwoState state. The 

information processed by EnemyTwoAIManager is different from that in Example 1. 

The information here is used to determine whether the fuzzy state is enabled. The two 

states in the FuSM are based on the distance between the AI character and the player, so 

as to judge whether or not to enable, therefore, this parameter must be managed in 

EnemyTwoAIManager, in order to make the FuSM available for use.  

 

Fig. 8. Example 2 AI system planning 

The following describes the two states of EnemyFuMoveState and 

EnemyFuAttackState, respectively. 

1. EnemyFuMoveState: EnemyFuMoveState is the state of controlling the movement 

of combat. There are three behaviours. The first is to stand in one place, the second is to 

go around the centre of the circle with the player and the third is to move backwards 

when the player approaches, in an attempt to keep a distance from the player.  

2. EnemyFuAttackState: the function of the FuSM is to allow the two states of 

EnemyFuMoveState and EnemyFuAttackState to operate independently, allowing the AI 

character to attack the player at a distance while moving. The behaviour of the 

EnemyFuAttackState is very simple and involves throwing a spear at the player at a 

fixed time. 
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Combining Two Implementation Examples 

Example 2 shortens the implementation time considerably due to the modularity and 

quickly adds a new AI role by expanding Example 1. Then, the two examples are 

combined. Example 2 used many objects of Example 1 in its implementation and adds a 

small part of the program while maintaining the object structure, so Example 2 is an 

extension of Example 1. Therefore, we take Example 2 as the main body, and integrate a 

part of Example 1 in Example 2. Firstly, it is necessary to identify the objects that are 

different in Example 1 and Example 2, then the objects of both are gathered together. 

Following a comparison, the objects in Example 1, that are different from Example 2, 

are EnemyOne, EnemyOneAIManager and EnemyFightState. These three objects are 

added to the project in Example 2. The next step is to start to connect the program parts 

of the two examples. Firstly, the combination of the two examples are examined in the 

form of a framework diagram. As shown in Fig. 9, there is no conflict between the two 

examples and the only connecting part is EnemyOne. There is a link between 

EnemyTwo and ModelManager, therefore the only change required is to add a new AI 

role of EnemyOne to the EnemyModels list in ModelManager and the implementation 

of Example 2 has been completed. 

Performance Evaluation and Discussion 

This study used the XNA Game Studio, which simplifies the development of animation 

game programs in order to implement the AI system of action animation games, 

combined with AI technologies such as FSMs, FuSMs and neural networks, so that AI 

technology can be used. The results of this paper, namely, the concept of modular 

objects, allows the AI system to exhibit features such as scalability, reusability and 

design flexibility. The implementation process records and experience of this research 

can provide useful information for related research reference for both the creator and the 

producer. The research conclusions and contributions of this paper are as follows: 

1. Achievements: an AI animation game system with reusability, design flexibility 

and expandability has been built, using the concept of object-oriented modular objects. 

As a result of the use of FSMs, FuSMs and neural networks, AI technology applications 

are added to combine traditional rule-based systems and learning adaptation systems, so 

as to increase the learning ability for traditional AI roles. 

2. Two examples of AI roles with different behaviour patterns are implemented: the 

AI role behaviour in the first example is based on close-range attacks. The AI system 

architecture uses a combination of FSMs and neural networks and uses traditional rule-

based methods. In Example 1, the implementation process from scratch verifies the 

feasibility of the AI system. Example 2 is completed practically through the combination 

of various built objects and through the combination of FSMs and neural networks. AI 

performance also achieved the expected results. 

3. The AI character behaviour of the second example is aimed to be a long-range 

attack type and the combination of an FSM and an FuSM is used in the architecture of 

the AI system. The FSM element is built according to the first example. Fuzzy logic is 

used to allow the AI character to change its movement speed and movement method as 

the player approaches. The behaviour of AI characters is designed to have more 
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variability, and Example 1 is combined with Example 2 by means of simple steps, so 

that the two AI characters can be presented in the animation game at the same time. 

During the implementation of Example 2, many objects created in Example 1 were 

reused. This verifies the reusability and expandability in this research. These two 

features allow animation game designers to continuously reuse previously built objects 

and can also expand the functions of the objects to create an animation game design.  

4. When an animation game designer tries out different AI technologies, he/she 

simply needs to expand or modify the original objects, without the need for a complete 

redesign. The difference between the two examples in the AI system architecture aims to 

highlight the design flexibility achieved by this research study. Since each AI system can 

operate independently, the animation game designers can integrate different AI 

technologies according to their needs and all AI systems can operate within animation 

games at the same time without affecting one other. Therefore, this research has reached 

the expected goals in terms of the implementation results. 

5. XNA simplifies the effectiveness of animation game programming: XNA can 

simplify animation game design during the process of implementing the AI system and 

can explain and record the implementation process, so as to provide a reference for 

related researchers and producers. 

The previously created animation game module objects are used to gradually build a 

prototype animation game, and the FSM and neural network technology is used to create 

an AI character that combines fixed and variable behaviours, as demonstrated in 

Example 1. The feasibility of the AI system and the combined effect of modular objects 

are discussed. During the implementation of Example 2, another AI character was 

quickly created by following the system established in Example 1 and completed using a 

different combination of AI technologies from Example 1, which demonstrates the 

reusability of the AI system, as well as design flexibility. The combination of the two 

examples shows the independence of the AI system. Combining the above 

characteristics can allow the AI system of this study to quickly create diversified AI 

roles, enabling each AI role to have sufficient design flexibility, which is not limited to a 

fixed architecture.  
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Fig. 9 Architecture diagram after the two examples are combined 

6. Conclusion and Future work 

This study used XNA Game Studio, which simplifies the development of animation 

game programs, so as to implement the AI system of action animation games, combined 

with AI technologies such as FSMs, FuSMs and neural networks, making use of AI 

technology. The results of this paper demonstrate the concept of modular objects, which 

allow the AI system to exhibit features such as scalability, reusability and design 

flexibility. Through the implementation process, records and experience of this research 

can provide useful information for related research, both for the creator and the 

producer. The research conclusions and contributions of this paper are as follows: 

1. Achievements: an AI animation game system has been built with reusability, 

design flexibility and expandability, using the concept of object-oriented modular 

objects. By making use of FSMs, FuSMs and neural networks, AI technology 

applications are added to combine traditional rule-based systems and learning adaptation 

systems to increase the learning ability of traditional AI roles. 

2. Two examples of AI roles with different behaviour patterns are implemented: the 

AI role behaviour in the first example is based on close-range attacks and the AI system 

architecture uses a combination of FSMs and neural networks, as well as traditional rule-

based methods. In Example 1, the implementation process from scratch verifies the 

feasibility of the AI system and Example 2 is a practical example, created from a 
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combination of various built objects and the combination of FSMs and neural networks. 

AI performance has also achieved the expected results. 

3. The AI character behaviour of the Example 2 is planned to be a long-range attack 

type, and the combination of an FSM and an FuSM is used in the architecture of the AI 

system. The FSM element is built according to the first example. Fuzzy logic is used to 

allow the AI character to change its movement speed and movement method as the 

player approaches. The behaviour of AI characters is given more variability and 

Example 1 and Example 2 are combined through simple steps, so that the two AI 

characters can be presented in the animation game at the same time. During the 

implementation of Example 2, many objects created in Example 1 were reused, which 

verifies the reusability and expandability in this research. These two features allow 

animation game designers to continuously reuse previously built objects and also to 

expand the functions of the objects to create an animation game design.  

4. When an animation game designer aims to try out different AI technologies, he/she 

only needs to expand or modify the original objects without the need for a complete 

redesign. The difference between the two examples in the AI system architecture is to 

verify the design flexibility that this research expects to show. Since each AI system can 

operate independently, animation game designers can integrate different AI technologies 

according to their needs, and all AI systems can operate within animation games at the 

same time, without affecting one other. Therefore, this research has reached the 

expected research goals in the implementation results. 

5. XNA simplifies the effectiveness of animation game programming: XNA can 

simplify animation game design by implementing the AI system and explaining and 

recording the implementation process to provide a reference for related researchers and 

producers.  

The following are limitations of the AI system in this research study. 1. The lack of 

information hiding: the purpose of information hiding is to prevent the important 

information inside the object from being arbitrarily changed, since changing the 

information may damage the internal operating structure of the object. 2. The lack of a 

scripted design: at present, the parameter settings of the AI system must be directly 

modified in the program. When the animation game is large in scale, this will be costly 

in terms of compiling the project time. Future work: future research work will focus on 

the visual design of the system, as the programmers only provide technical support. The 

actual AI animation game is usually designed by the planners. If the planners in general 

have no knowledge of programming, it is relatively important to build an AI system that 

they can use. Therefore, creating a visual editor for the AI system will be one of the 

focuses of future research.  
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Abstract. Recognizing pedestrian attributes has recently obtained increasing 

attention due to its great potential in person re-identification, recommendation 

system, and other applications. Existing methods have achieved good results, but 

these methods do not fully utilize region information and the correlation between 

attributes. This paper aims at proposing a robust pedestrian attribute recognition 

framework. Specifically, we first propose an end-to-end framework for attribute 

recognition. Secondly, spatial and semantic self-attention mechanism is used for 

key points localization and bounding boxes generation. Finally, a hierarchical 

recognition strategy is proposed, the whole region is used for the global attribute 

recognition, and the relevant regions are used for the local attribute recognition. 

Experimental results on two pedestrian attribute datasets PETA and RAP show 

that the mean recognition accuracy reaches 84.63% and 82.70%. The heatmap 

analysis shows that our method can effectively improve the spatial and the 

semantic correlation between attributes. Compared with existing methods, it can 

achieve better recognition effect. 

Keywords: pedestrian attribute recognition; spatial self-attention; semantic self-

attention; deep learning. 

1. Introduction 

Visual recognition of pedestrian attributes has recently drawn a large amount of 

research attention due to its great potential applications in computer vision. Pedestrian 

attributes are defined as semantic mid-level descriptions of people, such as gender, age, 

hairstyle, body fat or thin, clothing style, and accessories. The research has achieved 

much success in many fields such as image retrieval [1,2], object recognition [3,4], and 

person re-identification [5]. It has also shown great application prospects in smart video 

surveillance and video-based business intelligence. At present, pedestrian attributes 

recognition is a great challenge, the main difficulties are: (1) poor image quality, low 

resolution, occlusion, motion blur, etc.; (2) uncontrollable interference, such as 

illumination and camera viewing angle, which aggravate the difficulties of feature 

recognition. (3) some pedestrian attribute recognition tasks require local fine-grained 

information, such as “glasses”. 
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There are some pioneering works on attribute recognition in multiple application 

scenarios. Layne et al. [6] first using Support Vector Model(SVM) to recognize 

attributes (e.g. “gender”, “backpack”) to assist pedestrian re-identification. To solve the 

attribute recognition problem in mixed scenarios, Zhu et al. [7] use boosting algorithm 

to recognize attributes. Deng et al. [8] construct the pedestrian attribute database 

(PETA) and utilize SVM and Markov Random Field to recognize attributes. However, 

these methods [9,10,11] use handcraft features, which cannot recognize the attributes 

effectively. Due to the outstanding performance of CNN in computer vision tasks, some 

researchers have tried to use it for pedestrian attribute recognition. [12] proposed CNN-

based methods DeepSAR and DeepMAR for pedestrian attribute recognition to achieve 

better results. [13] proposed segment the pedestrian into multiple parts, and then 

recognize the attributes of each part. However, these simple methods cannot accurately 

segment pedestrians and require pre-processing of images. In addition, the correlation 

among attributes is ignored, which is very important to attributes recognition. For 

example, longhair feature has a higher probability for women than men, so the hair 

length could help to recognize the gender. Siddiquie et al. Zhang et al. [14] propose a 

pose aligned neural networks to recognize pedestrian attributes (e.g. age, gender) on 

images in multiple scenarios. The method poselets[15] decompose the image into a set 

of parts, which provide a robust distributed representation of a person, attributes can be 

inferred without explicitly localizing body parts. Although Pedestrian attributes 

recognition has been studied for years, it is still a quite challenge in real application 

environments. Pedestrian attribute recognition includes both local fine-grained and 

global feature recognition. In low-resolution images, some local attributes (such as 

glasses) occupy a small area, and the attributes need to be identified through fine-

grained features, some abstract attributes (such as gender) need to be judged by overall 

features. At the same time, some attributes are spatial correlation, and some attributes 

are semantical correlation (such as gender attributes and skirt attributes), it can be used 

to improve the recognition effect between attributes.  

To overcome the shortcomings of current pedestrian attribute recognition, this paper 

designs a dual self-attention convolution neural network (CNN) is proposed. In the 

work, the spatial and semantic self-attention are used for locating key regions, and the 

key regions are paid more attention to pedestrian attributes recognized. Secondly, using 

the relationship between attributes to improve the recognition accuracy. The proposed 

methods obtain state-of-the-art results on datasets PETA and RAP. 

In this paper, there are three contributions. 

(1) An end-to-end pedestrian attribute recognition framework is proposed. feature 

extraction, key points location, and pedestrian attributes recognition form an end-to-end 

network. 

(2) The dual attention mechanism is proposed. Spatial self-attention is used for 

finding out pedestrian attributes from regions, and semantic self-attention is used to 

obtain the constraints among attributes. 

(3) A hierarchical recognition strategy is proposed. We classify the pedestrian 

attributes as global (such as gender and age) and local (such as hairstyle and has glass), 

the whole regions are used for the global attribute recognition, and the partial regions 

are used for the local attribute recognition. 

The organization of the rest of this paper is as follows. In Section II, we introduce the 

research and development of pedestrian attribute recognition. In Section III, the 

pedestrian attribute recognition framework is introduced in particular. In this section, 
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we divide the methods into several parts and discuss detailed process in each part 

respectively. The experiments are carried on the benchmark dataset and the 

experimental results are analysed in Section IV. In Section VI, we give a conclusion.  

2. Related Work 

Pedestrian attribute recognition is important to research in computer vision. Given a 

person’s image, pedestrian attribute recognition aims to predict a group of attributes to 

describe the characteristics of the person from a pre-defined attribute list. In the past 

decade, researchers have done a lot of research on pedestrian attribute recognition, and 

many methods have achieved good results, which can be divided into two groups: hand-

crafted features and deep learning-based methods.  

2.1.  Pedestrian Attribute Recognition with Hand-Crafted Features 

Pedestrian attributes were first used for human recognition by [16], the person image is 

divided into multiple regions, and each region is associated with a classifier based on 

Haar-like features. Then, the attribute information is used to retrieve surveillance video 

streams. The approach proposed by [10] extracts a 2784 dimensional low-level color 

and texture feature vector for each image and trains an SVM for each attribute. The 

attributes are further used as a mid-level representation to help person re-identification. 

[17] introduced the pedestrian attribute database APiS. Their method determines the 

upper and lower body regions according to the average image and extracts color and 

gradient histogram features (HSV, MB-LBP, HOG) in these two regions, then, an 

Adaboost classifier is trained to recognize attributes. The drawback of these approaches 

is that accuracy is low and the correlation between attributes is not considered. To 

overcome this limitation, [18] proposed an interaction model, based on Adaboost 

approach, learning an attribute interaction regressor. The final prediction is a weighted 

combination of the independent score and the interaction score. [19] constructed the 

pedestrian attribute dataset “PETA”, which uses a Markov Random Field (MRF) to 

predict the relation between attributes, attributes are recognized by exploiting the 

context of neighbouring images on the MRF-based graph. [20] uses a multilabel Multi-

layer perceptron to classify all attributes at the same time. 

2.2. Pedestrian Attribute Recognition with Deep Learning 

In recent years, deep learning has achieved success in automatic feature extraction using 

multi-layer nonlinear transformation, methods based on Convolutional Neural Network 

(CNN) models have been proposed for pedestrian recognition.[12] fine-tuned the 

CaffeNet trained on ImageNet to perform single and multiple attribute recognition. 

Sudowe et al. [21] proposed ACN(Attributes Convolutional Net), which uses an 

Alexnet network to extract features and set a classifier for each attribute to realize 

attribute recognition. Abdulnabi[22] proposed Multi-Task Convolutional Neural 

Network (MTCNN) , which shares feature pools each task corresponds to an attribute 
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recognition. The above methods only extract the overall features of pedestrians, and 

pedestrian attribute recognition can be regarded as a fine-grained multi-label 

classification task. Highlighting local attribute features can greatly improve the 

recognition effect. To enhance the significance of local features, the existing methods 

extract local features by segmenting pedestrian images. For example, [18] proposed to 

divide the pedestrian images into 15 overlapping parts where each part connects to 

several CNN pipelines with several convolution and pooling layers. Some methods 

extract the local features of trunk position and use the correlation between local features 

for attribute recognition. In method [23], the pedestrian image is horizontally cut into 

multiple regions, and the features of each region are encoded and decoded, to make the 

local features more prominent. Another way is to use the attention mechanism to 

improve the accuracy of attribute recognition by assigning feature weights. Typical 

methods include the Spatial Regularization Network (SRN)[24], which applies the 

attention mechanism to the pedestrian attribute recognition for the first time, the 

Hydraplus-Net [25] proposes a multi-directional attention mechanism, and JVRKD(Join 

Visual-semantic Reasoning and Knowledge Distillation) [26], which combines local 

feature methods and attention mechanism methods. 

2.3. Pedestrian Attribute Recognition with self-attention  

In convolutional networks for image recognition, the layers of the network perform two 

functions. The first is feature aggregation, which the convolution operation performs by 

combining features from all locations tapped by the kernel. The second function is 

feature transformation, which is performed by successive linear mappings and nonlinear 

scalar functions: these successive mappings and nonlinear operations shatter the feature 

space and give rise to complex piecewise mappings. In computer vision tasks, the 

correlation between features can effectively improve accuracy. In order to obtain 

features outside the local area, it is necessary to increase the receptive field of deep 

neurons through the stacking of convolutional layers, which will increase the 

complexity of the convolutional neural network. Inspired by the idea of a No-local mean 

de-noising filtering algorithm [27], Wang et al. [28] proposed the No-Local network for 

video classification. In the literature [29], combining Transformer and No-Local, a self-

attention mechanism was proposed to solve the problem of non-local feature 

dependence. In the task of image classification and pedestrian re-recognition, the 

literature [30, 31] used the self-attention mechanism to achieve better results. However, 

the method in the [27- 30] only uses the spatial correlation of features and does not use 

the correlation between channels. Literature [31] proves that semantic information has a 

strong correlation with channel features. [32-34] combine spatial attention and channel 

attention for image classification. 
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Fig.1. The pipeline of dual self-attention pedestrian attributes recognition. It consists of initial 

convolutional feature exaction layers, a key point localization network, an adaptive bounding box 

generator for each part, and the final attribute classification network for each part. 

3. Methods 

This paper proposes an end-to-end framework for pedestrian attributes recognition. In 

the method, high-quality, unique, and distinguishable features are obtained through 

spatial and semantic self-attention mechanisms, which are used for the pedestrian key 

points (Such as left eye, right eye, nose, left shoulder, right shoulder, etc. 17 points) are 

estimated, from the key points, the bounding boxes are generated adaptively. Instead of 

applying the transform to the whole image, we apply a spatial transform for each part 

and use the bilinear sampler to get the image features for subsequent attribute 

recognition. The whole network is learned end-to-end in a multi-task setting, attribute 

recognition as the main task and person key point prediction as to the auxiliary one. the 

framework is exemplified in Figure 1. 

3.1. Dual self-Attention CNN 

Good features are the premise for pedestrian attribute recognition. In order to obtain 

high-quality features, this paper proposes the dual attention mechanism of spatial self-

attention and semantic self-attention. The spatial self-attention mechanism is used to 

salience the features that have correlation in space, and the semantic self-attention 

mechanism is used to salience the features that have correlations in channels. The 

network structure is shown in Figure 2.  

The dual attention network is divided into four stages. From the top to the bottom of 

each subnet, the resolution of each level is gradually reduced by a multiple of 1/2, and 

the number of channels is increased by a factor of 2. The first stage consists of a high-

resolution subnet, which contains 4 linearly transformed E-ecaneck residual modules. 
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The second, third, and fourth stages are composed of an improved E-ecablock module 

and a fusion module (Non-local block) of the spatial attention mechanism. The goal is 

to extract and merge features more extensively and deeper. The E-ecaneck module and 

E-ecablock module are constructed by channel attention as the basic modules to 

maximize the acquisition of useful channel information, Then integrate the Non-local 

block module in the spatial attention mechanism based on the channel attention 

mechanism to realize the effective extraction and fusion of spatial information. Finally, 

through the up-sampling operation, the features are output to realize the task of 

detecting key points of the human body and further realize the estimation of the human 

body posture. 

Feature map
image pre-
processing

No-local 
block

E-ecaneck E-ecablock
Down 

sampling
up sampling

224X224X3 224X224X16 224X224X32

112X112X64

224X224X32 224X224X64

112X112X32112X112X32

224X224X64

56X56X64

112X112X64

56X56X64

224X224X128

112X112X128

56X56X128

224X224X128

28X28X128

Down 
sampling  

Fig 2. self-attention CNN. Features are extracted from the spatial self-attention network and 

semantic self-attention network. 

Spatial Self-attention non-Local block  

In deep learning networks, the dependency between features at different locations plays 

an important role in computer vision task. No-local has the following characteristics, 

Firstly, which calculates the features of a certain location as the weighted sum of the 

features of other locations; Secondly, which directly captures dependencies by 

calculating the interaction between any two locations, regardless of their distance; 

Third, which unfixed input size and can be embedded in many deep learning network 

structures. The non-local block structure is shown in Figure 3. 
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Fig.3. Non-local block 

The Non-local block module is the core module of the spatial domain attention model 

(Non-local Neural Networks). As a non-local spatial attention method, it is not only 

limited to the local area but operates in the global area. The calculation formula is as 

follows the equation (1) shows: 

    
 

    
                

                                    (1) 

In equation (1), i and j are some spatial bits, c(x) is the normalization factor, and x 

and y are input and output data with the same size respectively. xi is a vector, f(xi,xj) is to 

calculate the correlation function between xi and all xj. g(xj) calculate the characteristic 

value of the input signal at position j. After formula (1), formula (2) can be obtained, 

where Zi is the final output, which is the linear conversion matrix realized by the 1×1 

convolution operation. 

                                                         (2) 

In this paper, the spatial attention module (non-local block) module is used to 

improve the fusion of the second, third and fourth stages, and it is added to the fusion of 

each resolution characterization based on integrating the channel attention, as shown in 

Figure 4. Shown. The non-local block module is operated in the global region, which 

can expand the receptive field. Therefore, it can effectively extract more beneficial 

information by different resolutions used for multi-scale fusion to get a better effect. 

No-local 
block

Down 
sampling

up sampling
 

Fig.4. Integration spatial attention Integration module 
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Efficient Channel Attention network 

The ECA module is a method of capturing local cross-channel information interaction. 

It conducts cross-channel information interaction without reducing the channel 

dimension and aims to ensure computational performance and model complexity. The 

ECA module can realize information interaction between channels through one-

dimensional convolution with a convolution kernel size K, as shown in Figure 5.  

W

H

C
GAP

...

...

...

...

σ 

K=5χ 

Adaptive Selection of 
Kernel size k=Ψ(C)

 

Fig.5. ECA (Efficient Channel Attention network) structure diagram 

The output of a convolution block is χϵRH×W×C, W, H, C, represent width, height, and 

number of channels, respectively, and GAP represents global average pooling. The ECA 

module passes a one-dimensional convolution with a convolution kernel size of k. To 

realize the information exchange between channels, as shown in formula (1) Where σ is 

a Sigmoid function, C1D represents one-dimensional convolution, and k represents k 

parameter information, which is the output signal. This method of capturing cross-

channel information interaction ensures performance results and model efficiency. 

                                               (3) 
Inspiring from the method of bottleneck and basic block in ResNet network, this 

paper integrates ECABlock into the bottleneck (bottleneck) and residual (basic block) to 

get an improved E-ecablock and E-ecaneck, which replace the bottleneck module and 

basic block module of the original network, to realize cross-channel information 

interaction without reducing the channel dimension. 

E-ecablock module and E-ecaneck module 

The E-ecablock module proposed in this paper contains two ECABlock modules with 

the size of the 3×3 convolution kernel and one residual connection, as shown in Figure 

6. The E-ecaneck module includes two ECABlock modules with a size of 1×1 

convolution kernel, one ECABlock module with a size of 3×3 convolution kernel, and a 

residual connection, as shown in Figure 7. 
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Fig.6. E-ecablock 
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Fig.7. E-ecaneck 

Inspired by the literature [35], this article adds the channel attention module before 

the convolution to get better results in feature extraction. This article adds two 3×3 

convolutions in the E-ecablock module. Using ECA_Block, before each convolution, to 

obtain meaningful features by assigning attention weights to different channels of the 

input feature map. Finally, the output result after the convolution and the feature of the 

initial input is summed through the residual connection, which can obtain a better 

channel feature. In order to increase the efficiency of channel information extraction, 

the same method is adopted, adding the ECA_Block module before each layer of 

convolution in the E-ecaneck module. The channel dimension of the feature map is 

reduced and added through the ECA_Block module, multiple convolution operations 

are performed for feature extraction, which can obtain more useful feature information. 

3.2. Key Point Estimation and Adaptive Part Generation 

Key Point Estimation As shown in Figure 1, there are three fully-connected layers after 

the convolutional features, with output dimensions 2048, 2048, and 2N, respectively. 
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Here N is the number of key points. After each fc layer,the  ReLU activation function 

and drop out layer (ratio 0.5) is used. We use L2 distance loss for key point estimation, 

          
  

 , where           are the normalized ground truth and estimation for key 

point i.  

Some attributes are clearly associated with certain object parts. We encode such 

prior knowledge by specifying a subset of key points pt for each part t. For example, in 

Figure 8, for body we have Pbody = {body, head, torso, upbody, lowerbody }. The initial 

part bounding box bt = [wt,ht, xt, yt] is defined as an enlarged bounding box of key points 

in Pt, 

                                                           (4) 

   
 

 
                              

 

 
                              (5) 
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Fig.8. Adaptive bounding box generator 

Here,         is the maximum x coordinate in key points of Pt. Other notations are 

similar. w/h is the initial box’s width/height. x/y is initial box’s upper left corner. s is a 

constant scalar larger than 1.0. It is set to 1.5 in our experiment. The initial bounding 

box is then adaptively adjusted by free parameters ∆ = [∆w, ∆h, ∆x, ∆y]. The final 

bounding box is defined as [wt(1 + ∆w), ht(1 + ∆h), xt + ∆x, yt + ∆y]. To learn the 

adjustment parameters, we add one more fully connected layer (fc8_adj) to the previous 

layer (fc7), with 4 output values. This is depicted in Figure 8. The final bounding box 

could have too distorted dimensions due to the free adjustment parameters. In order to 

alleviate this issue, we introduce a bounding box aspect ratio loss as   
  

  
   

 

 
             

                                      

 

 
                        

                           
       (6) 

where α is a ratio threshold (set to 0.6 in the experiment). The loss is 0 when the 

value in bracket {}+ is less than 0. 
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1.1  Hierarchical Pedestrian Attribute Recognition 

There are some differences between various pedestrian attributes recognition, that is, 

some attributes characteristics scattered in various parts of the human body, such as 

gender, fat or thin, and other attributes characteristics are concentrated in a certain part 

of the human body, such as hairstyle. According to the characteristics scattered in the 

whole body or gathered in a local, we divided the pedestrian attributes into global and 

local. In real deployment, this can be implemented according to the pre-configuration. 

Our goal is to recognize a set of human attributes {a   A} for all the people in an 

image I in unconstrained scenes. Assume that a target person’s bounding box in I as b, 

divide human body b into a set of parts s {s   S} according to human body key points. 

Probability is used to determine whether an attribute exists, this is, estimated the 

probability of existence of attribute a on the target person given by measurements V. 

The attributes are recognized from both human body b and parts S. The measurements V 

is defined as V = {b, S, I}. Formula 8 is used to evaluate for each attribute a the 

conditional probability from the given measurements V : 

                 
                    

                              (8) 
where φ(b; I) is the extracted fc7 features from region b in image I, while wa,· are the 

scoring weights of attribute a for different regions. 
The scoring terms for person bounding box b and parts {s   S} form the basis of our 

model and are shown on the upper two paths in Fig. 8. Their sum can be regarded as a 

pose-normalized deep representation at the score level. Such score fusion is found to be 

more effective than feature fusion in our task because the latter would generate a very 

large feature vector from the many parts and overfits easily. In our CNN, the scoring 

weights and feature vectors are jointly learned for all attributes a   A. 

Note for the part set S, we select the most informative part s for each attribute by a 

max score operation and only add the maximum to the final attribute score. This is 

because human attribute signals often reside in different body parts, so not all parts 

should be responsible for recognizing one particular attribute. For example, the head 

part can hardly be used to infer the “long pants” attribute. Through the max pooling of 

part scores, we are now able to capture those distributed attribute signals from the rich 

part collection. 

4. Experiments 

In this paper, the model training is divided into two stages: first, key point detection 

model is trained with COCO2017 dataset, and then attribute recognition model is 

trained with PETA and RAP dataset.  

1.2 Data Set and Evaluation Indicators  

COCO2017 dataset has 17 key points of human posture, it contains 200000 images, 

250000 images with 17 key points. 57000 images are used for training, 5000 images are 

used for validate, 20000 images are used for test. The 17 key points are nose, right eye, 

left eye, right ear, left ear, right shoulder, right elbow, right wrist, left shoulder, left 

elbow, left wrist, right hip, right knee, right ankle, left hip, left knee, left ankle. 
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Table 1. Thirty-five attributes of PETA dataset 

No attribute No attribute 
1 accessory Muffler 19 carryingMessengerBag 

2 personalLarger60 20 personalLess45 

3 accessoryHat 21 lowerBodyJeans 

4 personalMale 22 carryingBackpack 

5 hairLong 23 footwearShoes 

6 footwearLeatherShoes 24 upperBodyTshirt 

7 upperBodyPlaid 25 lowerBodyShortSkirt 

8 personalLess60 26 footwearSneaker 

9 personalLess30 27 carryingNothing 

10 upperBodyShortSleeve 28 upperBodyJacket 

11 accessoryNothing 29 carryingOther 

12 carryingPlasticBags 30 lowerBodyShorts 

13 upperBodyFormal 31 accessorySunglasses 

14 upperBodyOther 32 upperBodyThinStripes 

15 upperBodyCasual 33 footwearSandals 

16 lowerBodyFormal 34 upperBodyLogo 

17 lowerBodyCasual 35 upperBodyVNeck 

18 lowerBodyTrousers   

Table 2. Fifty-one attributes of RAP dataset 

No attribute No attribute 
1 Female 27 lb-Dress 

2 Clerk 28 attach-Backpack 

3 ub-Vest 29 attach-SingleShoulderBag 

4 lb-TightTrousers 30 attach-Other 

5 lb-Jeans 31 attach-HandBag 

6 Customer 32 ub-Jacket 

7 shoes-Boots 33 ub-ShortSleeve 

8 action-Calling 34 Age31-45 

9 lb-LongTrousers 35 Age17-30 

10 lb-Skirt 36 action-Pulling 

11 hs-LongHair 37 ub-TShirt 

12 ub-TShirt 38 shoes-Sport 

13 shoes-Leather 39 ub-Tight 

14 hs-Glasses 40 attach-PlasticBag 

15 action-Pusing 41 action-Gathering 

16 hs-Hat 42 attach-PaperBag 

17 hs-BaldHead 43 action-Holding 

18 hs-BlackHair 44 ub-Sweater 

19 AgeLess16 45 hs-Muffler 

20 ub-Colton 46 BodyFat 

21 ub-SuitUp 47 action-CarrybyArm 

22 action-CarrybyHand 48 shoes-Casual 

23 attach-HandTrunk 49 BodyThin 

24 lb-ShortSkirt 50 BodyNormal 

25 shoes-Cloth 51 action-Talking 

26 attach-Box   

 

The PETA dataset consists of 19,000 people images collected from 10 small-scale 

pedestrian datasets. The entire data set is randomly divided into three non-overlapping 

parts: 9500 for training, 1900 for verification, and 7600 for testing. Due to the 

imbalance of attribute samples, attributes with a sample ratio of more than 5% in the 35 
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attribute labels are generally selected for evaluation. The 35 attributes are shown in 

Table 1. 

The RAP data set contains 41,585 images from 26 indoor monitoring cameras, and 

each image has 69 binary attributes and 3 multi-category attributes. According to the 

official agreement, the entire data set is divided into 33,268 training images and 8,317 

test images. The recognition performance of 51 binary attributes is evaluated. The 51 

attributes are shown in Table 2. 

The evaluation indicators for quantitative comparison use the general label-based 

mean Accuracy (mA) indicator and the Example-based accuracy rate (Accuracy, Acc) 

indicator and precision rate (Precision, Prec) index, recall rate (Recall, Rec) index and 

F1 value index. 

4.1. Comparative Experiment 

This article compares two sets of experiments: Experiment 1 compares the benchmark 

network Base-CNN and the various modules proposed in this article on the two data set 

test sets; Experiment 2 compares the model in this article with some current pedestrian 

attribute recognition models Comparison of quantitative evaluation index results. 

Experiment Related Settings 

In this experiment, the COCO2017, RAP, and PETA image data sets will be cropped 

with the hip of the human body as centre, and adjusted to a fixed ratio of 4:3 for height 

and width, the size of the image being cropped to 256 × 192. Dataset are used for 

backbone network training for efficient and accurate human key point detection. In this 

experiment, the SGD optimizer is selected to optimize the model. The training epochs is 

set to 200, the training batch size is set to 20, and the learning rate is 0.001. Pedestrian 

attribute features and key points recognition share the feature map obtained by the 

backbone network. The feature map of each bounding box is pooled to obtain a 

7x7x128 matrix through the corresponding backbone area features. The process of 

pedestrian attribute recognition training will fix the parameters of the backbone 

network, and only optimize the parameters of the full link layer. SGD optimization 

method is used in the training process, with an initial learning rate of 0.001. The whole 

system is trained and validate based on the pytorch deep learning framework. 

Method validity experiment 

In this group of experiments, this paper adds non-local, E-ecablock, and E-ecaneck 

on the reference network Base-CNN respectively to compare and verify that each 

method recognizes attributes. The experimental results on the PETA and RAP data sets 

are shown in Table 3. The content in bold in the table indicates the best result under this 

index. It can be seen from Table 3 that after the non-local block, on the two data sets, 

the mA index increased by 1.57 percentage points and 1.94 percentage points 

respectively compared with the benchmark model; Adding the E-ecablock can also 

make the recognition effect of the model have a small gain (mA index gain ranges are 
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0.42 percentage points and 0.26 percentage points respectively); on the basis of adding 

E-ecaneck module proposed in this article, the value of each evaluation index can be 

improved in the two data sets, and the mA index has increased by 1.92 and 1.85 

respectively. In general, compared with the benchmark model Base-CNN, the mA index 

on the PETA and RAP data sets has increased by 5.91 percentage points and 6.05 

percentage points, respectively. In Figure 9, by comparing the recognition accuracy 

rates of the benchmark model Base-CNN and this model in the 35 attributes of the 

PETA dataset and the 51 attributes of the RAP dataset, it can be seen that the model in 

this paper has a recognition effect on most attributes. The improvement, especially 

attributes with a small number of samples in dataset, is more obvious. The Y-axis in 

Figure 4 represents the accuracy of recognition, and the X-axis represents the attribute 

number, which corresponds to the attribute numbers in Table 1 and Table 2, 

respectively. 

 

(a) PETA 

 

(b) RAP 

Fig. 9. The recognition accuracy of each attribute on PETA and RAP of the benchmark model 

and our model 
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Table 3. Effectiveness comparison of different modules on PETA dataset 

Model mA Prec Rec F1 
Base-CNN 80.72 85.42 81.76 83.55 
Base-CNN +non_local 82.29 83.41 82.49 82.95 
Base-CNN+non_local+ E-ecablock 82.71 83.87 84.21 84.04 
Base-CNN +non_local + E-ecablock + E-ecaneck 86.63 86.79 85.73 86.26 

Table 4. Effectiveness comparison of different modules on RAP dataset 

Model mA Prec Rec F1 
Base-CNN 76.65 76.93 76.93 76.93 
Base-CNN +non_local 78.59 78.16 78.85 78.5 
Base-CNN+non_local+ E-ecablock 78.85 78.36 79.25 78.8 
Base-CNN +non_local + E-ecablock + E-ecaneck 82.70 81.85 83.82 82.82 

Comparison with other models 

Talbe 5. Effect comparison of different models on PETA  unit:% 

model mA Prec Rec F1 

DeepMAR 82.89 83.68 83.14 83.41 

HPNet 81.77 84.82 83.24 84.02 

PGDM 82.97 86.86 84.68 85.76 

MPAR 83.57 86.19 85.07 85.63 

IA2Net 84.13 85.73 86.07 85.90 

Our model 86.63 87.79 85.73 86.75 

Talbe 6. Effect comparison of different models on RAP  unit:% 

model mA Prec Rec F1 

DeepMAR 73.79 74.92 76.21 75.56 

HPNet 76.12 77.33 78.79 78.05 

PGDM 74.31 78.86 75.90 77.35 

LGNet 78.68 80.36 79.82 80.09 

MPAR 75.64 78.29 79.23 78.76 

VSGR 77.91 82.05 80.64 81.34 

RCRA 78.47 82.67 76.65 79.55 

IA2Net 77.44 79.01 77.45 78.22 

Our model 82.70 81.85 83.82 82.82 

Many models are based on PETA and RAP dataset for pedestrian attribute recognition,  

mainly including PGDM (Posed Guided Deep Model) [13], VSGR (Visual-Semantic 

Graph Reasoning net) [36], HPNet (Hydra Plus Net) [25], DeepMAR (Deep Multi-

Attribute Recognization model) [12], LGNet (Location Guided Network) [37], MPAR 

(Multistage Pedestrian Attribute Recognition method) [38], RCRA (Recurrent 

Convolutional and Recurrent Attention model) [39] And IA
2
Net (Image-Attribute 

reciprocally guided Attention Network) [40]. Among them, DeepMAR only extracts the 

global features of pedestrians. PGDM and LGNet extract the local features of different 

parts of pedestrians through the pedestrian local area network. RCRA and IA
2
Net apply 

the attention mechanism to the network model. The bold font in the table 5 and 6 means 
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the best result. From Table 5 and Table 6, we can see that our model has strong 

competitiveness in mean accuracy, precision and F1 in PETA and RAP dataset. The 

mean accuracy of attribute recognition on PETA and RAP datasets reached 86.63% and 

82.70%, superior to the existing models. 

Sample recognition analysis: 

Figure 10 shows 8 images labelled a-h. The histogram is the prediction results of  our 

model and StrongBaseline [41]. The horizontal axis of the histogram represents the 

predicted attribute, the vertical axis represents the probability of predicted attribute. The 

blue bar is the probability predicted by the our model, and the orange bar is the 

probability predicted by the StrongBaseline model. For the attributes of clear samples, 

such as samples a, c, and e, both methods have excellent and similar prediction results. 

For the attributes of blurry and occluded samples, such as the g sample is blurry and the 

‘ShoulderBag’ attribute is occluded by body, the prediction probabilities of our model 

and StrongBaseline are only 0.0033 and 0.0027, which are shown zero on the 

histogram. In addition, Not only we found that the attribute with high resolution, such as 

‘Back’, ’UpperLogo’, ’Trousers’, ‘Age’, ‘ Side’, etc. have excellent prediction 

probability by our model, but also the ‘Back’ attribute of sample d and f, the ‘Side’ 

attribute of sample g and h, the prediction results of our model are much higher than 

StrongBaseline. Based on these, we infer that the spatial self-attention module in our 

model network plays an important role in capturing the global contextual information 

and improving the recognition accuracy of the model. 

(a) (b)
(c) (d)

(e) (f) (g) (h)
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Fig.10. Comparison of pedestrian attribute recognition accuracy. The accuracy of our model is 

significantly higher than StrongBaseline on low quality image 

Sample heatmap analysis: 

To better understanding where the model focuses on, we visualize these localization 

results in Figure 11, which shows randomly selected samples on the RAP dataset. Based 

on our model: (1) The two groups a and b are ‘Skirt’ positive and ‘BackPack’ positive, 

respectively. Samples a.1 and b.1 are the areas that the main network Base-CNN focus 
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on, a.2 and b.2 are the areas that are concerned after dual self-attention. We can observe 

that the attribute regions of interest are more complete after dual self-attention model. 

(2) The two groups c and d are ’LongSleeve’ negative and ’BackPack’ negative, 

respectively. c.1 and d.1 are the areas of interest for the main network Base-CNN, c.2 

and d.2 are the regions of interest after dual self-attention model. We observe that the 

former focuses on invalid regions, while the latter does not pay attention to any regions. 

From Figure 12 the results can be seen, (1) Group e is ‘Skirt’ positive; e.1 and e.2 are 

the regions concerned by StrongBaseline and our model. We can observe that most of 

the regions concerned by StrongBaseline are invalid, while our model basically pays 

attention to all regions of the ‘Skirt’.(2) Group f is ’BackPack’ negative. Similarly, f.1 

and f.2 are the regions that StrongBaseline and our model focus on respectively. As 

analysed above, StrongBaseline pays attention to an invalid region, while our model 

does not focus on any regions. According to these, we infer that our model will first 

predict an attention region for positive or negative attribute, and then strengthen the 

attention region for positive attribute or weaken the attention region for negative 

attribute by dual self-attention, such as groups a and c. 

(a)

(a.1) (a.2)

(b)

(b.1) (b.2)

(c)

(c.1) (c.2)

 

Fig.11. Heatmap of Base-CNN and our model on samples. 

(d)

(d.1) (d.2)

(e)

(e.1) (e.2)

(f)

(f.1) (f.2)

 

Fig.12. Heatmap of StrongBaseline and our model on samples. 
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5. Conclusions 

According to the semantic correlation between pedestrian attributes and the spatial 

correlation between each attribute and body parts, this paper proposes to use spatial self-

attention mechanism to extract spatial dependent features, and the channel self-attention 

mechanism to extract semantic relevance of features between channels. Use Non-Local 

network structure to highlight important features and weaken unimportant features Two 

attention modules, E-eaclock and E-ecanenck, are designed as the basic modules to 

form a feature extraction network, which can effectively improve the representation 

ability of spatial and semantic features. The key points of pedestrians and five bounding 

boxes of body part are extracted through feature extraction in the previous stage. The 

accuracy of attribute recognition is improved by making full use of attribute space and 

semantic constraints in attribute recognition. The experimental results show that the 

model in this paper can improve the recognition effect of attributes in both the PETA 

and RAP pedestrian attribute data sets. Through the analysis of the heat map of the 

experimental results, it can be seen that our model will first predict an attention region 

for positive or negative attribute, and then strengthen the attention region for positive 

attribute or weaken the attention region for negative attribute by dual self-attention. This 

method is important for pedestrian attribute recognition and can be applied to various 

practical applications. 
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Abstract. Halftone image is widely used in printing and scanning equipment. It
is significant for the halftone image to be preserved and processed. For the dif-
ferent resolution of the display devices, the processing and displaying of halftone
image are faced with great challenges, such as Moore pattern and image blur-
ring. The inverse halftone technique is required to remove the halftone screen. In
this paper, we propose an inverse halftone algorithm based on sparse representa-
tion with the dictionary learned by two steps: deconvolution and sparse optimiza-
tion in the transform domain to remove the noise. The main contributions of this
paper include three aspects: first, we analysis the denoising effects for different
training sets and the dictionary; Then we propose the denoising algorithm through
adaptively learning the dictionary, which iteratively remove the noise of the train-
ing set and improve the dictionary; Then the inverse halftone algorithm is pro-
posed. Finally, we verify that the noise level in the error diffusion linear model
is fixed, and the noise level is only related to the diffusion operator. Experimental
results show that the proposed algorithm has better PSNR and visual performance
than state-of-the-art methods. The codes and constructed models are available at
https://github.com/juneryoung2022/IH-WNNM.

Keywords: inverse halftoning, deconvolution, sparse representation, error diffu-
sion.

1. Introduction

Halftone technology converts a continuous tone image into the binary version. Image
halftoning can be seen as a map from RN to {0, 1}N , where N is the dimension of im-
age sizes. Image halftone algorithm is widely used in the scanning and printing process of
newspaper, book, magazine and fax. Ordered dithering and error diffusion is the two main
methods of halftoning [7,11], Fig. 1 (a) shows the halftone images that generated from the
continuous tone color image with size of 256× 256× 3 by using ordered dithering filter,
which is the left part of Eq. (1). While Fig. 1 (b) and (c) are the halftone version by using
error diffusion methods with Floyd and Jarvis halftone filters respectively. In the ordered
dithering method, the halftone image is generated by comparing the pixels between the
original image and the filter matrix correspondingly. The error diffusion technique com-
pares the image pixel value with a fixed threshold value, and diffuses the quantization
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error into the neighbor pixels according to the weights. Floyd and Jarvis proposed the
error diffusion algorithms with different filter generators [6, 9]. which are the middle and
right parts of Eq. (1) respectively. Kite et al. proposed the linear model that simulate the
error diffusion filter, and pointed out that error diffusion halftone image can be regarded
as a convoluted continues tone image plus the noise. It is necessary to inverse the halftone
image to continuous tone for the halftone version does not contain detail information of
image and with bad visual defect. And the halftone image is not easy to be processed.
For example, the halftone image should be inverse halftoned in the scanning process. In
this paper, we proposed an effective inverse halftone algorithm, which reconstructs the
continuous tone image form the halftone version.

(a) (b) (c)

Fig. 1. The ordered dithering halftone image (a), Floyd and Jarvis error diffusion
halftone images (b) and (c) generated from the color Lena image with the filters in
Eq. (1) respectively
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2. Related work

There are not effective inverse halftone methods and the noise removal algorithms are still
the normally traditional approaches. Gaussian low-pass filtering inverse halftone [3] is a
simple and fast method, but it cannot retain image edge and texture information effec-
tively. The wavelet based methods reconstruct the inverse halftone image by transforming
and processing the image in the wavelet domain [13, 22], in which the literature [22]
divides the inverse halftone procedure into two steps: deconvolution and denoising. Liter-
ature [16] proposed the nonlocal regularization inverse halftone method, which contains
two regularization procedure: the first one is total variation (TV) regularization based
on the BM3D denoising algorithm; the second one is the post-processing by using the
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non-local regularization. The literature [25] descreens the image through training the de-
screening model, which contains two nonlinear operators: one is resolution synthesis-
based denoising (RSD); and the other is SUSAN filtering. Literature [26] uses trained
double dictionaries to reconstruct the continuous tone image. The two dictionaries are
trained by the continuous image and the halftone version respectively, which using the
same coefficient. The coefficient getting by the halftone image multiplies the dictionary
trained using the continuous image, which can directly output the inverse halftone image.
With the successful application of deep learning in image processing, the neural-network
based methods have also been proposed and used in image inverse halftone reconstruc-
tion [8,10,15,17,24,27,28], which are in full using the prior information of inner images.
Literature [34] address the inverse Halftone Colorization task, which tries to recover col-
orful images from black and white halftone prints, and can be treated as the joint problem
of inverse halftone and colorization. In this literature the inverse halftone network archi-
tecture is extended from the state-of-the-art PRL model [32] where its content aggregation
for synthesizing the global tone is replaced by a 7-layers U-Net to better support the ana-
log halftoning. These methods directly train a map from halftone image to continuous tone
image. And the map is used to inverse the halftone image. Sparse based methods [19,35],
feature selection or fusing methods [36, 37], Seeded random walk [30] and evolutionary
algorithm [18] are machine learning based approaches, which show their well perfor-
mance in classification and optimization problems. The approaches of machine learning
and deep learning can directly inverse halftoning images without known the halftone fil-
ters. Although the results of these methods are well, but the training procedure is usually
time consuming.

For the above problems, we need to find an effective algorithm to remove the halftone
noise. Kite proposed the linear model of error diffusion and points out that the error dif-
fusion halftone images can be seen as the combination of continuous tone image and add
noises [11, 12]. Then the continuous tone image is obtained after denoising. There are
three contributions in this paper listed as follows.

Firstly, we proposed an adaptive denoising algorithm based on sparse representation
with trained dictionaries. By removing the noise of training image patches, the cleaning
dictionaries can be output. In this way, both the cleaner dictionary and image can be got
for several times training. Secondly, we proposed an inverse halftone algorithm. Similarly
with the literature [22], we deconvolute the halftone image and output the continuous
tone image with noise. Then we denoise the image by using the updated dictionaries in
an iterative way. Thirdly, the gain in the linear error diffusion model proposed by Kite is
a constant, which only relative with the operator of the linear model. We point out and
verify experimentally that the noise level (denoted as σ) of the halftone image is also a
constant.

The reasons for the better performance of our method can be explained that the clean
image patches can get clean dictionary with good sparse representation ability compared
with wavelet transformations [1, 5]. And the output continuous image is the combination
of the dictionary atoms. It is obviously that cleaner dictionary can be result in clean image.
Here we use the patches of the denoised image to train the dictionary adaptively, where
the patches size is 8× 8 (the dimension size of the atom is 64). We improve the denoising
performance for the image by removing the noise in the dictionary in each iteration.
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3. Error diffusion linear model and deconvolution

3.1. Error diffusion model

Error diffusion halftone method is to quantify the gray image into halftone image with
only two gray levels. The error diffusion model proposed by Floyd is shown as Fig. 2 (a),
where x(n1, n2) is the continuous tone image, (n1, n2) denotes the coordinates, z(n1, n2)
is the halftone image, x′(n1, n2) is generated by diffusing the error e(n1, n2) to the neigh-
bor of x(n1, n2) by the filter H . And H is the impulse response of h(n1, n2). Different
H can result in different error diffusion algorithms, such as Floyd and Jarvis error diffu-
sion algorithm. The quantization error is diffused according to the weight in the neighbor
field of the dot. The quantization model is nonlinear for using the quantizer to generate
the halftone image. Kite et al. proposed the approximate linear model, which using a gain
module K and additive white noise γ(n1, n2) to simulate the effects of quantizer. The
linear model is shown as Fig. 2 (b), using which the halftone image z(n1, n2) can be
denoted by the gray level image x(n1, n2) and the additive white noise γ(n1, n2).

z(n1, n2) = Px(n1, n2) +Qγ(n1, n2) = (p ∗ x)(n1, n2) + (q ∗ γ)(n1, n2) (2)

where ∗ denotes the convolution operator, P and Q denote the linear time invariant (LTI)
system.

(a) (b)

Fig. 2. Error diffusion model. The former is nonlinear error diffusion and the other is
linear one

3.2. Halftone image deconvolution

The inverse halftone can be seen as a classic deconvolution problem. With the noise level
Qγ(n1, n2), The gray image x(n1, n2) can be obtained from the deconvolution of the
halftoning image z(n1, n2) and the filter operator P . Kite et al. proposed the linear model
of error diffusion.

Z(f1, f2) =
KX(f1, f2) + (1−H(f1, f2))R(f1, f2)

1 + (K − 1)H(f1, f2)
(3)

when

P (f1, f2) =
K

1 + (K − 1)H(f1, f2)
, Q(f1, f2) =

1−H(f1, f2)

1 + (K − 1)H(f1, f2)



Inverse Halftoning Based on Sparse... 817

then
Z(f1, f2) = P (f1, f2)X(f1, f2) +Q(f1, f2)R(f1, f2) (4)

from Eq. (4) we can get the following equation.

P−1(f1, f2)Z(f1, f2) = X(f1, f2) + P−1(f1, f2)Q(f1, f2)R(f1, f2) (5)

Transforming Eq. (5) in Fourier domain, we can get the Eq. (6)

P−1z(n1, n2) = x(n1, n2) + P−1Qγ(n1, n2) (6)

where the P (f1, f2) and Q(f1, f2) are the responses of P and Q in the frequency domain,
which are the transformed functions of the signal and the noising respectively. P (f1, f2),
Q(f1, f2), H(f1, f2), X(f1, f2), Z(f1, f2) and R(f1, f2) are the 2D Fourier transforma-
tion of p(n1, n2), q(n1, n2), h(n1, n2), x(n1, n2), z(n1, n2) and γ(n1, n2) respectively.
Giving the error diffusion methods, such as the h(n1, n2), K is constant for different
images [12]. Such as K ≈ 2.03 for the Floyd error diffusion method and K ≈ 4.45
for Jarvis method. We will verify that the noise γ(n1, n2) and the noise level are both
constants for the error diffusion method. Inverse halftone can be regarded as the decon-
volution of halftone image. The deconvolution algorithm of halftone image includes the
following two steps.
Step 1: Convolution operation:
According to Eq. (2) and Eq. (3), the estimate noise image y(n1, n2) of the input x(n1, n2)
can be got.

y(n1, n2) = P−1z(n1, n2) = x(n1, n2) + P−1Qγ(n1, n2) (7)

Step 2: Denoising in the transform domain:
The Energy of the discontinuous edge of the image is distributed in many Fourier trans-
form coefficients, while the deconvolution technology based on Fourier transform will
result in ringing and blurring artifacts. This is the uneconomical representation of Fourier
transform, where the coefficients are easy to confusion with noise. And the wavelet trans-
form can provide a compact image edge sharpening representation. Therefore Neelamani
et al. used the Wavelet transform to denoise [22]. The sparse representation based on
the compact dictionary, which is more economical comparing the wavelet one [1, 5]. We
inverse the halftone image by using the sparse representation method based on the dictio-
nary learning by using the K-SVD algorithm. The inverse halftone model can be shown
in Fig. 3

Fig. 3. Image inverse halftoning model
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4. Image denoising based on sparse representation

4.1. Sparse and redundant representation of images

In recent years, the theory and application of sparse representation have been developed
continuously [4, 23]. Sparse representation has achieved good results in such aspects as
image restoration [21], denoising [5], super-resolution [33], face recognition [31] and so
on. After transforming under the basis function, the signal can be expressed as a few
non-zero coefficients, while most of the coefficients are zero or close to zero, then the
signal is sparse or sparsely represented. The basic functions include Fourier transform
(FFT), discrete cosine transform (DCT) and various wavelet transform. The method of
optimal directions (MOD) has drawn renewed attention [2], which training a dictionary
by using the signal vectors. The K-SVD algorithm [1] can train an completely dictionary
adaptively and has a good sparse signal representation capability. Some methods such as
sparse coding proposed by H. Lee [14], online dictionary learning proposed by Julien [20]
and so on, can improve the calculation speed while maintaining well sparse capability.

4.2. Image patch denoising based on sparse representation

The literature [5] uses the image patches with size
√
n ×

√
n, n = 8, to construct a

redundant dictionary with size n × k, k > n. The sparse representation model show that
each image patch x can be sparse represented

α̂ = argmin
α

∥α∥0 s.t. Dα ≈ x (8)

where the coefficient α̂ is sparse, that is ∥α∥0 ≪ n. The ∥α∥0 denotes the number of
non-zeros of α.

Assuming that x is sparse and polluted by additive zero-mean Gaussian noise of mean
square error σ, the corresponding noisy image block y is obtained. For this image block,
the following equation can be used to denoise

α̂ = argmin
α

∥α∥0 s.t. ∥Dα− x∥22 ≤ T (9)

where T is defined by ε and σ, and the denoised image is x̂ = Dα. Eq. (9) becomes the
following form by changing the restriction to the penalty term

α̂ = argmin
α

∥Dα− y∥22 + µ∥α∥0 (10)

The above optimization problem is an NP hard problem. Matching and Baise Pursuit algo-
rithms [2] can be very efficient in obtaining an approximate solution. Since Orthonormal
Matching Pursuit (OMP) algorithm [29] is simple and effective, this paper chooses OMP
algorithm to solve it.

4.3. Image denoising based on sparse representation

Based on the model in above section the image X with size of
√
N ×

√
N ,N ≫ n, can

be denoised by dividing into (
√
N −

√
n + 1) × (

√
N −

√
n + 1) patches. The image
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Algorithm 1 Image Denoising Based on Sparse Representation
Input: Giving image Y with addition Gauss white noise (the standard variance is σ).
Parameters: m is the number of iterations, and λ is the Lagrange operator.

1: Initialization: X = Y , D = complete DCT dictionary.
2: Updating the following two phases alternately for m times.

– update the sparsity coefficient {αij}: suppose D and X are constant, resolve the following
formulation by using OMP algorithm, get the sparse coefficients of each image patches.

α̂ij = argmin
α

∥Dα−RijX∥22 + µ∥α∥0 (12)

– update the dictionary D: suppose X is constant, updating both the atom of the dictionary
D and the corresponding coefficient {αij} by decomposing the singular values of the error
matrix.

3: updating the image X: iteratively updating {αij} and D, the denoised image can be output by
optimizing the formulation

X̂ = argmin
X

∥X − Y ∥22 +
∑

ij
∥Dαij −RijX∥22 (13)

Eq. (13) is a simple quadratic term

X̂ = (λI +
∑

ij
RT

ijRij)
−1(λY +

∑
ij
RT

ijDα̂ij) (14)

Output: X̂

denoising problem can be solved through optimizing the following equation with three
penalty terms [5].

{α̂ij , X̂} = arg min
αij ,x

λ∥X − Y ∥22 +
∑

ij
µij∥αij∥0 +

∑
ij
∥Dαij −RijX∥22 (11)

where the first term requests that the observing image Y is approximate equal with the
denoised image X , and the second term requests that the number of non-zero coefficients,
and µij is the pre-defined weight of each image patch, and the last term request that each
reconstructed patch RijX can be denoted by the dictionary D and the coefficients αij ,
where the matrix Rij denotes the picked patch in the (i, j) of the image. The denoised
image can be output by optimizing Eq. (11). The dictionary D is important for the effi-
ciency of the algorithm. The literature [5] proposed a denoising algorithm based on the
sparse representation of image patches, which described as follow.

5. Image denoising and inverse halftoning

5.1. Image denoising based on adaptive sparse representation

We consider to improve the performance of the denoising algorithm by improving the
dictionary quality. Based on the algorithm 1, an improved sparse presentation denoising
algorithm is proposed. Adaptive dictionary learning refers to the use of noisy images
patches as a training set to learn the dictionary [5]. The learned dictionary contains noise
because the atoms of the initial dictionary are directly coming from the image training



820 Jun Yang et al.

Fig. 4. Nature image training set

set. We remove the noise in the training samples in a feedback way. The quality of the
dictionary is gradually approaching to the ground truth training dictionary (GTD).

The sizes (or the redundancy) of the dictionary and the training set directly impact on
the image denoising effect. For the image training set without noising, with the increasing
of dictionary redundancy the denoising performance tends to be enhanced. It can be seen
in Fig. 5 the two curves of denoising performance for GTD and global dictionary (GD)
methods. For the image training set with noise, the bigger size of dictionary the more
noise in the dictionary. When the redundancy of dictionary increases to a certain balance
point, the performance of denoising tends to decrease. It can be seen in Fig. 5 the curves of
denoising performance for adaptive dictionary (AD) method. In the improved denoising
algorithm, the noise in the training set is removed iteratively in order to clean training set,
which can approximate the ground truth (GT) image training set. At the same time, we
increase the dictionary redundancy to enhance the denoising ability.

Using the noise image Y to training the dictionary, Abaron et al. proposed the K-SVD
algorithm [1] to sparsely encode the training samples {yi}Ni=1 and update the atoms of the
dictionary. The trained dictionary D can be generated by the following formula

min
D,α

{∥Y −Dα∥2F } s.t. ∀i, ∥αi∥0 ≤ T0 (15)

The training process is divided into two stages: sparse coding stage and dictionary atomic
update stage. The proposed algorithm employs the noise image as the training set to train
the dictionary, and then using the dictionary to denoise the image. The denoised image as
the new version to training the new dictionary and so on.

min
α

{∥X −D(J)α∥2F } s.t. ∀i, ∥αi∥0 ≤ T0 (16)

where X̂(J) and D(J) are the image and dictionary in the J th training and denoising. The
chart of the algorithm is shown in Fig. 6. Experiments results show that the quality of the
dictionary is boosted and gradually stable in the first several iterations. The performance
of image denoising is also boosted with the updated dictionary. The algorithm is shown
as Algorithm 2.

5.2. Image inverse halftoning based on adaptive dictionary training

The proposed algorithm 2 is divided into two stages. The diagram is shown in Fig. 3,
where Y and X̂(J) are the same as y(n1, n2) and x̂(n1, n2) respectively. Here Y is the
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Fig. 5. The performance of denoising

noise image generated by deconvoluting the halftone image z(n1, n2).

Y = P−1z(n,n2) (19)

Kite et al. have verified that the gain block K is constant for a certain error diffusion
filter in the linear model. We declare that the noise level is constant and we verify the noise
level with enough experiments. Given a noise image without known the noise level, we
use the algorithm to remove the noise with different noise level parameters. We assume
the noise level is the one that can result in the best PSNR value, which are shown in Fig.
7. We can see that the noise level is σ ≈ 42. The same as Jarvis where the noise level is
σ ≈ 18. For P and Q are the linear filter operators, so the noise level of γ(n1, n2) in the
error diffusion model is constant.

When the noise level is fixed in the halftone image, the denoising algorithm can be
explored to directly remove the noise generated in the inverse halftoning processing. It
provides a way for setting noise levels when using other denoising algorithms for image
inverse halftoning. It is reasonable to resolving image inverse halftoning by using the
image denoising algorithm.

6. Experimental results and analysis

In this section we first demonstrate that the proposed algorithm can remove noise more
effectively. For well comparing with the adaptive dictionary learning denoising algorithm
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Fig. 6. Denoising by adaptive training dictionary iteratively

Fig. 7. The noise level of error diffusion model

(a) GT (b) AD (c) GTD (d) ID

Fig. 8. Different trained dictionaries
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Algorithm 2 Image Denoising With Boosted Dictionary
Input: Giving image Y with addition Gauss white noise (the standard variance is σ).
Parameters: w is the number of iterations, J is the iteration number, and λ is the Lagrange operator.

1: Initialization: D0 is the fixed number of samples randomly selected from the sample set after
normalization. Y 0 = Y .

2: for J = 1, · · · , w do
3: Dividing the image Y (J−1) into patches as the training set {RijY

(J−1)}. D(J−1) is formed
by randomly selecting (R0 + J) sample. D(J) is got by training D(J−1). Set X = Y (J−1).

– Sparse coding: computing the sparse coefficients αij of the image patch in training set.

α̂ij = argmin
α

∥D(J)α−RijX∥22 + µ∥α∥0 (17)

– Update the dictionary D: suppose X is fix, in each time one of atoms in the dictionary and
the corresponding correspond coefficient αij is updated.

– Output D(J)

4: Sparse encoding: compute the coefficient αij of the noise image Y using Eq. (17).
5: Updated D(J) and the sparse encoding αij of noise image Y . The J th denoised image can

be computed.
X̂ = (λI +

∑
ij
RT

ijRij)
−1(λY +

∑
ij
RT

ijD
(J)α̂ij) (18)

6: Y (J+1) = X̂
7: end for

Output: Y (J)

in the literature [5], zero-mean additive Gaussian white noise is used as the same as litera-
ture [5]. Then the proposed algorithm is applied to image inverse halftoning and compared
with other benchmarks.

6.1. Experimental results of proposed method.

Literature [5] use the nature images without noise and the noise image itself to training
the dictionaries respectively. The former one is named as global trained dictionary (GTD),
and the other one is adaptive trained dictionary (AD). It as shown in Fig. 4, we select three
different training images without noise to train the global dictionary. We name the dictio-
nary trained by ground truth image as ground truth dictionary (GT), while the dictionary
trained by our proposed method is called improved dictionary (ID). The dictionaries are
shown in Fig. 8. It is obviously that the ID in our method is very similar with the GT
objectively, while GTD is better than AD. At the same time the denoising performance of
these dictionaries also show the same phenomenon subjectively, which is shown in Fig. 5
when the redundance is lower than 9. For convenience, we set the redundancy of all the
dictionaries as 9, and the noise level is set as 50. All the algorithms are implemented in
MATLAB 2015b on a 64bit Windows 10 Intel(R) Core (TM) i7 7500 CPU with 2.7 GHz
and 8 GB RAM.

From the Fig. 8 we can see that the quality of ID is objectively better than the GTD
and AD. The possible two reasons are declared as follows. In one hand the algorithm iter-
atively removes the noise of the image training set while the dictionary is the combination
of the selected image patches in the initial training. Hence the dictionary quality will
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Algorithm 3 Image Inverse halftoning Based on Sparse Representation With Boosted
Dictionary
Input: Error diffusion halftone image z(n1, n2).
Parameters: The error diffusion filter h(n1, n2), Gain block K.

1: Step 1: Deconvolution
2: The estimated inverse halftone image with noise is obtained by using Fourier transform and

inverse transform, which can be described as followed form using the Eq. (20).

Y = X + ν (20)

where the additive Gaussian white noise is ν = P−1Qγ(n1, n2), and the ground truth image
is X = x(n1, n2), the inverse halftone image is Y = y(n1, n2).

3: Step 2: Denoising based on sparse representation
4: Using the proposed algorithm 2 to adaptively training the dictionaries iteratively.

Output: Y (J) is the output inverse halftone image.

Fig. 9. The performance of proposed method

be boosted as the noise being removed iteratively. Then the performance of denoising is
gradually improved. In the other hand, the redundancy of the dictionary will influence the
denoising performance, so we increasing the redundancy in each iteration. Fig. 5 shows
the denoising performance for several images with noise level σ = 50, which can be seen
that the proposed algorithm can improve the denoising performance in the first several
iterations and then tends to stable for Lena, Peppers and Boat images. For House image
the performance of ID is better than the other three methods although the performance is
not boosted with the iteration number increasing. Compared with the GTD, the proposed
algorithm can improve the PSNR values of denoised images.

6.2. Experimental comparisons with benchmarks

Using the representative gray Lena and Peppers images with size 512 × 512, we com-
pared the proposed algorithm with the benchmarks. We first halftoned the images with
Floyd and Jarvis as the test halftone image, where we set the gain block K as 2.03 and
4.45 respectively. The deconvolution step is followed by the spare representation based
denoising, and the PSNR results of the inverse halftone image are shown in Fig. 9 for



Inverse Halftoning Based on Sparse... 825

the halftone images, where the noise level σ is set to 40 and 18 respectively. The objec-
tive results are shown in Fig. 10, where the proposed method performance well than the
benchmark. The details of the inverse halftoned image are zoomed in 5 times. The sub-
jective results are shown in Tab. 1, where the texts of bigger PSNR values are bold. We
can see that the PSNR values of our proposed method are almost better than WIHD’s for
all the test images especially for Jarvis error diffusion halftone images.

(a) WIHD (b) WIHD (c) Proposed (d) Proposed

(e) (f) (g) (h) (i) (j) (k) (l)

Fig. 10. Comparing with the benchmark.(e)-(h) are the details of WIHD (zoomed in 5
times);(i)-(l) are the details of proposed ones

For color image, we also compared out method with the method of sparse represen-
tation with double dictionaries learning [26], where the image size is 512 × 512 × 3.
In our method the redundance of our dictionary is 8. We used the Floyd error diffusion
halftone image as the same as Son et. al. In order to compare with literature [26] fairly,
the redundancy of our dictionary is set as 8 and the noise level is set as σ = 40 in our
method. It can be seen that the proposed method performance better than the benchmark
proposed by Son et. al. subjectively in R, G and B channels, which is shown in Tab. 2. In
Fig. 11, the visual performance of our method is better than the method in literature [26]
objectively, especially for the whole bear body in the result image.

Table 1. The PSNR(dB) values of image inverse halftone methods.
Error Filter Images WIHD Proposed Error Filter WIHD Proposed

Lena 31.96 32.01 32.81 33.39
Barbara 31.04 31.39 31.16 35.86

Floyd Boat 25.71 27.03 Jarvis 25.12 25.79
Hill 31.24 31.62 31.82 33.53

House 29.19 29.06 29.78 30.15



826 Jun Yang et al.

There are more artificial and blur textures in the output continuous tone image from
the methods in literature [26] and [22], which can be seen in Fig. 10 and Fig. 11, while
our proposed model can reserve the texture details and structure information.

(a) Ground Truth (b) Halftone image (c) Method in [26] (d) Our method

Fig. 11. The objective results for benchmarks

Table 2. The subjective PSNR(dB) values of benchmarks.
Dictionary 64 × 256 64 × 512 64 × 256

Channel R-ch G-ch B-ch R-ch G-ch B-ch R-ch G-ch B-ch

[26] 25.10 25.21 25.28 25.16 25.26 25.32 25.28 25.34 25.40

Proposed 26.29 26.38 25.96 26.83 26.69 26.33 26.82 26.71 26.35

7. Conclusion

In this paper, we first proposed an image denoising method by boosting a learning dictio-
nary iteratively, which efficient for the deconvoluted halftone image. Then we proposed
an image inverse halftone approach for error diffusion halftone image by using the de-
convolution and the denoising algorithm. Furthermore, we verified that the noise level of
the halftone image for error diffusion is the constant, which gives the rationality for the
inverse halftoning algorithm with deconvolution and denoising successively. Researchers
can combination all kinds of deconvolution and denoising models (including the popu-
lar deep learning networks) to explore inverse halftoning approaches. Experiment results
show that our algorithm is superior to other benchmarks. The limitation of our method is
that it only inverses the error diffusion halftone images effectively. We would find a versa-
tile inverse halftone method for both the dot dithering and error diffusion halftone image.
The similar work about image descreening is also a challenge work should be considered
in future.
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Abstract. Under the imbalanced dataset, the performance of the base-classifier, 

the computing method of weight of base-classifier and the selection method of the 

base-classifier have a great impact on the performance of the ensemble classifier. 

In order to solve above problem to improve the generalization performance of 

ensemble classifier, a selective ensemble learning algorithm based on under-

sampling for imbalanced dataset is proposed. First, the proposed algorithm 

calculates the number K of under-sampling samples according to the relationship 

between class sample density. Then, we use the improved K-means clustering 

algorithm to under-sample the majority class samples and obtain K cluster centers.  

Then, all cluster centers (or the sample of the nearest cluster center) are regarded 

as new majority samples to construct a new balanced training subset combine with 

the minority class’s samples. Repeat those processes to generate multiple training 

subsets and get multiple base-classifiers. However, with the increasing of 

iterations, the number of base-classifiers increase, and the similarity among the 

base-classifiers will also increase. Therefore, it is necessary to select some base-

classifier with good classification performance and large difference for ensemble. 

In the stage of selecting base-classifiers, according to the difference and 

performance of base-classifiers, we use the idea of maximum correlation and 

minimum redundancy to select base-classifiers.  In the ensemble stage, G-mean or 

F-mean is selected to evaluate the classification performance of base-classifier for 

imbalanced dataset. That is to say, it is selected to compute the weight of each 

base-classifier. And then the weighted voting method is used for ensemble. 

Finally, the simulation results on the artificial dataset, UCI dataset and KDDCUP 

dataset show that the algorithm has good generalization performance on 

imbalanced dataset, especially on the dataset with high imbalance degree. 

Keywords: Under Sampling; Imbalanced Dataset; Clustering Algorithm; 

Selective Ensemble Learning. 
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1. Introduction 

In practical application, due to the difficulty of collecting some samples or the high cost 

of collecting, the samples of some classes are less, which makes the sample size vary 

widely. In practical applications, such as network intrusion detection [1, 2], fault 

detection [3], medical diagnosis [4], etc., these datasets are called imbalanced dataset. 

The problem of imbalanced dataset in practical application is universal, while the 

traditional classification algorithms mostly focus on the balanced dataset. Therefore, 

under imbalanced dataset, the traditional classification algorithm will lead to over-

fitting for the majority class and under-fitting for the minority class. That is to say, the 

classification accuracy of minority class is lower than that of majority class. However, 

in practical application, the classification accuracy of minority class is more important, 

such as the recognition rate of network intrusion behaviors, the recognition rate of 

diseases in medical diagnosis, etc. 

Algorithms for imbalanced data are divided into two categories algorithm (algorithm-

level methods and data-level methods). The data-level method mainly resamples the 

training dataset to make the resampled dataset reach balance, and it includes under-

sampling for majority class [5-7], over-sampling for minority class [8-10] and 

combination of the above two methods [11]. Algorithm-level method mainly is to 

improve the algorithm to reduce the influence of imbalanced data, such as cost sensitive 

learning [12], single class classification [13], ensemble learning [14, 15], etc. The 

under-sampling algorithm is to discard some redundant samples from majority class 

samples according to a certain strategy, so that the number of samples of majority 

classes after resampling is equal to that of minority class. This makes the resampled 

dataset be the balanced dataset, such as Bootstrap method, clustering method, etc. Over-

sampling is to generate some samples of the minority class according to a certain 

strategy, so that the number of two classes’ samples is imbalanced. SMOTE algorithm 

[16] is the most representative oversampling algorithm. Because oversampling 

algorithm will increase the size of the original dataset and lead to over fitting 

phenomenon, this paper mainly discusses under-sampling algorithm. The purpose of 

under-sampling method is to make the number of two types of samples nearly equal 

after resampling, so what to discard and how many samples to discard are the key. The 

common under-sampling method is to select some majority class samples according to a 

certain strategy. The number of selected samples is equal to that of minority samples.  

However, the essence of imbalanced data is the sample density imbalance of majority 

class and minority class [17]. Therefore, it is not accurate to resample simply according 

to the number of the minority class because the resampled dataset cannot be a real 

balanced dataset. It is more accurate to determine the number of resampled samples 

according to the relationship between class sample densities [1]. In addition, the 

classification performance of each base-classifier will also affect the performance of the 

final ensemble classifier. When sampling, it is necessary to keep the spatial distribution 

of the original samples well so that each base-classifier has better classification 

performance. In order to keep the spatial distribution of the original samples space, Liu 

[14] under-samples the samples from the majority class samples with the K-means 

clustering algorithm. In this way, the base-classifier has better classification 

performance, but how to determine K value is the key of this method. In addition, as the 

number of base classifiers increases, the similarity among them will also increase, 

which is not conducive to performance of the ensemble classifier. In order to improve 
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the classification performance of ensemble classifier, Zhou [18] selects better 

classification performance and larger difference degree of base classifiers. In order to 

improve the difference degree among base-classifiers, the K-means clustering algorithm 

is improved. Therefore, the proposed algorithm calculates the number K of under-

sampling samples according to the relationship between class sample densities, and 

under-sampling uses the improved K-means clustering algorithm in this paper. 

At the algorithm level method, ensemble learning algorithm is one of the important 

methods t to solve imbalanced data [4, 10]. EasyEnsemble algorithm and 

BalanceCascade algorithm [14] are the most representative algorithm to solve the 

classification problem of data imbalance with ensemble learning. In this algorithm, 

Bootstrap method is used to randomly under-sample from the majority class samples. 

Then combine the minority class and the under-sampled samples, and get a training 

subset. Multiple training subsets are trained and multiple base-classifiers can be 

obtained by repeating the above processes many times. Then ensemble the multiple 

base-classifiers and obtain the ensemble classifier. The Bootstrap method is under-

sampling with playback, which lead to losing of some sample information. In order to 

let the classifier, learn enough sample information, we may increase the number of 

resampling times.  

However, with the increase of resampling times and the number of base-classifiers, 

the more similar among the base-classifiers are, the difference degree among multiple 

base-classifiers will reduce. This will lead to reduce the generalization performance of 

the final ensemble classifier. To reduce this impact, Zhou [14] prove that select some 

base-classifiers with good performance and big difference for ensemble has better 

generalization performance than all base-classifiers, and proposed the selective 

ensemble algorithm of GASEN. The algorithm and its improved algorithm [4, 19, 20] 

are to select some base-classifiers with good performance according to certain methods 

for ensemble. The problem of selection ensemble learning is how to judge the quality of 

base-classifiers. Potharaju [21] points out that the base-classifier with larger difference 

degree and better classification performance is a good classifier, which is suitable for 

ensemble. Subsequently, many scholars [22, 23] improved the selective ensemble 

learning algorithm, which are mainly focused on how to select the base-classifiers and 

which base-classifiers to be selected. Generally speaking, it is to select good base-

classifiers for integration, so the problem is transformed into how to evaluate the 

advantages and disadvantages of the base-classifier. In order to describe the 

generalization performance of the base-classifier, the generalization error is often used 

to evaluate the base-classifier. It is mostly based on the classification performance and 

the difference degree among the all base-classifiers.  

However, the existing evaluation methods are all aimed at the balanced dataset. For 

the imbalanced data, the calculation method of the difference degree and the 

classification performance of the base-classifier are different from those of the balanced 

dataset. This paper presents an evaluation method of base-classifiers for unbalanced 

dataset. Then the base-classifier is evaluated and selected according to the evaluation 

results. 

In view of the above problems, an improved selective ensemble learning algorithm 

for imbalanced data based on the clustering under-sampling (CSEL for short) is 

proposed in this paper. According to the idea of EasyEnsemble algorithm, the algorithm 

is improved from the calculation of the number of under-sampling samples, the method 

of under-sampling, the evaluation method of the base classifier and the calculation 
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method of base-classifier weight. First, the proposed algorithm calculates the number of 

under-sampled samples according to the ratio between the two classes’ densities. Then, 

we under-sample samples from majority class with the improved k-means clustering 

algorithm.  Then, all cluster centers (or the sample of the nearest cluster center) are 

looked as the new majority class samples, and obtain a balanced training subset by 

combining with the under-sampled samples and the minority class’s samples. Repeat 

above process and generate multiple base-classifiers. However, increasing the number 

of base classifiers will lead to reduce the difference degree among base-classifiers. 

Therefore, it is necessary to select some base-classifier with good classification 

performance and large difference for integration. In the stage of selecting base-

classifiers, according to the difference and performance of base-classifiers, we use the 

idea of maximum correlation and minimum redundancy to select base-classifiers.  In the 

ensemble stage, G-mean or F-mean that is often used to measure the classification 

performance of classifier for imbalanced data is used to calculate the base-classifier 

weight in this paper. Then obtain the ensemble classifier with the weighted voting 

method. The effectiveness of the proposed algorithm is proved by simulation 

experiment on artificial dataset，UCI dataset and KDDCUP dataset. The experiment 

mainly compares the experimental results of various algorithms from accuracy, G-mean, 

F-mean, AUC, Recall, Precision and ROC curve. The experimental results show that the 

proposed algorithm in this paper has a good classification performance under 

imbalanced dataset. 

2. Related Work 

2.1. EasyEnsemble algorithm 

Easyensemble algorithm is the under-sampling algorithm. It randomly selects some 

samples that the number is equal to the number of the minority class from majority class 

samples. Put the minority class samples and under-sampled samples together to obtain a 

balanced data subset [14, 24]. Then, train on the imbalanced training subset with the 

AdaBoost algorithm [24] and get base-classifier. We can get multiple balanced training 

subsets and multiple base-classifiers by repeating the above process many times. 

Finally, ensemble classifier can be getting through by integrating the multiple base-

classifiers according to a certain strategy. 

Suppose that P presents the minority class and N presents the majority class, the 

number of minority class samples is |P| presents the number of minority class samples 

and |N| presents the number of majority class samples. The number of iterations of 

AdaBoost algorithm is Si. The detailed describe of EasyEnsemble algorithm can be 

shown as follows: 

Algorithm1: EasyEnsemble 

1.for i＝1:T 

   1.1 From majority class samples, randomly take |P| samples with the Bootstrap 

method. 
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   1.2 Put the minority class samples and selected samples together and get the 

training subset. With the AdaBoost algorithm, train on training subset to obtain the base 

classifier. The obtained base-classifier can be represented by the following formula: 

     
2. Then the final classifier is represented by the formula:   

 
From the above algorithm process, we can see that the EasyEnsemble algorithm is a 

data-level method. During under-sampling, in order to reduce the loss of sample space 

information, multiple times resampling is used for multiple iterations. The obtained 

base-classifiers are integrated to obtain the ensemble classifier. There are three 

shortcomings in this algorithm: (1) the essence of dataset imbalance is the sample 

density imbalance of majority class and minority class. (2) Increase the number of 

iteration times will also reduce the difference degree among the base-classifiers, which 

will affect the classification performance of the ensemble classifier [12]. Therefore, it is 

better to select some base-classifiers with high accuracy and great difference to integrate 

than all base-classifiers [12]. That is to say, we should adopt selective ensemble 

learning algorithm. (3) The generalization errors of the base-classifiers are different, 

especially in the case of imbalanced dataset, so weighted voting integration is more 

conducive to improving the performance of the ensemble classifiers. This paper also 

improves the algorithm from these three aspects. 

2.2. The Influence of Class Sample Density on Classifier 

Data imbalance means that the number of one class sample is far more than that of other 

classes’ sample. The class that the number of samples is more is called the majority 

class; on the contrary, it is called minority class. The imbalanced dataset has great 

influence on the final classification, and detailed information can be found in relevant 

literature, such as [1, 9, 24]. In this section, we mainly discuss the influence of 

resampling sample number on ensemble classifier performance. In order to verify the 

influence of class sample density on classifier, the Hyperplane graph of classifier under 

linear separable and linear non separable dataset is given in Fig. 1 and Fig. 2 

respectively. In the Fig.1 (a), the majority class with 200 samples fellow the 

([0,1] [0,1])U  distribution. The minority class with 50 samples fellow the ([0,1] [1,2])U   

distribution. In Fig.1 (b), the majority class samples fellow the ([0.8,1] [0,1])U 

distribution and the number of samples is 50. The minority class samples fellow 
([0,1] [1,2])U  and the number of samples is 20. Fig.1 shows that the decision Hyperplane 

with the SVM algorithm. Left fig.1 (a) is the classification Hyperplane with the sample 

number ratio of 100:20. The right fig. (b) is the classification Hyperplane with the 

sample number ratio of 1:1, but the space area of the two classes is different. From Fig.1 

(b), we can see that under-sampled samples still are the imbalanced dataset if the 

numbers of samples of two classes are equal after resampling. That is to say, the sample 

density of the two classes is different in fig. 1(a). From the Fig 1, we can see that the 

classification Hyperplanes drifts towards the class with small class density.  

1
( ) sgn( ( ) )

is

i ij ij ij
H x a h x 


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1 1 1
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Fig.2 shows uniformly distributed artificially generated samples. The + sign 

represents ten samples of uniformly generated in a circle with a radius of 1, and the X 

sign represents one thousand samples of uniformly distributed in a circle with a radius 

of 1 to 2. The classification Hyperplane constructed by SVM algorithm is shown in 

Fig.1. Among them, the left figure is a classification Hyperplane based on the original 

dataset.  The right figure is a Hyperplane constructed by support vector machine after 

K-means clustering of majority class samples (k = 10, i.e., taking samples with the same 

number of minority class samples). As can be seen from Fig. 1, after under-sampling, 

the classification Hyperplane is shifted to direction of the original majority class. This is 

due to a new imbalance in the dataset after under-sampling.  

Fig.1 and Fig.2 show that the essence of imbalanced dataset is not the imbalance of 

samples number, but the imbalance of class sample density. Wu [10] also proves that 

the essence of imbalanced dataset is the imbalanced density of class samples. Wang 

[11], K is set as the number of minority class samples to carry out K-means cluster 

algorithm, then all cluster centers (or the sample of the nearest cluster center) are looked 

as the new majority class samples. That is to say, it is under-sampling for majority class 

samples. This method may lead to new imbalanced dataset after under-sampling. In 

order to make the resampled data set approximate to the balanced dataset, the number of 

under-sampled samples is determined according to the ratio between the two class 

samples densities in this paper.  

(a) (b)

Majority class

Minority class
Majority class
Minority class

 

Fig.1 The classification Hyperplane of different density on linear separable dataset 

a. Classification hyperplane of original data b.Classification hyperplane after under-sampling

Majority class

Minority classMinority class

Support vector

Majority class

Minority classMinority class

Support vector

 

Fig.2 The classification Hyperplane of different density on nonlinear separable dataset 
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2.3. Under-sampling Method 

EasyEnsemble algorithm [14] uses bootstrap method to select the same number of 

minority class sample from the majority class, and then get one training subset. Random 

under-sampling can ensure that there is a larger difference between the multiple base-

classifiers. At the same time, the performance of some base-classifiers is poor 

performance because the selected samples cannot keep the spatial distribution of the 

original sample space. This will reduce the classification performance of the ensemble 

classifier. In reference [11], in order to ensure that the spatial distribution of the selected 

samples is similar to that of the original samples, majority class samples are under 

sampled with the K-means clustering algorithm. Then K clusters are obtained and the K 

centers of each cluster are looked as the new sample. In order to more accurately 

maintain the spatial distribution of the original samples after under-sampling, the 

sample closest to the cluster center is regarded as the new selected sample [20]. Because 

the cluster center of this method hardly changes at each iteration, the difference of 

resampled dataset is relatively small, which results in the small difference among the 

base-classifiers. The improved under-sampling methods [11],[20] are used to keep the 

spatial distribution characteristics of the original sample space, and make the base-

classifier have better classification performance. However, it will also result in have 

higher similarity among the base-classifiers [25],[26], which is not suitable for 

ensemble learning. Therefore, this paper improves the K-means clustering algorithm 

with the idea of density cluster method into the K-means clustering method to make, 

and then uses the improved K-means clustering algorithm to under-sampling the 

majority class samples. It can not only keep the original spatial distribution of the 

samples after under-sampling, but also improve the difference among the datasets 

obtained by resampling. 

2.4. Selection Method of Base-Classifier 

Increasing the number of base-classifiers will lead to reduce the difference degree 

among the base-classifiers. It will reduce the classification performance of the final 

ensemble classifier. So, it is a good choice to select the base-classifier with batter 

classification performance and larger difference degree for ensemble [12]. The key of 

selective ensemble learning algorithm is how many and which base-classifiers are 

selected. Therefore, it is necessary to define the evaluation indictor of base-classifier to 

evaluate the classification performance as the criteria for selecting the base-classifier. It 

has been proved in reference [15] that the greater difference degree of the base-

classifiers, the better the performance of the ensemble classifier. Almost all of the 

selection methods of base-classifier are based on the generalization errors of base-

classifier. And the generalization error of base-classifier is evaluated with the accuracy 

of base-classifier and the difference degree among base-classifiers [4, 20]. In reference 

[19], ten methods to measure the difference of base-classifiers are given.  

Almost all methods calculate the evaluation indictor according to the relationship 

between the test results of any two base-classifiers on the same dataset. That is, the 

inconsistency among the classification results of the same dataset by the different base-

classifier. In reference [4], information entropy is used to calculate the difference degree 
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among the multiple base-classifiers. In reference [20], the difference degree of each 

base-classifier is calculated by the mutual information and classification error between 

any two base-classifiers. At present, the commonly used classifier difference 

measurement methods include Q statistics, correlation coefficient, double error, 

inconsistent measurement, etc. Suppose there are two classifiers if and
jf  . The number 

of samples that are correctly classified by two base-classifiers is presented as 11N , and 

the number of samples that are incorrectly classified by two base-classifiers is expressed 

as 00N . and the number of samples that are correctly classified by
if  and incorrectly 

classified by 
jf is expressed as 

10N , and the number of samples that are incorrectly 

classified by
if  and that are correctly classified by 

jf is expressed as 
01N , and the  

number of all samples is expressed as N. Then the inconsistent measure between base-

classifiers can be expressed as: 

01 10

ij

N N
D

N


                               (1) 

Then the inconsistency between the classifier and the classification target can be 

expressed as: 

01 10

( , )i

N N
D f L

N


                      (2) 

Where L is the classification target, and N
10

, N
01

 and N have the same means as 

above. 

3. Algorithm Description 

3.1. Determine the number of under-sampled samples 

Suppose the majority class is expressed as Tmaj, and the minority class is expressed as 

Tmin. The average distance between every two samples in the majority class is expressed 

as ADmaj, The average distance between every two samples in the minority class is 

expressed as ADmin, The number of the majority class sample is expressed as
 
Nmaj and 

the number of the minority class sample is expressed as Nmin. Then, ADmaj and ADmin can 

be calculated by formula (3) and formula (4). 

1 1

1
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min min
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Where,
 

( , )i jd x x  represents the distance between two samples 
ix and jx . ( , )i jd x x

can be calculated by Manhattan distance, European distance and so on. In this paper, 

European distance is used.  

Class sample density is the number of samples per unit volume. However, the 

volume of a class is easily affected by noise data. In order to simplify the calculation, 

the average distance between samples in one class is used to calculate the class sample 

density. The volume of the class sample can be expressed as: 

m m m*aj aj ajV AD N   (5) 

min min min*V AD N   (6) 

The number of selected samples is proportional to the class volume, so the number of 

under-sampled samples for majority classes can be expressed as: 

min

min

majV
SN N

V

 
  
 

  (7) 

3.2. How to Select Samples 

K-means clustering algorithm determines which cluster to join according to the distance 

from sample to each cluster center. In order to reflect the distribution of class samples 

density, this paper presents an improved k-means clustering algorithm. The improved 

algorithm selects the initial cluster centers according to the density distribution of 

samples. "Sample density" refers to the number of samples in a specified neighborhood 

centered on the sample, which is called the "density" of the sample. The algorithm first 

calculates the "sample density" of each sample, and then sorts it according to the sample 

density. Then randomly select some samples with high density as the initial cluster 

centers. On the one hand, it can keep the spatial distribution of samples; on the other 

hand, it can avoid the influence of noise sample. Then, K samples that are not adjacent 

to each other are randomly selected from the selected samples as the initial cluster 

center. The detailed pseudo-code of algorithm is shown as follows: 

Algorithm 2: improved algorithm of K-means clustering algorithm 

Input: dataset is T 
1 2( , , , )nx x xL with n samples, the neighborhood radius is R 

Output: the center of each cluster (or the sample closest to the cluster center) 

Step 1: The density of each sample 
ix  in T and the samples in its neighborhood are 

calculated. Then, they were arranged in descending order by the sample density, and 

select a certain proportion of samples and put them into S (In the experiment of this 

paper, the first 80% of samples are selected); 

Step 2: For i=1: K 

      Random sample 
iC is selected from S, and delete 

iC  and the samples in its 

neighborhood from S; 

Step 3: Calculate the distance from sample to each cluster center, and put the sample 

into the cluster closest from the sample; 
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Step 4: Calculate the coordinate mean value of all samples in each cluster, and let 

this mean value to be the new cluster; 

Step 5: Repeat the above process until the cluster center does not change in a large 

range or the clustering times meet the requirements. 

The improvement of K-means algorithm is mainly on the selection method of initial 

class center. The neighborhood radius has a great influence on the algorithm. If the 

domain radius is too large, it may lead to the selection of not enough K initial samples; 

if the domain radius is too small, each sample has only one neighborhood, and the 

improved algorithm is the original K-means algorithm. In this paper, we choose 

neighborhood radius by experience, and use two times of the average distance of class 

samples as the neighborhood radius. 

3.3. Selection Method of Base-classifier 

The generalization performance and difference of the base-classifier will affect the 

generalization performance of ensemble classifier [12]. The generalization error is 

expressed by the formula: E E D  . 

E  is the average of generalization errors of all base classifiers and D is the average 

of difference degree of the all base-classifiers. According to the above formula, 

reducing the generalization error or (and) increasing the difference degree can reduce 

the generalization error of the ensemble classifier. Therefore, we can define the 

evaluation method of the base-classifier from these two aspects, then evaluate the base-

classifier, and select the base-classifier according to the evaluation results in this paper. 

Selective ensemble learning is to discard the classifiers that have poor classification 

accuracy and high redundancy. Maximum correlation minimum redundancy criterion 

[27] is used to select features according to the correlation between the features of 

dataset and classification objectives. Selecting the features and selecting classifier have 

similar objectives and basis. Therefore, the criterion can be applied to select the base-

classifiers of high generalization error. Given 
if represent the classification results of 

the i-th base-classifier and L represent the classification target. Then similarity degree 

between the base-classifier and the classification target can be expressed as the formula 

(8). It is the average mutual information among the classification results and the 

classification target. 

1
( , ) ( ; )

| |
i

i

f S

E S L I f L
S 

 
      (8) 

Redundancy between classifiers can be measured by the average of mutual 

information among the all base-classifiers. The calculation method can be expressed as 

the formula (9). 

2

1
( ; )

| |
i j

i j

f S f S

D I f f
S  

       (9) 

Then the maximum correlation minimum redundancy criterion for classifier 

selection can be expressed as: 
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max ( , )GE E D           (10) 

From the above calculation method, we can see ( ; )i jI f f focus on the probability of 

occurrence of each class. Then, the similarity between the two classifiers is calculated 

according to the probability, not whether the classification results are the same for each 

sample. Therefore, this method is not enough accurate to describe the difference 

between two classifiers, especially in the case of imbalanced dataset. Therefore, in this 

paper, the correlation between classifier and classification target is defined as: 

1 ( , )i iE D f L              (11) 

The difference Dij between base-classifiers is calculated by formula (1)， then the 

redundancy between the base-classifier and other base-classifiers is expressed as: 

  1
1

| | 1
j

i ij

f S

D D
S 

 

      (12) 

By formulas (11) and (12), the generalization performance of the base-classifier is 

defined as: 

i i iGE E D             (13) 

Or 

  /i i iGE E D            (14) 

3.4. Ensemble method of base-classifier 

The ensemble method of the base-classifiers mostly uses voting method and average 

method. Voting method also includes hard voting and weighted voting. Hard voting is 

to predict which class has more classifiers and which class is the final one. Weighted 

voting method obtains the ensemble classifier based on the weight of base-classifier that 

is calculated according to a certain calculation method (for example, accuracy, 

precision, recall, etc.). For imbalanced dataset, more emphasis is on the classification 

accuracy of minority class samples. Calculating the weight with accuracy cannot 

accurately reflect the importance of the base-classifier. For imbalanced dataset, F-mean 

and G-mean are often used to evaluate the classification performance of classifier. 

These two evaluation indications are calculated with the confusion matrix [28]. Table 1 

shows the confusion matrix for the binary classification problems. 

Table 1. Confusion matrix of binary classification 

class 
Prediction class 

Positive Negative 

Real class 
Positive TP FN 

Negative FP TN 

According to the confusion matrix, the evaluation indication given above can be 

expressed as follow formulas: 
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          (18) 

Formula (17) shows that F-mean takes into account the precision and recall. Only 

when the two values are larger, F-mean is larger. Therefore, under imbalanced 

dataset, this indicator can well describe the classification performance of classifier. 

Formula (18) shows that G-mean takes into account the classification accuracy of two 

classes. Only when the classification accuracy of the two classes is high, the value of 

G-mean will be larger. When the accuracy of any class is low, the value of G-mean is 

low. In this paper, we adopt these two evaluation indicators to calculate the weight of 

classifier. In order to accurately describe the importance of each base-classifier in the 

ensemble classifier, the corresponding weights of F-mean or G-mean are normalized 

as follows:  
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     (19)  

  

1

i
i K

ii

F
W

F






     (20) 

The ensemble classifier can be expressed as the formula (21). 
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m

i i
y Y i

H W h
 

   (19) 

3.5. Algorithm Description 

Fig. 3 shows the algorithm flow chart. Combining with the number of under-samplings, 

and the method of under-sampling, and the selection of base-classifier, and the 

ensemble method of multiple base-classifiers and so on, an improved selection 

ensemble learning algorithm based on under-sampling for imbalanced dataset is 

proposed in this paper. The proposed algorithm is mainly divided into three stages: data 

processing, construction base-classifier, selecting base-classifier and obtaining the 

ensemble classifier. First of all, the imbalance degree between any two base-classifiers 

is calculated according to the class sample density, and K is determined according to the 

imbalance degree of two class samples. Then, the improved K-means clustering method 

for under-sampling is given, and then it is used to under-sample from majority samples. 

Combine with the minority class samples and under-sampled samples to get the training 
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subset. Then obtain multiple base-classifier according to someone machine learning 

algorithm on training subset.  

Minority 
class 

samples

Sub-dabaset T1

Base-classifier T2

Base-classifier Tm

… 

Cluster

+
Base-classifier f1

Base-classifier f2

Base-classifier fm

… 
Calculate 

K value

Majority 

class 

sample

Weight W1

Weight W2

Weight Wm

… 

Ensemble 

classifier

Build classifierData processing Select and ensemble

 

Fig. 3. flow of the algorithm 

Then, according to the mutual information, we define the measurement method of the 

difference degree among the base-classifiers. According to the difference degree and the 

classification performance, better base-classifiers are selected. Finally, the weight of 

each base-classifier for the imbalanced data is calculated according to the G-means, and 

then, the multiple base-classifiers are integrated according to the weight. The three 

stages (data processing, construction base-classifier, selecting base-classifier and 

obtaining the ensemble classifier) of the algorithm are all designed for imbalance 

dataset. Each stage is designed to reduce the impact of imbalance dataset on base-

classifier and ensemble classifier. The detailed pseudo-code of algorithm is shown as 

follows: 

Algorithm 3: Selective ensemble learning algorithm based on clustering under-

sampling for imbalanced dataset 

Input: training dataset TD, number of algorithm iterations T, number of selection 

base-classifiers m, K value in k-means algorithm 

Output: Ensemble classifier 

Step 1: Training dataset TD is delimited majority class sample set T+and minority class 

sample set T-. |T+|and |T-|is the number of samples in the dataset T+ and T-; 

Step 2: Ccalculate the class sample density and get the number of cluster SN using 

the formula (5); 

Step 3: for i=1:T 

                  3.1 According to algorithm 2, select the SN samples from majority class 

T+ as 'T , and then union of two sets 'T and T- is the training subsets
iSubT  ; 

3.2 Train and obtain the base-classifier hi, and use hi to predict the 

training dataset TD. Then the weight Wi of the base-classifier is calculated by formula 

(18); 

End for i 

Step 4: Formula (11) and (12) are used to calculate the difference degree and 

classification performance between base-classifiers, and then the generalization 

performance GEi of every base-classifier is calculated with formula (13), and sort by 

GEi; 

Step 5: Select M base-classifiers with small generalization error, and ensemble 

according to formula (21) to get the weighted ensemble classifier 
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The purpose of resampling is to make the resampled dataset reach balance, which can 

improve the performance of base-classifier under imbalanced data. It makes the base-

classifier have better classification performance. It is more accurate to calculate the 

number of under-sampling samples according to the class sample density. Then under 

sampling adopt improve K-mean clustering algorithm. Compared with the direct use the 

number of minority class samples, classification performance of the base-classifier 

using this method is better. 

According to the class sample density, calculate the selected the number of samples 

and obtain the K clusters using the improved K-means cluster algorithm. The obtained 

clustering center can keep the spatial distribution of the original data as much as 

possible. In addition, it can avoid the impact of noise samples, and further improve the 

classification performance of the base-classifier. Compared with calculating the weight 

with accuracy, calculating the weight with G-mean is more accurate to describe the 

classification performance for the imbalanced dataset. 

When increase the number of iterations and obtain the more base-classifiers, the 

similarity among the obtained base-classifiers will increase and the generalization 

performance of the final ensemble classifier will reduce. Therefore, it is necessary to 

select the base-classifiers with high accuracy and large difference from the total base-

classifiers to integrate. The accuracy and difference degree are expressed as the 

generalization error of the base-classifier. Formulas (13) and (14) give the calculation 

method of generalization error under imbalanced dataset. According to the calculation 

of generalization error, select several base-classifiers with small generalization error for 

ensemble. The selection number of the base-classifier will also impact on the 

generalization performance of the final ensemble classifier. In the experimental part of 

this paper, the effect of selection proportion on the performance of the ensemble 

classifier is given through experiment method. The conclusion is that the selected 

proportion is related to the specific dataset. For the selected base classifier, weight is 

calculated according to formula (19) or (20) and weighted voting is used to integrate. 

Such weights can more accurately reflect the classification performance of the base-

classifier. Finally, the final ensemble classifier is obtained according to formula (20). 

From the whole process of the algorithm, we can see that every step of the algorithm is 

designed to reduce the influence of imbalanced dataset on the performance of ensemble 

classifier.  

4. Experimental Results and Analysis 

Because the algorithm has certain randomness, the experimental results of every 

algorithm in this paper are the standard deviation and mean of 10 experiments. In the 

experiment part of this paper, all the results are from the simulation experiment on 

MATLAB 2015b. This section mainly verifies the effectiveness of the proposed 

algorithm. The experimental results include three parts: the artificial dataset, UCI 

dataset and KDDCUP dataset. Formulas (13) and (14) have an impact on the 

performance of the algorithm, as do formulas (19) and (20). In the experiment, we also 

compare the experimental results of different formulas. 
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4.1. Experimental Results on Artificial Dataset 

In this section, the effectiveness of the algorithm is verified by simulation experiments 

on artificial dataset. The artificial dataset includes two kinds: linear separable dataset 

and linear inseparable dataset. Randomly generate two classes’ imbalanced samples of 

uniform distribution to verify the classification performance of the algorithm under 

imbalanced dataset. The first-class samples (majority class) are ([0,1.1] [0,1])U , and the 

second-class samples (minority class) are ([0.9,2] [0,1])U . The majority class includes 

600 samples, and the minority class includes 30 samples. The test dataset also uses 

uniform distributed artificial data, but it is balance dataset. The first type of sample is

([0,1.1] [0,1])U , and the second-class sample is ([0.9,2] [0,1])U . There are 500 

samples for each class. 

From the above process of building dataset, we can see that the two classes of 

samples overlap in space, which increases the difficulty of classification. The mean and 

standard deviation of ten experiments of the artificial linear separable dataset is shown 

in table 2. The ROC curve of four algorithms is shown in Fig. 3, Moreover, the ROC 

curve of four algorithms is the one random experiment result. Table 2 and fig. 4 mainly 

compare the experimental results of BalanceCascade algorithm, EasyEnsemble 

algorithm, AdaBoost algorithm and CSEL algorithm. Table 2 shows the detailed 

experimental results. The change curve of each evaluate indicator of ten experiments is 

shown in Fig. 5. From the Fig. 5, we can see that AUC and G-means vary greatly and 

the F-means, Precision and Recall changes smoothly from Fig.5.  

 

Fig. 4. ROC curve on linear separable dataset 

 

Fig. 5. Change curve of ten experiments on linear separable dataset 
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Table 2. Comparison of four algorithms on linear separable dataset 

Algorithm 
Evaluation Indicators (mean ±standard deviation) 

Accuracy AUC F_mean G_mean Recall Precision 

CSEL 97.68±2.03 97.64±1.91 97.51±1.87 96.85±2.33 98.74±0.96 97.64±1.28 

BalanceCascade 96.73±3.11 94.94±4.06 96.89±2.86 95.47±3.27 96.49±2.83 95.48±3.16 

EasyEnsemble 92.45±2.45 92.95±3.44 95.41±2.14 93.79±2.88 94.13±3.08 93.97±3.67 

Adaboost 92.38 92.42 93.11 92.86 92.58 92.84 

In order to verify the difference between formula (13) and formula (14), ten 

experiments were carried out with formula (13) and formula (14) respectively. The 

standard deviation and mean of ten experiments about four algorithms (BalanceCascade 

algorithm, EasyEnsemble algorithm, AdaBoost algorithm and CSEL algorithm) is 

shown in table 3. From experimental results, we can see that the classification 

performance with formula (13) is better than formula (14). 

Table 3. Experimental results with formula (13) and formula (14) 

Formula 
Evaluation Indicators (mean±standard deviation) 

Accuracy AUC F_mean G_mean Recall Precision 

Formula (13) 97.68±2.03 97.64±1.91 97.51±1.87 96.85±2.33 98.74±0.96 97.64±1.28 

Formula (14) 96.14±3.11 95.83±2.54 95.61±2.86 94.97±2.85 96.88±1.47 95.51±1.79 

This part is an experiment on the linear inseparable data, which uses two classes of 

concentric circle samples of 
cos

, [0,2 ]
sin

x
U

y

 
 

 






g

g
. The first-class sample (the 

majority class) is a uniform distribution with radius [0,1.1] , and the second-class 

sample (the minority class) is a uniform distribution with radius [0.9,2] . The 

majority class includes 1000 samples, and the minority class includes 100 samples. The 

two classes of test dataset all include 500 samples, and the distribution is the same as 

the training dataset. The detailed results of ten random experiments are shown in table 4 

about evaluate dictators of Accuracy, AUC, F-means, G-means, Recall and Precision, 

and the ROC curves about four algorithms are random one experiment is shown in Fig. 

6. The change curve of each evaluate indicator of ten experiments is shown in Fig.7. 

From the fig.7, we can see that AUC and G-means vary greatly and the F-means from 

Fig.7. 

 

Fig.6. ROC curve on linear inseparable dataset 
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Fig. 7. Change curve of ten experiments on linear inseparable dataset 

Table 4. Experimental results of four algorithms on linear inseparable dataset 

Algorithm 
Evaluation Indicators (mean±standard deviation) 

Accuracy AUC F_mean G_mean Recall Precision 

CSEL 97.27±1.81 96.87±1.58 97.52±1.83 92.86±2.44 97.16±0.31 98.43±0.24 

BalanceCascade 96.73±2.72 92.68±5.84 96.22±2.76 88.86±4.85 96.89±1.33 97.51±0.31 

EasyEnsemble 95.55±2.06 90.52±4.39 95.54±2.81 87.63±3.96 96.27±1.27 97.28±1.56 

Adaboost 89.64 83.43 93.97 84.77 96.98 88.99 

In order to verify the difference between formula (19) and formula (20), ten 

experiments were carried out with formula (19) and formula (20) respectively. Table 5 

is the mean and standard deviation of ten experiments with formula (19) and formula 

(20). We can see that the results of formula (19) are better than formula (20).  

Table 5. Experimental results with formula (19) and formula (20) 

formula 
Evaluation Indicators (mean ±standard deviation) 

Accuracy AUC F_mean G_mean Recall Precision 

Formula (19) 97.27±1.81 96.87±1.58 97.52±1.83 92.86±2.44 97.16±0.31 98.43±0.24 

Formula (20) 96.85±2.01 96.04±1.77 96.93±2.18 92.41±2.36 96.98±0.59 97.89±0.56 

4.2. Experimental Results on UCI Dataset 

This section carries out simulation experiments on 7 UCI datasets (Car, Breast cancer, 

Haberman's survival, Blood transfusion, Contraceptive, Teaching and Tic-Tac-To). The 

experimental results of the proposed algorithm and three others algorithm 

(BalanceCascade, EasyEnsemble and AdaBoost) show in table 6. Every UCI dataset is 

divided into test dataset and training dataset. The samples in two datasets are randomly 

selected from the corresponding UCI dataset. Table 6 show the detailed sample 

distribution of the experimental dataset. We can see that there is a high imbalance 

degree in the training datasets and the test datasets are all close to the balance datasets. 

In addition, the algorithm proposed in this paper mainly aim at binary classification, so 

all experimental datasets are transformed into dataset only include two classes. 
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Table 6. Experiment results on UCI data set  

Dataset Attribute 
Training dataset Test dataset 

Majority Minority Proportion Majority Minority Proportion 

Car 9 400 100 4.0 226 232 1 

breast 9 100 25 4 101 60 1.7 

haberman 3 150 30 5 75 51 1.5 

blood 4 450 50 9 120 128 1 

Contraceptive 9 644 100 6.44 200 200 1 

Teaching 5 70 20 3.5 32 28 1 

Tic-Tac-To 9 400 100 4 226 228 1 

Table 7 shows the mean and standard deviation of ten experiments results on the 

above seven UCI datasets using CSEL algorithm, BalanCecascade algorithm, 

EasyEnsemble and AdaBoost algorithm. Table 5 shows the detailed experimental 

results about evaluate dictators of Accuracy, AUC, F-means, G-means, Recall and 

Precision. Fig.5, Fig.6, Fig.7 and Fig.8 show the ROC curve of CSEL algorithm, 

BalanceCascade algorithm, EasyEnsemble algorithm and AdaBoost algorithm on above 

seven datasets. 

Table 7. Experimental result of four algorithms on UCI dataset 

Dataset Alogrithm 
Evaluation Indicators (mean±standard deviation) 

Accuracy AUC F-mean G-mean Recall Precision 

teaching 

CSEL 70.28±1.03 71.55±0.54 73.62±0.87 68.44±1.35 65.74±0.74 72.15±0.91 

BalanceCascade 64.05±2.64 67.84±0.78 48.48±1.92 56.57±3.15 49.02±3.47 64.18±2.18 

EasyEnsemble 68.43±3.00 64.52±0.34 68.30±1.01 60.47±2.80 63.18±0.68 65.37±1.85 

AbaBoost 68.39 61.75 63.26 64.51 63.75 66.81 

car 

CSEL 82.24±1.73 82.11±1.21 77.42±0.98 80.07±1.19 75.04±1.38 81.73±2.15 

BalanceCascade 81.70±2.71 82.87±2.84 75.08±3.17 76.46±2.86 70.24±2.09 75.71±3.61 

EasyEnsemble 72.23±1.94 77.28±1.91 65.54±2.54 70.42±2.05 64.47±1.84 62.87±3.49 
AbaBoost 70.83 75.33 60.50 66.62 70.87 49.32 

breast 

CSEL 68.53±1.57 72.37±1.53 60.55±1.72 68.34±1.97 78.95±1.74 72.79±2.39 

BalanceCascade 65.73±2.84 70.18±2.06 56.38±3.35 67.82±3.01 48.08±2.85 75.04±4.21 

EasyEnsemble 62.36±2.44 68.50±1.83 51.36±3.24 63.63±2.90 81.99±2.88 68.09±6.91 

AbaBoost 60.23 65.41 35.29 49.61 74.36 48.57 

haberman 

CSEL 73.86±1.08 90.80±2.31 68.25±0.81 79.77±1.75 83.64±1.56 78.01±1.08 

BalanceCascade 74.05±1.74 87.03±1.66 64.44±0.97 71.86±1.04 82.67±1.39 77.89±1.67 

EasyEnsemble 67.78±1.96 76.15±0.96 53.90±1.34 70.20±1.28 84.77±0.98 75.79±3.07 
AbaBoost 65.82 67.70 27.45 41.79 77.86 28.42 

blood 

CSEL 70.18±0.61 82.56±0.83 50.84±1.04 71.08±0.98 82.58±1.15 70.35±2.04 

BalanceCascade 67.37±2.34 78.21±1.52 45.85±1.97 63.98±2.16 83.37±1.96 65.17±3.51 

EasyEnsemble 66.20±1.80 72.20±0.77 49.44±1.49 67.22±1.38 83.26±1.05 69.44±3.47 

AbaBoost 69.95 63.18 50.98 63.23 80.87 43.82 

Contracept
ive 

CSEL 69.24±0.76 75.85±0.81 60.33±0.95 70.19±0.83 81.72±0.57 75.41±1.66 

BalanceCascade 66.45±1.26 71.63±1.32 51.32±1.83 67.38±1.64 80.05±1.21 73.03±2.76 
EasyEnsemble 66.77±0.84 74.23±0.93 53.57±1.21 68.59±1.05 81.02±0.95 72.87±2.35 

AbaBoost 68.32 66.39 46.55 57.98 80.41 36.00 

Tic-Tac-

Toe 

CSEL 80.58±0.97 79.86±0.83 66.67±0.92 72.42±0.84 82.30±0.89 63.52±1.18 

BalanceCascade 78.08±2.18 78.56±1.51 65.32±1.75 69.32±1.62 80.42±1.73 56.02±2.37 

EasyEnsemble 78.81±1.33 76.87±1.09 65.28±1.48 70.85±0.99 80.89±1.42 60.96±1.29 

AbaBoost 79.75 48.38 63.53 69.56 84.50 50.90 

From table 7, in most of the experimental results of most indicators (Accuracy, AUC, 

F-means, G-means, Recall and Precision), the experimental results of proposed 

algorithm are relatively better than that of AdaBoost algorithm, EasyEnsemble 

algorithm and BalanceCascade algorithm except on the indicator of Recall. The average 

classification accuracy of the propose algorithm increases by 2.17%. The average AUC 

of the proposed algorithm increases by 2.84%. The average F-mean and G-mean of the 
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propose algorithm increases by 7.18% and 5.27% respectively. The classification 

accuracy of minority class is greatly improved. The average Recall and Precision of the 

proposed algorithm increase by 2.87% and 3.84% respectively. 

Teaching
Car  

Fig.8. ROC curve of Teaching and Car dataset 

Breast
Hamberman  

Fig.9. ROC curve of Breast and Hamberman dataset 

Blood Contraceptive  

Fig.10. ROC curve of Blood and Contraceptive dataset 
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Tic-Tac-Toe  

Fig.11. ROC curve of Tic-Tac-Toc dataset 
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Fig.12. Change curve of ten experiments of Teaching and Car dataset 
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Fig.13. Change curve of ten experiments of Breast and Hamberman dataset 
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Fig.14. Change curve of ten experiments of Blood and Contraceptive dataset 
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Fig.15. Change curve of ten experiments of Tic-Tac-Toc dataset 

Fig. 8-11 show the ROC curve of seven UCI datasets. Compared with EasyEnsemble 

algorithm, BalanceCascade algorithm and AdaBoost algorithm, CSEL algorithm has 

better classification performance on evaluate indicator AUC. From the experimental 

data in Table 7 and seven ROC curve, CSEL algorithm has better experimental results 

for imbalanced dataset. And it has a high precision of minority class. Because we pay 

more attention to the recognition rate and false alarm rate of minority class samples in 

practical application, so it meets the needs of practical application. 

The change curve of each evaluate indicator of ten experiments on sever UCI 

datasets is shown in Fig.12, Fig.13, Fig.14 and Fig.15. From Fig.12, it can be seen from 

the figure that every evaluate indicator vary greatly on Teaching and Car dataset. 

However, in other UCI datasets, the change of all indicators is relatively gentle, which 

shows that the algorithm is relatively stable from Fig.13, Fig.14 and Fig.15. 

4.3. Experimental results on KDDCUP dataset 

KDDCUP99 dataset is an imbalanced dataset, because there are a large number of 

normal behaviour data and a small amount of attack behavior data in practical 

application. It includes training dataset and test dataset. Training set includes 494 022 

samples and test set includes 31000 samples. There are 24 kinds of attack records in 

training dataset and 38 kinds of attack records in test dataset. The algorithm proposed in 

this paper is oriented to class binary-classification problem. Therefore, all attack 

samples are looked as abnormal class and all normal samples are looked as normal 

class. The experimental data in this paper were selected at equal intervals to obtain 5176 

samples as test data and 2674 samples as training data to maintain the original dataset 

space distribution. The detailed distribution of experimental data is shown in Table 6. 

From the training dataset, we can see that the experimental dataset is imbalanced.  

This section still compares the performance with AdaBoost algorithm, 

BalanCecascad algorithm and EasyEnsemble algorithm on KDDCUP dataset [29]. As 

can be seen from table 6, test dataset includes some attack type samples that do not 

include in the training data. The purpose is to verify the detection of new attacks. The 

experimental performance has been compared with the above seven indicators.Table 8 

shows the detailed data of the experiment about evaluate dictators of Accuracy, AUC, F-
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means, G-means, Recall and Precision. The ROC curve of a random experiment is 

shown in Fig. 9 of four algorithms (CSEL algorithm, BalanceCascade algorithm, 

EasyEnsemble algorithm and AdaBoost algorithm).  

From table 9, we can see that the test data is an imbalanced dataset and the training 

data is an imbalanced dataset that the imbalanced ratio between the number of majority 

class and it of minority class is 10.3. The attack behaviour samples are looked as 

minority class and the normal behaviour samples are looked as majority class in the 

training data set. Test dataset includes 12 kinds of attack samples and 24 kinds of 

unknown attack samples. In addition, the test data is an approximately balanced dataset. 

Therefore, it will have a high classification error rate of minority class if the 

classification Hyperplane offset to the minority class. The proposed selective ensemble 

learning algorithm for imbalanced data is suitable for anomaly detection of network 

intrusion. It is important for anomaly detection of network intrusion to reduce the 

classification error rate of minority class, meanwhile, to reduce the missing alarm rate 

and false alarm rate.  

Table 8. Experiment dataset of KDDCUP 

Data type 
dataset 

Test dataset Train dataset 

Total samples 5176 2674 

Normal samples 2146 2438 

Attack samples 2582 236 

Unknown samples 448 0 

Attack types 28 17 

Table 9. classification accuracy of four algorithms on KDDCUP dataset 

algorithm 

Detailed accuracy of every type of data (mean± standard deviation) 

All records Normal record Intrusion record Known intrusion Unknown 

intrusion 

CSEL 85.58±0.31 91.21±0.37 81.78±0.31 83.04±0. 23 74.55±0.45 

BalanceCascade 82.08±0.97 91.99±0.44 75.05±0.48 75.91±0.37 70.09±0.89 

EasyEnsemble 79.14±0. 8 91.38±0.21 70.43±0.32 72.11±0.34 62.72±0.24 

Adaboost 80.12 90.86 72.48 73.74 65.18 

 

Fig.16. Accuracy change curve of ten experiments of KDDCUP dataset 

Table 9 is classification accuracy of all kinds of data (include overall accuracy, 

normal type, intrusion type, unknown intrusion type and known intrusion type).  It can 

be seen that classification accuracy of intrusion samples is greatly increased from table 
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9, especially classification accuracy of unknown intrusion samples. The detection rate 

of unknown intrusion is increased by 4.46% compare with BalanceCascade algorithm. 

Classification accuracy of known intrusion is increased by 7.13%. It can be seen that the 

proposed algorithm may increase the classification accuracy of the minority class and 

total samples from table 9. In other words, it may reduce false alarm rate and missed 

alarm rate. Fig.16 shows the change curve of classification accuracy of various data 

(includes: All records, Normal records, Intrusion records, Known intrusion, 

Unknown records, intrusion records) in ten experiments. From the change curve, we can 

see that in ten experiments, the indicators are relatively stable, indicating that the 

algorithm is relatively stable. 

Table 10. Experimental results of KDDCUP dataset 

Algorithm 
Evaluation Indicators (mean ±standard deviation) 

Accuracy AUC F_mean G_mean Recall Precision 

CSEL 85.58±0.31 87.52±0.26 80.57±0.18 83.54±0.23 81.97±0.12 68.94±0.29 

BalanceCascade 82.08±0.85 84.26±1.16 80.15±0.95 82.69±0.74 80.76±0.97 65.82±1.24 
EasyEnsemble 79.14±0.18 83.39±0.35 78.72±0.24 82.18±0.17 81.92±0.23 63.96±0.43 

Adaboost 80.12 84.18 79.19 83.04 83.76 63.89 

The detailed experimental results about accuracy rate, F-mean, G-mean, AUC, Recall 

and Precision is shown in table 10. It can be seen that the experimental results of the 

most evaluate indicators are better compared with BalanceCascade algorithm, 

EasyEnsemble algorithm and Adaboost algorithm from table 10, especially the recall 

and precision of intrusion behavior (minority class). This is due to the proposed 

algorithm pay more attention on sample distribution.  

The ROC curves about four algorithms are random one experiment on KDDCUP 

dataset is shown in Fig. 18. The change curve of each evaluate indicator of ten 

experiments on KDDCUP dataset is shown in Fig.18. We can see that the change of all 

indicators is relatively gentle from Fig.18, which shows that the algorithm is relatively 

stable. 

 

Fig.17. ROC curve of KDDCUP dataset 



854           Hongle Du et al. 

 

 

Fig.18. Change curve of ten experiments of KDDCUP dataset 

5. Conclusion and Discussion 

Ensemble learning algorithm can also be used to solve the problem of imbalanced data. 

It mostly uses some methods to re-sample the majority samples and obtains a dataset 

equivalent to the number of samples in a minority class. Then, a training subset is 

formed with the minority class samples. A certain classification algorithm is used to 

train the base-classifier. Repeat many times to get multiple base-classifiers, and then 

ensemble multiple base-classifiers. A selective ensemble learning algorithm for 

imbalanced data is proposed to reduce the influence of data imbalance in this paper. The 

simulation results on artificial dataset, UCI dataset and KDDCUP dataset show that the 

proposed algorithm can reduce the effect of imbalanced data. 
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Abstract. With the explosive increase of online learning resources, how to 

provide students with personalized learning resources and achieve the goal of 

precise teaching has become a research hotspot in the field of computer-assisted 

teaching. In personalized learning resource recommendation, exercise 

recommendation is the most commonly used and most representative research 

direction, which has attracted the attention of a large number of scholars. Aiming 

at this, a personalized exercise recommendation framework is proposed in this 

paper. First, it automatically constructs the relationship matrix between questions 

and concepts based on students' answering records (abbreviated as Q-matrix). 

Then based on the Q-matrix and answer records, deep knowledge tracing is used 

to automatically build the course knowledge graph. Then, based on each student's 

answer records, Q-matrix and the course knowledge graph, a recommendation 

algorithm is designed to obtain the knowledge structure diagram of every student. 

Combined the knowledge structure diagram and constructivist learning theory,  

get candidate recommended exercises from the exercise bank. Finally, based on 

their diversity, difficulty, novelty and other characteristics, exercises are filtered 

and obtain the exercises recommended to students. In the experimental part, the 

proposed framework is compared with other algorithms on the real data set. The 

experimental results of the proposed algorithm are close to the current mainstream 

algorithms without the Q-matrix and curriculum knowledge graph, and the 

experimental results of some indicators are better than Algorithms exist. 

Keywords: Personalization Exercise Recommendation, Course Knowledge graph, 

Deep Knowledge Tracing, knowledge concept. 

1. Introduction 

With the continuous launch of Massive Online Open Course (MOOC), in the face of 

massive online learning resources, how to choose suitable learning resources is an 

urgent problem to be solved in the current intelligent education system [1]. The 

intelligent education system uses computer-aided technology to help students obtain 

personalized and suitable learning resources from the massive online teaching 
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resources, thereby improving the teaching effect. It can dynamically adjust the learning 

resources recommended to each student according to the student's learning trajectory 

(learning style, knowledge mastery, etc.). In the intelligent education system, the course 

knowledge graph plays an important role in the recommendation of learning resources, 

learning path recommendation, etc., and the knowledge graph of the curriculum is also a 

hot spot in this field [2]. 

The course knowledge graph (Some scholars call it a knowledge graph, and some 

scholars call it a concept map, which is called a knowledge graph in the subsequent 

chapters of this article.) represents the dependencies between the knowledge concepts of 

a course. Combined with constructivist learning theory, students should learn a course 

according to the relationship between knowledge concepts in the knowledge graph. This 

is because the learning sequence of knowledge concepts affects students' learning effect 

[3]. If the course knowledge graph is accurately obtained, it can intuitively show the 

student’s mastery of the knowledge concepts in one course, which can promote students 

to carry out meaningful learning, and can also draw students' own knowledge according 

to each student's mastery of knowledge concepts. In addition, it also can be used to 

recommend the personalized learning resources. 

In the existing personalized learning resource recommendation algorithms, 

knowledge graphs are mostly marked by experts, on the one hand, the workload is large, 

on the other hand, there will be a certain deviation. In response to this, many experts 

and scholars have carried out corresponding research on the course knowledge graph, 

and proposed corresponding construction methods of the course knowledge graph [4-5]. 

The references [6-10] mainly use association rule mining algorithm and traditional 

statistical theory to build the course knowledge graph, and the references [11-13] use 

the machine learning method to build the course knowledge graph. Whether it is an 

association rule based on statistical theory or a method based on deep learning, it is 

assumed that the exercise-knowledge concept relationship matrix (Q-matrix) already 

exists. In practical applications, the acquisition of Q-matrix also requires expert 

annotation, and there are also problems of heavy workload and labeling deviation. 

In view of the above problems, a personalized exercise recommendation framework 

based on course knowledge graph is proposed in this paper. First, based on the students' 

answer records, the exercise-knowledge concept relationship matrix is automatically 

obtained by using deep knowledge tracing and improved K-means clustering algorithm. 

Using students' answer records and Q-matrix, design a knowledge graph construction 

algorithm, and automatically obtain the course knowledge graph. Then, based on 

students' answer records and Q-matrix, a knowledge graph construction algorithm is 

designed, and automatically obtain the course knowledge graph. Then combine the Q-

matrix, the knowledge graph and the students' answer records to draw the knowledge 

structure map of each student (that is, the mastery degree map of each knowledge 

concept). Then, based on the constructivist learning theory, the exercise 

recommendation model is constructed according to the course knowledge graph, the 

student knowledge structure map, and the Q-matrix. Then, the recommended exercises 

are selected according to the characteristics of the difficulty, novelty, and diversity of 

the exercises. 

This study provides a framework for personalized learning resource recommendation 

based on course knowledge graph, and discusses how to automatically construct the 

exercise-knowledge concept relationship matrix and the relationship map between 

knowledge concepts (course knowledge graph). On this basis, construct the knowledge 
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structure diagram of each student, and design a recommendation model to recommend 

personalized learning resources for each student (this article mainly focuses on 

exercises). The main contributions include the following three-fold: (1) An idea of 

automatically constructing the course knowledge graph is proposed. The relationship 

matrix between exercises and knowledge concepts is automatically constructed, and 

then the course knowledge graph is automatically constructed. (2) This paper proposes a 

personalized exercise recommendation framework based on the curriculum knowledge 

graph, and presents a new idea of recommending personalized learning resources based 

on the knowledge graph, combining the acquired curriculum knowledge graph, student 

answer records and Q-matrix. Then, the knowledge structure diagram of each student is 

obtained according to the answer record of each student. Then, combine the two 

diagrams and the Q-matrix, build a recommendation model, and recommend 

personalized exercises for every student. (3) In this paper, the calculation method of the 

importance of knowledge concepts is given for each student, and then selects exercises 

related to the most important knowledge concepts for students from many exercises to 

recommend. 

The remaining chapters of this paper is organized as follows: The second subsection 

mainly analyzes the research progress of the existing personalized recommendation 

algorithm, and analyzes the work that still needs to be improved and the improved 

method. The third subsection mainly introduces the recommendation framework 

proposed in this paper, and introduces the problems solved in each stage and the 

methods to solve them in detail. The fourth subsection mainly introduces the 

personalized exercise recommendation model based on knowledge graph and the 

available recommendation methods. The fifth subsection presents several common 

algorithms and experimental results on common data sets, and compares and analyzes 

the proposed framework and the corresponding experimental results. The sixth 

subsection discusses and analyzes the conclusions and the main work of the next stage. 

2. Related Works 

This section reviews the research on personalized exercise recommendation algorithms, 

knowledge graph construction, and knowledge tracing. The basic ideas and 

implementation processes of various methods will be introduced, then analyzes the 

advantages and disadvantages of various methods, and proposes corresponding 

solutions. 

2.1. Knowledge Tracing 

Knowledge tracing is based on the modeling of students' behavior sequences to predict 

students' mastery of knowledge concept. Commonly used knowledge tracing models 

include Bayesian Knowledge Tracing (BKT) [15] and Deep Knowledge Tracing (DKT) 

[16]. In most knowledge tracing and improvement methods, the sequence of answering 

questions is used to train the model, however, the sequential relationship between 

knowledge concepts is ignored. 
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According to the knowledge transfer theory in the field of education [17], when a 

learner learns a knowledge concept, it not only changes the proficiency of the existing 

knowledge concept, but also changes the mastery of the associated knowledge concept. 

Therefore, the curriculum knowledge graph that shows the dependencies between 

knowledge concepts has attracted the attention of many experts and scholars [18-21]. 

Many scholars build the corresponding model for the knowledge graph and study the 

problem of knowledge tracing. Inspired by the success of graph neural network (GNN), 

Nakagawa et al. [18] applied GNN to knowledge tracing task for the first time, and 

proposed a Graph-based Knowledge Tracing (GKT). This method converts the 

knowledge structure into a graph, thereby indirectly reconstructing the knowledge 

tracing task into a time series node-level classification problem in the GNN model. 

Graph convolutional neural networks (GCNS) are proposed for semi-supervised graph 

classification, updating self-node representations based on information about itself and 

its neighbors.  

Therefore, if multiple graph convolution layers are used, the updated node 

representation contains the attributes of neighbor nodes and the information of high-

order neighbors. Yang et al. [19] proposed a knowledge graph tracing (GIKT) along this 

line of thought. To make full use of the textual information contained in the exercises 

and the hierarchical relationship between the exercise and knowledge concepts. Tong et 

al. [20] proposed a hierarchical graph knowledge tracing model framework (HGKT). 

The method defines a problem schema to calculate the similarity between exercises. 

Then, a hierarchical graph neural network is proposed based on the problem 

mechanism. It adopts two attention mechanisms to emphasize the important historical 

states of students. The hierarchical graph and sequences are full used to improve the 

performance of knowledge tracing. Zhu et al. [21] builds a knowledge graph based on 

knowledge units, target knowledge units, knowledge unit dependencies, etc. Then, 

multiple learning paths can be obtained, and then judges the learning progress of 

learners according to their learning logs, and learning paths are recommended to them. 

Shi et al. [22] constructed a learning goal-oriented knowledge graph across learning 

domains, including six semantic relations, and then combined the learner's learning 

goals and the characteristics of learning resources to represent the recommended 

learning path.  

Most of the existing methods assume that the knowledge graph of the course already 

exists, and then build a knowledge tracing model based on the knowledge graph, answer 

records, and Q-matrix and other information. However, how to automatically and 

accurately obtain the knowledge graph and Q-matrix corresponding to the course is the 

key to this type of method. 

2.2. Course Knowledge Graph 

The curriculum knowledge graph reflects the relationship graph between the curriculum 

knowledge concepts, and represents the dependency between the knowledge concepts in 

the curriculum. According to the knowledge transfer theory [17] and the constructivism 

theory [32], the curriculum knowledge graph is very important in the intelligent 

education system. Yu et al. [4] use association rule mining algorithm to analyze the 

relationship between curriculum knowledge concepts, and automatically builds a 

knowledge graph between curriculum knowledge concepts. The key to this method lies 
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in the setting of association rules and how to set the thresholds of each indicator, so that 

the pruned knowledge graph can more accurately represent the relationship between 

course knowledge concepts. In this article, in order to obtain the knowledge graph, the 

thresholds of various indicators are directly specified. 

In practical applications, according to the granularity of knowledge concept division, 

there may be hundreds of knowledge concepts, and the key to construct the knowledge 

graph is each threshold. The author later improved this method [5-6]. In this method, the 

exercise-knowledge concept relationship matrix (Q-matrix) needs to be manually 

labeled, which not only requires a large workload, but also makes the labeling 

subjective and has labeling bias. In response to this problem, the literatures [7-9] use the 

combination of association rules and machine learning methods to construct the 

knowledge graph of the course. Shao et al. [7] combine text recognition and association 

rule mining to automatically obtain exercises related to each knowledge concept and 

automatically construct a Q-matrix. It can avoid the bias caused by manual labeling of 

the Q-matrix. This method uses the association rule mining algorithm in the literature 

[6] to build a knowledge graph, but it also has the problem that it is difficult to 

determine multiple thresholds. Huang et al. [8] uses soft rules and adversarial learning 

ideas to automatically build a knowledge graph, which can reduce the impact of 

thresholds on algorithm performance and improve the quality of the composition. 

Literatures [11-13] combine the ideas of deep learning and data mining to automatically 

build a knowledge graph to avoid the impact of setting thresholds on the algorithm. Lin 

et al. [11] mainly conduct research on knowledge tracing. Assuming that there is only 

one question related to a knowledge concept, this method can obtain the relationship 

map between knowledge concepts.  

However, in practical applications, one knowledge concept corresponds to multiple 

exercises, and one exercise corresponds to multiple knowledge concepts. In response to 

this, Zhang et al. [12] uses a hierarchical attention mechanism and a relational graph 

neural network to build a knowledge graph (Relational Graph neural network with 

Hierarchical Attention). Hiromi et al. [13] presents six methods for constructing 

curriculum knowledge graph. Among them, three methods based on multi-head 

attention mechanism, based on Variational autoencoder (VAE) and based on probability 

transition matrix have better performance, and can automatically obtain the knowledge 

graph of the corresponding course in a given answer record and Q-matrix. Obviously, 

this method still needs Manually annotated Q-matrix. 

2.3. Exercise Recommendation Algorithm 

Building an exercise recommendation model [22-23] is crucial in an intelligent 

education system. Traditional methods based on product recommendation mainly 

include content-based recommendation algorithm [22-23] and collaborative filtering 

recommendation algorithm [24-25]. In recent years, graph neural networks have 

attracted the attention of many experts and scholars. Using graph neural networks to 

solve recommendation problems is a hot spot in current recommendation system 

research [26-28]. In order to reflect the dependencies between knowledge concepts, Lin 

et al [26] proposed a knowledge graph smart extraction and explicit diagnosis (CM-

SEED) learning system. Use knowledge graph to describe students' mastery of 

knowledge. In order to more accurately describe the mastery of knowledge concept and 
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the dependencies between knowledge concepts, Lv et al. [27] proposed an intelligent 

exercise problem recommendation method based on weighted knowledge graph. This 

method quantifies students' learning ability with students' test data, and then uses the 

dependence between students' learning ability and knowledge concepts to improve the 

effect of personalized exercise recommendation. The knowledge graph proposed in 

papers [26-27] is actually the cognitive structure graph of each student, not the 

knowledge graph of the course. 

In order to make full use of the dependencies between the nodes of the knowledge 

graph, literatures [28-30] modeled on the course knowledge graph to realize 

personalized learning resource recommendation. Huang et al. [28] combines knowledge 

graph and collaborative filtering, and the use of collaborative filtering based on 

knowledge graph can not only effectively avoid the problems of data sparseness and 

cold start of traditional collaborative filtering recommendation methods, but also avoid 

the inconsistency of K value in traditional collaborative filtering recommendation 

algorithms. Wang et al. [29] use Graph Convolutional Networks for modeling based on 

knowledge graph to mine the associations between nodes on the knowledge graph, 

automatically discover structural information and semantic information. Then, the 

neighbor information of each node is used to describe the node, that is, the interrelated 

path between nodes can be obtained. Finally, Knowledge Graph Convolutional 

Networks is used to implement the recommendation of personalized learning resources. 

The current GNN-based models are mostly coarse-grained in relational modeling. They 

do not identify user-item relationships at the fine-grained graph level, and do not use 

relational dependencies to preserve the semantics of remote connections.  

Knowledge Graph-based Intent Network (KGIN) [30] strengthens the independence 

of different user-item relationships, thereby enhancing the ability and interpretability of 

the model. A new information aggregation mechanism is used to recursively integrate 

relational sequences (relationship paths) of remote connections. Zhao et al. [31] use 

Recurrent Neural Networks (RNNs) to predict the coverage of knowledge concepts 

based on students' answer records, and uses Deep Knowledge Tracing (DKT) to predict 

students' mastery of knowledge concepts. Then, according to the two prediction results, 

a set of exercises recommended to students is obtained, and then a certain strategy is 

used to filter the set of exercises to obtain the exercises that are finally recommended to 

students. This method ignores the transfer of dependencies between knowledge 

concepts, and also does not consider the influence of the difficulty of the exercises. 

3. Personalized Exercise Recommendation Framework Based on 

Knowledge Graph 

Based on the above analysis, this section will introduce the proposed framework of 

personalized exercise recommendation in detail. The framework starts from the 

students' answering records, uses a certain method to automatically construct the Q-

matrix (such as using DKT), and then automatically constructs the course knowledge 

graph course based on the Q-matrix. Then, combining each student's answer record, Q-

matrix and course knowledge graph, each student's knowledge structure map can be got, 

and finally build a recommendation model based on the knowledge structure map and 

get the personalized exercise.   
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3.1. Recommended Framework 

The personalized exercise recommendation framework based on the curriculum 

knowledge graph proposed in this paper is shown in Fig. 1. It is mainly divided into 

three stages: (1) construct a curriculum knowledge graph based on students' learning 

behavior data; (2) Obtain students’ mastery of personal knowledge, construct the 

knowledge structure graph of students; (3) build a personalized exercise 

recommendation model, and get personalized exercise recommendation for each 

student. The following is a detailed introduction to the personalized exercise 

recommendation framework proposed in this paper from above three stages. 
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Fig. 1. Personalized Exercise Recommendation Framework 

3.2. Automatically Obtain the Q-matrix 

The curriculum knowledge graph can accurately reflect the dependencies between 

curriculum knowledge concepts. According to the knowledge transfer theory [17] and 

the constructivism theory [32], when the learner's learning and mastery of the current 

concept will be affected by the related knowledge concept, it will also affect the mastery 

of the related knowledge concept. In other words, the learning sequence of knowledge 

concepts has an impact on the learning effect. So, what order is a reasonable order? This 

is the problem to be solved by the curriculum knowledge graph. The literatures [19, 33] 

believe that the knowledge graph is a hierarchical tree structure. For example, each 

textbook is divided into several chapters, each chapter includes several sections, and so 

on, so there is a hierarchical tree structure between the course knowledge concepts. 

Some other scholars also believe that the curriculum knowledge graph is a network 

structure [28-30], and there is a sequential dependency between knowledge concepts. It 
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is a directed acyclic network structure graph, that is, there are predecessor knowledge 

concepts and successor knowledge concepts. Learning process should be based on the 

order of knowledge concepts, which is more in line with the knowledge transfer theory 

and constructivism theory in pedagogy, so that students can obtain good learning 

effects. 

The question now is how to obtain an accurate course knowledge graph. The course 

knowledge graph in the literatures [19, 28, 30, 33] is obtained by expert annotation. Due 

to the personal subjectivity of expert annotation, there will be deviations in the 

annotated knowledge graph. In response to this problem, the literatures [4-8] use 

association rule mining, deep learning, natural language analysis and other methods to 

automatically build a curriculum knowledge graph. But these methods are all 

constructing the course knowledge graph given the Q-matrix, and the construction of 

the Q-matrix is also obtained by the expert annotation. According to the different 

granularity of knowledge concepts, generally each course includes hundreds of 

knowledge concepts, and each course includes thousands of exercises (especially for 

middle school courses), and each exercise involves one or more knowledge concepts. 

Therefore, constructing the Q-matrix requires a lot of work, and there are biases. 

Based on the above analysis, this paper presents a method to automatically construct 

the Q-matrix, The deep knowledge tracing model constructed in [15] can obtain the 

sequential dependencies between exercises, and the exercises are related to knowledge 

concepts. Assuming that each exercise is only related to one knowledge concept, the 

exercise related to a knowledge concept can be classified into one category through 

cluster analysis, thus obtaining the Q-matrix. 

Assuming that m students have n exercises, the answer records of m students can be 

expressed as a matrix: 
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Where 1ija   denotes that the i-th student answers the j-th exercise correctly, and

0ija   denotes that the i-th student answers the j-th exercise incorrectly. 

According to the students' answer records, the dependence of i-th exercise on j-th 

exercise can be expressed as the formula (1): 

,
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y j k
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                                              (1) 

Where ( | )y j i  denotes the probability that j-th exercise is correct when i-th exercise is 

answered correctly. 

Assuming that students have mastered the knowledge concepts, then the students can 

correctly do the exercises related to the knowledge concepts, otherwise they cannot 

correctly do the exercises related to the knowledge concepts. Therefore, after doing i-th 

exercise correctly and then doing j-th exercise correctly, then i-th exercise and j-th 

exercise either belong to the same knowledge concept, or the knowledge concept 

corresponding to i-th exercise is the precursor of the knowledge concept corresponding 

to j-th exercise. In the same way, after answering i-th exercise incorrectly, answering j-
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th exercise incorrectly is the same. Based on this, when K-means clustering is 

performed, the distance calculation method can be expressed as the formula (2): 

1

( , ) ( )
n

i i

i

dis vecA vecB vecA vecB


 e                                             (2) 

Assuming that there are k knowledge concepts in total, after k-means clustering, the 

question-concept matrix can be obtained as follows: 
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1 2
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 

L
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M O M

L  
Where 1ijqc   denotes that the j-th exercise is related to the i-th knowledge concept, 

and 0ijqc   denotes that the j-th exercise is not related to the i-th knowledge concept. 

3.3. Building a Knowledge Graph 

After the Q-matrix is generated, the course knowledge graph can be constructed 

based on the Q-matrix and the students' answer records. Literatures [4-6] use the 

association rule mining algorithm to automatically build the knowledge graph. This 

method first defines the association rules, and then calculates the confidence of the rules 

according to the formula (3). 

sup( , )
( )

sup( )

i j

i j

i

Q Q
conf Q Q

Q
                                                            (3) 

Then specify the minimum confidence (the value in this article is 0.75), the 

difference degree threshold the difference degree is 0.35, and several other thresholds. 

By setting a good threshold, the graph is trimmed to obtain the final knowledge graph. 

In this method, the setting of the threshold is very important to the constructed 

knowledge graph. The setting of the threshold in this paper is specified based on 

experience and cannot be applied to a dynamically changing environment. In response 

to this, the literatures [7-9] use machine learning methods to build knowledge graphs. 

Nakagawa et al. [18] provides two methods to calculate the relationship between two 

nodes, one is a statistical-based method. This method builds the relationship between 

neighbor nodes based on the adjacency matrix A, and neighborf adopts formula (4) to 

calculate: 

, ,( , ) ([ , ]) ([ , ])t t t t t t

neighbor i j i j out i j j i in j if h h A f h h A f h h                             (4) 

where
outf and

inf are multilayer perceptron（ MLPs） ， the key is the construction 

method of 
,i jA . For examples: 

(1)
,

,,

0

i j

i ki j k

n
i j

nA

i j


 

 

 


（ Transition probability matrix）                                  (5) 

(2)
,

( | )

( | )
i j

k

y j i
A

y j k



 (deep knowledge tracing）                                           (6) 



866           Zhang Yan et al. 

 

( | )y j i  denotes the probability that the j-th exercise is correct when the i-th exercise 

is answered correctly (using the RNN network). 

(1) Multi-head attention (MHA): The multi-head attention mechanism is used to 

calculate the weight of the edge between two nodes. 
neighborf can calculate with the 

formula (7). 

1
( , ) ( , )t t k t t

neighbor i j ij k i j

k K

f h h a f h h
K 

                                                          (7) 

k

ija  is the k-th head’s attention weight from vi to vj, and fk is a neural network for the 

k-th head. 

(2) Variational autoencoder (VAE). According to the type of edge represented by the 

node feature, it is calculated by the following formula (8): 

( , ) ( , )t t k t t

neighbor i j ij k i j

k K

f h h z f h h


                                                               (8) 

Where, 
k

ijz is a latent variable sampled from the Gumbel–Softmax distribution. kf is 

a neural network for the k-th edge type. 

In the experimental stage, three methods of association rule, DKT and MHA are used 

to verify the validity of the proposed exercise recommendation framework. 

3.4. Student's Personal Knowledge Structure Diagram 

Analyzing the degree of knowledge mastery of students is a crucial step in the 

intelligent education system. Only by accurately identifying the degree of knowledge 

mastery of each student can we accurately recommend personalized exercises. Methods 

such as Bayesian Knowledge Tracing [13] and Deep Knowledge Tracing [14, 15] are 

commonly used to predict students' mastery of knowledge concept. Since knowledge 

graphs can reflect the dependencies between knowledge concepts, literatures [18-20] 

use graph neural networks to analyze students' mastery of knowledge concept based on 

knowledge graphs. The interpretability of these existing methods is poor, and it is not 

easy to understand the students' mastery of each knowledge concept. Therefore, this 

paper analyzes each student's mastery of the curriculum knowledge concepts based on 

the curriculum knowledge graph, and first defines several description knowledge 

concepts. 

Definition 1. The mastery of knowledge concepts MC, the correct rate of students 

who have done exercises related to knowledge concepts is used to indicate the mastery 

of knowledge concepts for each student, using formula (9) to calculate: 

,

j,

,

,

1,a 1

i

1

MC =

j i

a j i

j i

a j i

a

QC

a

QC

QC

QC

 






                                                                 (9) 

Where, 
,

1
j iaQ  denotes the exercise ja is related to i-th knowledge concept. 

, j1,a 1
j iaQ   denotes that the exercise ja is related to the i-th knowledge concepts are 

answered correctly. 
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Combining knowledge transfer theory [17] and constructivism theory [32], the order 

in which students learn knowledge concepts has an impact on the students’ mastery of 

knowledge concepts, and what has a direct impact on the current knowledge concept is 

the predecessor knowledge concept. That is, the mastery of the precursor knowledge 

concept will affect the students' learning effect of the current knowledge concept. 

Definition 2. Knowledge concept support degree SP, the number of the predecessor 

knowledge concepts that have been mastered divided by the number of all predecessor 

knowledge concepts, assuming that the precursor knowledge concept set of the i-th 

knowledge concept is expressed as SC, the support degree of the current knowledge 

concept can be expressed for formula (10): 

( )
| |

j
jN SC

i

MC
SP N

SC





                                                     (9) 

Where, ( ) 1iSP N   denotes that the predecessor knowledge concept of this 

knowledge concept has been fully mastered and should be recommended first. 

When recommending exercises to students, it actually selects a knowledge concept 

from the course knowledge graph, and then recommends exercises related to the 

knowledge concept. That is to say, knowledge concepts with higher importance should 

be selected for recommendation. How to evaluate the importance of knowledge 

concepts? Combined with the characteristics of the directed graph, the importance of 

each node (knowledge concept) is related to the in-degree, out-degree and the weight of 

the corresponding node and edge. For individual students, the higher the mastery of 

knowledge concepts, the lower the importance of knowledge concepts; the greater the 

out-degree of a knowledge concept, the greater the importance of the knowledge 

concept as the precursor of multiple knowledge concepts; if the greater the in-degree of 

a knowledge concept, it means that the more restricted knowledge concepts, the 

recommendation should be postponed, that is to say, the lower the mastery of the 

knowledge concept. Based on the above analysis, the definition of the importance of the 

knowledge concept is given as follow. 

Definition 3. The importance degree of knowledge concept CP. The importance of 

the knowledge concept is inversely proportional to the mastery of the knowledge 

concept, and inversely proportional to the difference between the node in-degree and the 

node's support degree, which can be calculated by formula (11). 

_ deg ( )
(1 ) , _ deg ( ) 0

_ deg ( )(1 ( ))( )

(1 )* _ deg ( ) _ deg ( ) 0

i
i i

i ii

i i i

out ree N
MC in ree N

in ree N SP NCP N

MC out ree N in ree N


 

 
    

             (11) 

Where _ deg ( )iout ree N and _ deg ( )iin ree N  denote the out-degree and in-degree of 

node
iN . The importance of knowledge concepts is actually the priority of 

recommended knowledge concepts, and is the main basis for selecting recommended 

knowledge concepts. 

The importance of knowledge concepts is for students, and each knowledge concept 

is of different importance to different students. In the algorithm of this paper, the 

knowledge concepts to be recommended and the corresponding exercises are selected 

according to the importance of the knowledge concepts. It is mainly considered from the 

following three aspects: (1) the importance of the knowledge concepts that students 
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have mastered is less than that of the knowledge concepts that they have not mastered, 

because the knowledge concepts that are not mastered will affect the learning of 

subsequent knowledge concepts; (2) the importance of knowledge concept that has a 

large out-degree is greater than that of a knowledge concept with a small out-degree, 

because a large out-degree indicates that its mastery will affect the learning of multiple 

knowledge concepts, so the importance is large; (3) In-degree and support degree also 

have an impact on the importance of a knowledge concept. The greater the in-degree, 

the more affected factors. The greater the support degree SP of a knowledge concept, 

the better the mastery of the precursor knowledge concept of the knowledge concept. 

3.5. Recommendation algorithm based on knowledge graph 

After obtaining the course knowledge graph, build a recommendation model based 

on the knowledge graph. Designing recommendation models based on graph neural 

networks is a hot topic in current recommendation system research [26-28]. Due to the 

poor interpretability of deep learning, it is difficult to display the recommendation 

results intuitively. In this regard, this paper based on the course knowledge graph and 

each student Based on the Knowledge Structure Map (KSM), combined with the answer 

records and Q-matrix, a simple personalized exercise recommendation algorithm is 

designed. The algorithm flow is shown in Fig. 2. 

The detailed process of the algorithm is described as follows: 

Algorithm 1. Exercise recommendation algorithm based on knowledge graph 
Input: Course Knowledge Graph CKG, Student Answer Record 

A, Question-Concept Relationship Matrix Q 

Output: Recommended exercises 

For i=1:K 

Calculate the MCi 

If MCi<threshold  

 Calculate CP(Ni) 

Else 

 Continue 

Sort CP(Ni) in descending order 

Choose the recommended exercise based on A matrix and Q-

matrix 

First, according to the knowledge graph and the students' personal answer records, 

the students' mastery degree MCi of each knowledge concept is obtained. If the 

knowledge concept has been mastered, it will not be processed. Otherwise, the 

importance degree CP(Ni) corresponding to the knowledge concept is calculated. Then 

sort CP(Ni) in descending order, select the first knowledge concept Nj, and then 

according to the Q-matrix, adopt a certain strategy to select the exercises related to the 

knowledge concept Nj and recommend them to the students. Here are two kinds of 

choose strategy. 

(1) Random selection, randomly select one or several exercises from the exercises 

related to the knowledge concept Nj and recommend them to students; 

(2) According to the degree of mastery of the knowledge concept, the recommended 

exercises are selected according to the accuracy of all students' answers to the exercises 

related to the knowledge concept and the students' individual mastery of the knowledge 
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concept. Assuming that there are K exercises related to the knowledge concept Ni, first 

calculate the answering accuracy rate Pk of the relevant exercises, and then calculate the 

mastery of the knowledge concept CPi, and select the exercises with the smallest 

difference between (1-Pk) and CPi to be recommended. If the knowledge concept is 

poorly mastered, the exercises with low difficulty are recommended, and if the 

knowledge concept is well mastered, the more difficult exercises are recommended. 

Input CKG and KSGj

Calculate MCi 

MCi<threshold

Calculate CP(Ni )

N

Y

i<K
Y

Sort CP(Ni)

N

Choose the 
recommended exercise

Update  KSMj according to 
answer result of exercise

 

Fig. 2. The algorithm flow char 

4. Experiments and Analysis 

This subsection mainly verifies the effectiveness of the proposed method through 

experiments, and shows the comparison of various experimental data and experimental 

results under different data sets. The following will introduce the experimental process 

in detail and analyze the experimental results in detail. 

4.1. Experimental data sets 

The method proposed in this paper constructs the Q-matrix based on the assumption that 

an exercise is only related to one knowledge concept. In order to fully verify the 

framework, in this section, all the exercises in the dataset are regarded as related to only 

one knowledge concept. The data sets used in the experiments are described in detail 

below. 

 synthetic dataset. The dataset [33] is machine simulation data, and the 

response performance of each student is generated using the problem 

difficulty, student ability and probability of random guessing based on 

IRT. Contains 4,000 students and 50 exercises, each with 5 knowledge 
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points, for a total of 200,000 practice records. 

 ASSISTments 2009 data set. This dataset [33] is collected from the 

ASSISTments online education platform in the 2009-2010 school year, 

and contains 325,673 practice records of 4,151 students on 110 

knowledge points after deduplication. The duplicate records of the source 

dataset are removed before the experiment. At the same time, the dataset 

has the problem of data sparsity, and its density is only 0.06. 

 ASSISTment 2015 data set. This dataset contains 708,631 practice records 

of 19,840 students on 100 knowledge points. Due to the large learner 

base, the dataset contains a small number of student records on average. 

This dataset is the sparsest among the available datasets, with a density of 

only 0.05. 

 Intellilence 2018 dataset. This dataset provided by Oneoftops Ltd., a 

company that provides teaching and learning services to teachers and 

students in the Advanced Center, includes 256,612 learning records from 

1,452 students across 159 knowledge points. 

Table 1. Experimental dataset 

Dataset KCs Students Records 

Synthetic 25 4000 200000 

ASSISTments 2009 110 4151 325673 

ASSISTments 2015 74 19840 525535 

Table 1 gives the overall description of the data set used in the experiment. The 

algorithm in this paper assumes that each exercise is only related to one knowledge 

concept. In the Synthetic data set, each subset has only 50 exercises. In order to increase 

the number, 5 datasets are merged, that is, 250 exercises, including 25 knowledge 

concepts. In the ASSISTments data set, the order of answering questions for each 

student is different, and the order of answering questions has an impact on the learning 

effect of each student, but in order to use the clustering algorithm to obtain the Q-

matrix, the exercises done by each student are Sorting, in the answer record, the correct 

value of the exercises that each student has not done is 0. 

4.2. Base Line 

The prediction accuracy (ACC) and the area under the ROC curve (AUC) are two 

evaluation indicators that are often used to evaluate the classification performance. In 

this experiment, these two evaluation indicators are used to evaluate the effectiveness of 

the proposed framework. This paper compares the experimental results of the traditional 

classical algorithms BKT and DKT. In addition, the algorithm framework proposed in 

this paper is based on the knowledge graph, and the DKVMN and GKT algorithms are 

the classical methods in the graph neural network. Therefore, this paper mainly 

compares these four algorithms. KCG_MHA and KCG_VAE are the frameworks 

proposed in this article. The MAHA algorithm and VAE algorithm are used to build the 

knowledge graph. KCG_TPM and KCG_DKT use the Transportation Probability 

Matrix and Deep Knowledge Tracing to build the knowledge graph. The experimental 
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results of the algorithm proposed in this paper are all without a given Q-matrix and 

knowledge graph. 

BKT [15]: BKT is the traditional method based on probability. It predicts the 

switches between every two knowledge concepts according to the HMM rules and 

knowledge master degree. 

DKT [16]: DKT is the first using an RNN to deal with the problem of knowledge 

tracing. It predicts students’ next attempts on knowledge concept based on the students' 

knowledge mastery degree. 

GKT [18]: This method adopts the knowledge graph to predict the students' 

knowledge mastery degree. Knowledge graphs can reflect the relationships among 

knowledge concepts. Therefore, this method predicts recommendation according to the 

GNN model.  

HGKT [20]: HGKT is the improved method of GKT, and it introduces the 

hierarchical idea and multi-layer attention mechanism into the model to make 

prediction.  

KCG_MHA: This adopts the above-mentioned the recommendation framework. But 

the adjacency matrix is constructed based on the muti-head attention mechanism. Then 

knowledge graph is constructed based adjacency matrix. 

KCG_VAE: This adopts the above-mentioned the recommendation framework. But 

the adjacency matrix is constructed based on the Variational autoencoder. Then 

knowledge graph is constructed based adjacency matrix. 

KCG_TPM: This adopts the above-mentioned the recommendation framework. But 

the Q-matrix is constructed based on the transportation probability matrix.  

KCG_DKT: This adopts the above-mentioned the recommendation framework. But 

knowledge graph is constructed based on the deep knowledge tracing. 

4.3. Experimental Results and Analysis 

In our experiment, 60% of the data is used for training, and the remaining 40% of the 

data is used for testing. Due to the contingency in the division of the data set, the 

experiment in this paper uses ten random divisions of the data set. The data are the 

average of ten experiments results, and Figures 3, 4 and 5 are the average of ten 

experiments on three datasets. 

Fig.3 shows the results of Accuracy and AUC on Synthetic dataset. Fig.4 shows the 

results of Accuracy and AUC on ASSISTments 2009 dataset. Fig.5 shows the results of 

Accuracy and AUC on ASSISTments 2015 dataset. The three figures intuitively show 

the experimental performance of 8 methods (including the four methods proposed in 

this paper, KCG_MHA, KCG_VAE, KCG_TPM and KCG_DKT) on three datasets. 

From the three figures, you can see the performance of the method proposed in this 

paper. The performance is better than the BKT method, and the performance is slightly 

worse than that of the HGKT method. This is because the method in this paper only 

uses the answer records in the data set, while the other four methods (BKT, DKT, GKT 

and HGKT) apply the answer records at the same time, and Q-matrix, and the 

acquisition of Q-matrix requires expert annotation. 
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Fig.3. Experimental comparisons of Synthetic dataset 
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Fig.4. Experimental comparisons of ASSISTments 2009 dataset 
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Fig.5. Experimental comparisons of ASSISTments 2015 dataset 

Table 2. Experimental results of Accuracy and AUC 

Model 
Synthetic ASSISTments 2009 ASSISTments 2015 

ACC AUC ACC AUC ACC AUC 

BKT 0.7201 0.7036 0.7014 0.6714 0.6977 0.6511 
DKT 0.8125 0.7876 0.8577 0.8263 0.8101 0.7953 

GKT 0.8575 0.8443 0.8741 0.8461 0.8341 0.8102 

HGKT 0.8991 0.8564 0.8715 0.8497 0.8515 0.8295 
KCG_MH

A 

0.8812 0.8385 0.8633 0.8381 

0.8433 0.8091 

KCG_VA
E 

0.8796 0.8276 0.8574 0.8344 0.8407 0.8078 

KCG_TP

M 

0.8788 0.8243 0.8501 0.8278 0.8376 0.7993 

KCG_DK

T 

0.8703 0.8294 0.8449 0.8266 0.8395 0.8021 

The four methods given in this paper build the course knowledge graph. The 

KCG_TPM method is used for the course knowledge graph on the Synthetic dataset and 

the ASSISTments 2015 dataset as shown in Fig. 6 and Fig. 8. After obtaining the course 

knowledge graph, according to the formula (11) can obtain the knowledge structure 

diagram of each student in the corresponding course, and you can clearly see the 

students' mastery of each knowledge concept. Fig. 7 shows the knowledge structure 

diagram of random two students' mastery of each knowledge concept on the Synthetic 

dataset. Fig. 9 shows the knowledge structure diagram of the random two students’ 
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mastery of each knowledge concept on the ASSISTments 2015 data set. The color depth 

in the figure represents the mastery of the knowledge concept, and the darker the color, 

the mastery of the knowledge concept. The better, the lighter the color, the worse the 

mastery. 

From Fig. 3, we can see the dependencies between the various knowledge concepts 

in the course. Based on the course knowledge map, a certain path selection algorithm 

can be used to recommend learning paths and recommended exercises for students. 

Similarly, using the dependencies between courses can recommend courses for students. 

This paper mainly provides personalized exercise recommendation for students based 

on the curriculum knowledge map. Based on the knowledge graph shown in Fig. 3, 

Algorithm 1 is used to recommend exercises. The recommended effect is shown in 

Table 1. As can be seen from Table 1, on the Synthetic dataset, the performance of the 

four methods for building knowledge graphs provided in this paper is relatively close. 

The algorithm is better than the BKT, DKT and GKT methods, but the performance is 

2.88%-1.79% different from the HGKT algorithm. On the one hand, in the HGKT 

algorithm, the Q-matrix is already given and accurate, which makes the constructed 

course knowledge graph more accurate. On the other hand, using a hierarchical graph 

neural network to implement recommendation on the knowledge graph requires more 

computing resources, but if given appropriate parameters, it will have better 

experimental performance. 

Figures 7 and 9 are the knowledge structure diagrams of any two students on the two 

datasets respectively. Through the students' personal knowledge structure diagram, we 

can clearly see the mastery of each knowledge concept of each student. For example, 

Fig. 7(a) and Fig. 7(b) represent the mastery degree of knowledge concept of student a 

and student b respectively. Comparing student a and student b, it can be seen that 

student b has a better mastery of course knowledge concepts than student a (The color 

of multiple nodes in Figure b is darker than that of the nodes in Figure a, that is, the 

mastery of the corresponding knowledge concepts is better). Specifically, comparing the 

two figures, it can be seen that student b's mastery of knowledge concept 8 and 

knowledge concept 12 is better than student a, and student b's mastery of knowledge 

concepts 25 and 14 is slightly better than student a. 

 

Fig. 6. The knowledge graph of Synthetic dataset 
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Fig.7. The knowledge structure diagrams of any two students on Synthetic dataset 

As can be seen from Fig. 6, there is a loop on the knowledge graph, that is to say, 

there is an interdependent relationship between knowledge concepts. For example, there 

is a ring between knowledge concepts 4, 5, and 25, that is to say, in order to master 

knowledge concept 4 well, you need to master knowledge concept 25; to master 

knowledge concept 25 well, you need to master knowledge concept 5, and mastering 

knowledge concept 5 requires mastering knowledge concept 4. In practical applications, 

the course knowledge graph should be a directed acyclic graph, so this situation should 

not exist. In order to eliminate the loops in the knowledge graph, we try to use the 

spanning tree protocol method in the computer network to prune each loop in the 

knowledge graph. Using the pruned knowledge graph for exercise recommendation, the 

recommendation performance is relatively poor. This is because this paper assumes that 

each exercise is only related to one knowledge concept, but in practice, one exercise is 

related to multiple knowledge concepts. The method proposed in this paper is used to 

construct Q-matrix and curriculum knowledge graphs, a loop will appear. 

The curriculum knowledge graph of the ASSISTments 2015 dataset is shown in Fig. 

8. The total number of knowledge concepts are 74, which is relatively large. Therefore, 

the use of circles can better display the dependencies between knowledge concepts. 

From the figure, we can also see that there is partial loop phenomenon. Fig. 9 shows the 

knowledge structure diagram of two random students, in which the shade of color 

indicates the degree of mastery of the knowledge concept. 

 

Fig.8. The knowledge graph of ASSISTments 2015 dataset 
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Fig.9. The knowledge structure diagrams of any two students on ASSISTments 2015 dataset 

5. Conclusion 

This paper attempts to build a personalized exercise recommendation framework based 

on knowledge graphs, which does not require manual adoption. This method starts from 

constructing a question-concept matrix(Q-matrix), then builds a curriculum knowledge 

graph based on the Q-matrix and student answer records, and then builds student's 

personal knowledge structure graph based on the course knowledge graph, Q-matrix and 

students answering records, and then uses each student's knowledge structure graph to 

recommend personalized exercises for students. The recommendation framework makes 

the recommendation process intuitive, and you can intuitively see the mastery of each 

knowledge concept and the recommended exercises for each student. In addition, the 

framework is also suitable for recommending personalized learning paths for students. 

The experimental results show that this method has better performance than BKT, and 

has better intuitiveness than DKT and GKT. However, the framework proposed in this 

paper also has certain limitations. (1) The method in this paper assumes that each 

exercise is only related to one knowledge concept, but in practical applications, each 

exercise is related to multiple knowledge concepts, then how to implement the 

framework Many-to-many relationship between exercises and knowledge concepts. The 

process of constructing the Q-matrix is actually the process of classifying each exercise 

(category is the concept of knowledge). Aiming at this problem, the method of semi-

supervised classification is proposed to assign exercises to multiple classes, and 

determine which class should belong to according to the probability of belonging to 

each class. (2) When recommending exercises, the recommended exercises are 

determined according to the importance of each knowledge concept to the students. This 

method is relatively intuitive, but its performance is not good. For this, a graph neural 

network is proposed to implement personalized exercise recommendation. How to solve 

the problem? The above two questions will be the main work in the next stage. 
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Abstract. Visual perception principle of watching video is crucial in ensuring 

video works accurately and effectively grasped by audience. This article proposes 

an investigation into the efficiency of human visual perception on video clips 

considering exposure duration. The study focused on the correlation between the 

video shot duration and the subject’s perception of visual content. The subjects’ 

performances were captured as perceptual scores on the testing videos by 

watching time-regulated clips and taking questionnaire. The statistical results 

show that three-second duration for each video shot is necessary for audience to 

grasp the main visual information. The data also indicate gender differences in 

perceptual procedure and attention focus. The findings can help for manipulating 

clip length in video editing, both via AI tools and manually, maintaining 

perception efficiency as possible in limited duration. This method is significant 

for its structured experiment involving subjects’ quantified performances, which 

is different from AI methods of unaccountable. 

Keywords: Video Editing, Human Visual System, Perceived Efficiency, Footage 

Duration, Video Information. 

1. Introduction 

Along with the booming of computer vision technology in recent years, artificial 

intelligence (AI) techniques have been extensively applied in visual arts. Since IBM's 

Watson created the movie trailer for Morgan in 2016, AI application in video editing 

has become dramatically widespread and in-depth. However, video editing always 

requires an understanding of the perception mechanisms and laws of human vision 

system (HVS), no matter how advanced the editing technology is. The perceptual laws 

and principles of HVS is a key knowledge and prerequisite for ensuring that video works 

are correctly and effectively understood by audience. In fact, scientific researchers have 
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been focusing on the application of HVS mechanism in image processing since 1980s, 

and video artists are definitely the peer that started to focus on such issues earlier. 

Video artists, especially directors and film editors, need to effectively manipulate the 

duration of each shots when dealing with the relationship between the narrative flow of 

videos and the audience's perception. Traditionally, artists rely on their visual 

experience and professional skills to fulfill their intentions. While, due to the widespread 

usage of computer vision tools of AI technology, it is urgently in need for definite 

quantification on such factors that directly affect the legible, definable and 

understandable of video works. Undoubtedly, clear quantitative laws can improve our 

understanding of watching behavior and be directly applied to AI-driven or manual 

video creation. Besides, these laws may benefit AI technology in recognition of video 

contents [1-3]. 

Technically, physiological and psychological fluctuation could rise on viewing the 

video contents, which intricately affects the audience's mastery and understanding of the 

video contents. Among them, the duration of the shots can directly affect the audience's 

perception of the video information. Video content is often made up of consecutive 

shots, each shot needs a reasonable length of exposure to meet the visual perception 

requirements. The audience will not have enough time to grasp the main content of the 

shot in inadequate duration, while lengthy duration will occupy the audience’s attention 

to the minor details of the scenes, thus distracting their attention from the main theme. In 

addition, audience’s visual perception of video is also influenced by the content of the 

images per se, and it should not be ignored that information density of video is also an 

important factor for cognitive efficiency. 

This visual perception issue not only determines whether AI technology can meet the 

needs of audience-oriented video creation, but also is a technical problem that has long 

troubled video artists. To reveal this issue, it is necessary to analyze audience’s 

perceptual efficiency on various scenes through duration counted experiments. The 

experiment of this project statistically analyzed the efficiency and accuracy of audience's 

visual perception of video contents from the video editing perspective. With focusing on 

the perceptual perceptions of exposure durations and scene contents, the experiment 

aims to clarify the necessary shot duration for the audience to perceive and grasp the 

main information in the video. 

Six video clips of different perspectives and contents were collected, and composed 

into five video clips of different durations as controlled experimental materials. Then, 

the subjects were divided into five groups according to the very video clip they watched 

and finished a questionnaire. Finally, the census data were analyzed and discussed 

according to the questionnaire results. Despite the fact that the experiment faced 

subjective factors, the results still shows a clear tendency. However, unexpected 

interference of the experimental results caused by factors, such as certain contents and 

gender differences, was also found. 

This paper consists of six sections. Cognitive mechanism of video and multimedia are 

reviewed in section 2. Section 3 is about conducting the experiment that involves 

volunteers’ participation. The data of the experimental results are measured and 

analyzed in section 4, and discussion is conducted in section 5. Section 6 shows the 

summary of the conclusions. 
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2. Related Research 

Rather than a complex optical imaging system, HVS is influenced by a variety of 

operating mechanisms that is often explained as psychological and neurophysiological 

issues, and is highly intelligent for information perception and processing. Marr, an 

expert in neurology and psychology, studied the visual system from the information 

processing perspective and proposed, for the first time, a sophisticated explanation of 

the basic construction of the visual system, which laid the theoretical foundation for the 

application of human visual cognitive mechanisms in image processing [4,5]. Since then, 

researchers have continued to improve the vision theory from multi-aspects, such as 

information acquisition, visual sensitivity, content perception, and gradually applied 

them in computer vision and image processing fields. 

The work of this project concerned with visual attention and perception of video 

contents in terms of exposure duration, for the scene duration of video directly affects 

human access to the visual information. Johansson raised questions about the 

relationship between human perceptual speed and the moving objects [6]. He also 

studied perceptual organization on stimulus patterns, by simulating human motion as 

walking, running, etc., with ten moving bright spots, and tested human perceptual speed 

through different exposure durations of images [7]. Albright et al. made a further 

research on the visual perception of moving images, and suggested the importance of 

context factors in visual perception [8]. Chun investigated the interrelationship between 

context and visual attention, and the mechanism of contextual information learning and 

its guidance of visual attention deployment, suggesting that context cueing facilitates the 

efficiency of visual search and recognition [9]. With the booming of digital image 

technology and creation, the research on visual perception of images has extended in-

depth. By investigation of the relationship between spatial frequency and image 

exposure duration, Watt affirmed the general features of human vision – turning from 

rough perception to detail perception as exposure duration increases [10-12]. 

The image perception efficiency of HVS is not only determined by the context, but 

also related to the familiarity of the theme and visual objects. Thorpe et al. investigated 

the influence of audience’s familiarity with the theme and contents on perceptual 

efficiency, and showed negative significance of familiarity with the content when faced 

with complex perceptual objects [13]. However, Bülthoff and Newell’s study showed 

that object recognition is directly related to familiarity with the contents. He claimed that 

recognition decisions are largely driven by familiarity [14]. Fabre-Thorpe et al. 

experimentally demonstrated that familiarity has significant effect on perceptual 

duration of simple images, but this indication is implicit in complex natural images [15]. 

They concluded that HVS relies on highly automatic feed-forward mechanisms in 

perceiving highly complex images, which are very little influenced by familiarity. While, 

categorical representations are crucial for memory load when visual content maintained 

for a certain duration [16]. This mechanism is also adopted in machine recognition of 

multimedia [17]. 

The other factor is the cognitive mode, precisely, the order of the perception process. 

In most situations, the attentional mechanisms of the visual system tend to coexist in 

both top-down and bottom-up modes. Posner and Petersen's study of the attentional 

properties showed that HVS pays attention to visual stimuli consciously when detecting 

signals for focal objects, and the consciousness is prominent in cognitive accounts of 
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attention [18]. Kastner and Ungerleider investigated the mechanisms of interaction 

between bottom-up and top-down modalities, and asserted that HVS has selective and 

active mental activity properties [19, 20]. Bar's study focused on and revealed the role of 

top-down perceptual mechanisms during low spatial frequency image perception [21]. In 

addition, the attentional mechanisms of HVS are strongly linked to emotional states to a 

large extent. Fan et al. confirmed the relationship between image attributes and 

audience’s emotions by studying subjects' feedback on 31 imagery attributes [22]. Zhang 

et al. also insists that emotions play important role in video cognition [23]. 

We consider that these mechanisms and characteristics of HVS lie in the efficiency 

and accuracy of audience’s perception of video information. If the temporal efficiency 

of video perception is analyzed quantitatively, the results will be contributive to 

improving the accuracy and efficiency of information dissemination in video art. This is 

the reason for conducting the experiment and clarifying the significance of this research 

work. 

3. Experimental Design and Execution 

In navigation perspective, there are usually two modes of visual perception: a top-down 

perception mode driven by subjective consciousness, in which the viewer intentionally 

intensify attention to certain visual information or actively search for confirmation of the 

expected information during the viewing process; the other is a bottom-up perceptual 

mode driven entirely by visual stimuli, in which the audience's perception depends on 

the stimulus element of the object itself. It usually occurs under conditions in which the 

viewer has no expectations or contextual preparation for the content and information, 

and perception is formed gradually from the process of visual stimuli [19, 24]. Top-

down attention is mainly governed by consciousness, and visual perception actively 

seeks the target [25], while bottom-up attention depends primarily on the visual 

perceptual content. In most viewing experience, audience do not know what specific 

visual information they are about to access, and can only gradually form cognitive 

concepts by following the video narration, so it mainly belongs to the bottom-up 

perceptual mode. The perceptual mode set in this experiment is the bottom-up one, and 

the subjects participating in this experiment will not be informed of the relevant content 

before the test so as to maintain their ignorance of the visual information. 

3.1. Testing Video and Questionnaire Design 

In order to ensure the diversity of video types within the limited testing volume while 

restore the general viewing experience, we selected six video clips (Figure 1). The six 

scenes cover camera moving and still shots, camera perspectives ranging from overhead 

to elevation shots, close up to panoramic shots, with contents of characters, animals and 

vehicles moving, relatively still scenes with natural landscapes and architectural spaces, 

etc. (Table 1). Since each shot is prepared for various exposure duration, it is necessary 

to ensure that the motion of each video is continuously stable so as to avoid significant 
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information fluctuations. These clips are largely stable both in camera motion and target 

content, and can satisfy the process of arbitrarily cutting part of the motion. 

 

Figure 1. The six clips of testing videos. The clips are intensively chosen according to the testing 

objects. Clip A and F are provided by https://www.vcg.com, and B, C, D, E from 

https://www.vjshi.com. 

Table 1. Contents and features of the six testing clips. 

Clip 

No. 

Camera 

Motion 

Character and 

Content 
Action Testing Information 

A 
Sideways 

dolly 

city street, Woman, 

cellphone, tablet, 

watch, bag 

walk, smiling, 

eyes shifting, 

holding the tablet 

environment, woman, facial expression 

(smile), dress, hairstyle, bag, belt, 

cellphone, tablet, watch 

B still grassland, sheep sheep moving 
grassland, wired fence, mountains, the 

white sheep, flock of sheep 

C Pilot view 
roads, cars, buildings, 

trees 
car running 

running cars, roads, trees, buildings, 

roof view, cars in parking, electric 

bicycle, pedestrians, traffic signs on the 

ground 

D still sky, plain, cattle, trees almost still 

blue sky, barren plain, trees, cattle and 

sheep, white mark on the ground, white 

cow foreground, aircraft trails in the 

sky 

E still skyscrapers, buildings cars running 

main building, neighboring 

skyscarapers, buildings in the distance, 

traffic flow 

F following 
street, two men, 

bicycle 

walking nearer, 

talking 

two men, tie, jacket on arm, walking 

forward, bicycles, briefcase 

 

This experiment is based on materials of the same video clips. Since normal duration 

of a single clip is generally not less than one second, our test videos are set from one 

second on, with five gradient samples up to five second long. According to the 

experimental duration design, each original clip was cut for five samples, and five test 

videos were synthesized by same durations of every clip. The contents of each test video 

are the identical, but the segment durations are different, i.e., the one-second testing 
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video is stitched with the six original videos in one second clips, the two-second testing 

video with the original video in two-second clips, and so on to the five-second-long 

video. In order to facilitate testing operation, and avoid the montage effect formed by 

consecutive shots, which would affect the visual perception effect of the subject, three-

second-long full-screen in medium-gray (128 of 256) were inserted between each two 

shots of the synthesized video to make intervals in between. The output size of these 

videos is 1920*1080 pixels with frame rate of 25p. 

In order to evaluate the subjects' perception of the video content, information of the 

video was listed according to the detail levels, and a questionnaire was designed for the 

subjects to fill. The questionnaire provided three options for each listed object of the 

video contents: definite, vague and null. Subjects were asked to check one of the options 

based on their impressions after watching the testing videos. 

3.2. Selection of Subjects 

109 participants were invited for this experiment, all of them were university students of 

18 to 25. Their academic majors are randomly scattered. In the original stage, 100 of the 

participants were divided into five groups, gender balanced, and each group watched 

only one test video of the specific duration, without repeating test for other videos 

(Figure 1). Some of the subjects did not finish all the test procedures as expected, and a 

few of them came to the results that were obviously not in line with common sense 

(possibly due to their reluctance to cooperate with the experiment). Their test data were 

excluded and other participants was asked to fill the gap. Finally, the number and gender 

ratio of subjects in each group were ensured to be comparable, with 100 questionnaires, 

half to half from each gender. 

3.3. Experimental Environment and Equipment 

The minimum difference in luminance that can be perceived by the human eye at a 

particular background is the luminance sensitivity level. According to Weber's law, the 

ratio of luminance sensitivity to background is commonly a constant. In an image of 256 

gray levels, human vision tends to be highly sensitive to the areas with a gray level of 

about 128 [26, 27]. The six videos used in this experiment are all on luminance level of 

about 128, that guarantee the subjects better perceiving the video information. The 

brightness contrast of the video images is mainly in the medium. The entire experiment 

was conducted in a room without strong light interference, and the videos were played 

on a Dell 27-inch display (U2720Q) running on a PC with Windows OS. The subjects 

kept eyes about 70 cm away from the display. The video player program was Potplayer. 

3.4. Testing Process 

The experiment was operated and recorded by an operator. The operator first 

communicated with the subjects and informed them of the test procedure, but did not 
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reveal any information about the contents of the testing videos. The operator then started 

playing the video when the subject is ready. The video starts with a 5-second countdown 

sign, and then the first test scene is presented. The operator paused the video after each 

shot of the six scenes is played. The subjects were then given a questionnaire about the 

scene and was informed that the items in the questionnaire might not be presented in the 

video. The questionnaire was used to confirm what the subjects really perceived, with 

three options for each item: definite, vague, and not perceived. After finishing the 

questionnaire, the subject continued to watch the next scene, then the corresponding 

questionnaire, and all the video scenes were tested in this order. Figure 2 shows the 

work flow of the experiment. 

 

Figure 2. The work flow of the experiment. Each clip was inserted with gray background of three 

second between every scene. The subjects were asked to finished the questionnaire after watching 

each scene of the clip. 

4. Measures for Data Validity 

4.1. Design of the Test Videos 

The themes of the six video clips were animals, human characters, buildings and nature 

spaces. These are common themes and typical types of general videos. In order to focus 

on the correlation of visual perception and exposure duration, we intentionally typified 

the video content when selecting the video clips and ensured that the motion trajectories 

of the main objects in the videos were conservatively stable, and the motion of the 

character objects was controlled within 1°/sec. This ensures both the typicality of the 

videos and the stability of the visual information when cutting shots for various 

durations. 

HVS usually do not fully grasp the visual signals entering the human eye, there is but 

an Internal Generative Mechanism to interpret the input visual signals [28]. HVS will 

derive and predict the visual contents of the scenes to be recognized mainly based on the 

memory and experience, while the unintelligible and uncertain information will be 
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discarded. From this perspective, our experiment is about the HVS efficiency of visual 

information derivation. The efficiency is influenced by human memory. For instance, 

people are familiar with scenes viewed from a normal viewpoint, as opposed to 

unfamiliar things, so that people perceive differently in things of familiarities [14]. The 

overhead perspective is not a common observation angle, so there will be little prior 

memory information. For this reason, we deliberately chose an aerial video of an 

overhead view, hoping to access whether the amount of visual experience make 

differences in visual perception by comparing with other items. 

HVS is inevitably influenced by complex factors when perceiving content. Prior 

contextual information constrains anticipation and visual navigation, facilitating the 

recognition and search for objects in complex images [29]. To avoid such contextual 

cues, we inserted a 3-second null screen between each scene to discard consecutive shot 

combinations that might form extended interpretation of primitive contents, and also to 

facilitate the pause operations during the experiment. 

4.2. Design of the Test Questionnaire 

The test questionnaire for this experiment underwent two major versions during the 

design phase. The original questionnaire included open questions, asking the subjects 

what they saw in the footage that had just been shown. We found that this approach 

would result in the subjects missing lots of important information that he actually 

perceived, and cause uncertainty in the subjects’ descriptions that could not be translated 

into countable data. Thus, we redesigned the questionnaire to list all the content that 

appear in the videos for the subjects to check off the items that they perceived. However, 

the results of this test also showed significant inaccuracies, as the subjects appeared 

irresolute on some of the content and randomly check the items on their uncertainty. It 

indicates that the results would be seriously affected by the fact that subjects with this 

level of perception when filling out the questionnaire. Finally, we decided to provide 

three options for each item: definite, vague, and null. Only those items checked for 

definite were counted as the positive results, so as to filter out some ambiguous 

perceptions and improve the accuracy of the information perceived with certainty  

(Table 2). 

Table 2. Questionnaire for Scene D of the testing clips (executed in Chinese version). Subjects 

were asked to check the perceived items according to their impression. 

 blue sky 

and earth 

trees cattle and 

sheep 

white mark 

on the 

ground 

white cow in 

the 

foreground 

aircraft 

trace in the 

sky 

definite √  √  √  

vague  √  √   

null 

(missed) 
     √ 
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4.3. Plan of the Testing Process 

The major challenge of this experiment is ensuring the accuracy of the result data, since 

visual perception is easily affected by complex factors, such as empirical information, 

experimental environment, and individual differences. Theoretically, having each 

subject check all the test videos of various durations can eliminate bias of the individual 

subjects, but the results would be obviously affected by visual memory and contextual 

cues when the subjects were repeatedly exposed to the videos of identical contents. 

Therefore, we decided to have each subject watch every video only once regardless the 

duration. Even though the test results were still inevitably influenced by individual 

differences, mental state, and attitudes of the subjects when filling out the questionnaire. 

In order to reduce these influences, we specifically limited the test subjects to university 

students, who are of similar age, mental state, cognitive ability and life experience, and 

therefore have relatively minor individual differences. The test was conducted in their 

spare time for relax and attentive mood. Nevertheless, many problems were still found in 

the statistics of the test data. In particular, for one-second duration test, some 

questionnaires ticked all the listed items as definite. As a matter of fact, HVS is unlikely 

to grab all the information in such a short time. Considering that these questionnaires 

would weaken the significance of the statistical results, we eliminated the answer sheets 

with all the items checked as definite, and invited more subjects to participate in the 

questionnaire for the absence. 

5. Results and Discussion 

The perceptual procedure of human vision usually starts from the overall observation of 

the imagery, then quickly locates the important targets for in-depth examination. The 

visual attention actively focuses on the targets of interest, while selectively reducing 

attention or even ignoring other uninteresting objects. This active and selective 

observation behavior is also called the visual attention mechanism. Imagery in the vision 

usually contains complex visual information consisting of various objects juxtaposed or 

superimposed, rather than a single figure, which interact or interfere with each other 

causing visual masking effect as Macknik referred to [30]. Some information is 

dominant in the interrelations, showing active aggressiveness, while others are 

subsidiary, negative or weak. Thus, the objects in motion pictures often present a very 

rich hierarchy of strengths and weaknesses due to visual perception mechanisms. Video 

information can be divided into three categories according to the visual perceptual 

strength: the global information, the major objects of attention, and the subsidiary 

objects. Taking the perception of these three information categories into account, it is 

assumed that the order of human visual perception is from the global information to the 

major objects and then expands to the subsidiary objects, where the global and major 

categories of information are usually clearer and more explicit in the audience’s visual 

perception, while the subsidiary information is often intentionally weakened by the 

creator to be vague in the audience’s perception. Therefore, when providing the three 

questionnaire options of definite, vague and null, the subsidiary information was 

intentionally filtered out. The target of the survey was focused on the main objects of the 
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video artists’ emphasis. The results of the questionnaires in which the subjects chose the 

definite option remarkablely showed this tendency, i.e., the main information of the 

scenes were mostly found in the definite option (Figure 3). 

 

Figure 3. Statistics of the cognitive trends according to the audience questionnaire on the six-

scene test. The major the content, the higher the confirmation rate shows; and the longer the 

exposure duration, the higher the confirmation rate. 

The statistic trend shows that as the perceived time increases, more items is 

confirmed by the subjects (Figure 3). Among them, the global information in the 

uppermost layer is mostly grasped on one-second duration. The information of main 

objects is most sensitive to the perceived duration, with some major details in the upper 

level in the graph and others in the middle level. The perception curves of most major 

details show significant surge between two and three seconds of exposure duration, and 

leveling off after three seconds. Among them, the trend curves of scene E come to the 

high stage period significantly early. It is easy to notice, by inspecting the content of the 

video and the statistic curves, that the content of scene E are more concise and has less 

major details. It is very likely the main reason that supports the rapid achievement of 

higher perceptual certainty. Therefore, it is the detailed information of main objects that 

is most obviously affected by perceived duration. As the shot duration increases, the 

perceptual certainty of the characters and primary details increases significantly. The 

perceptual certainty of the subsidiary details also increases along the increase of 

perceived duration, but with a certain lag comparing to the characters and primary 

information, and the increase is relatively smoother. They are mainly unimportant details 

with weak attraction, many of them are even completely ignored by the subjects. 

However, most information of these items does not affect the subject's understanding of 

the video. In general, the statistical results of the test data seem in consonance with the 
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visual attention mechanism, and reveal the perceptual order and attention distribution of 

the three levels of visual information. 

In this experiment, the subjects were divided into two identical groups of both 

genders, in order to eliminate gender bias, and also for convenience of inspecting the 

gender differences. Judging from the features of the questionnaire data, the gender 

difference is significantly reflected in the test of scene A (Figure 4). The statistical 

results of the questionnaire on scene A show that female subjects pay more attention to 

the character’s dress, bag, hair style and belt in the video than the male group, and the 

intensity and certainty of perception increases earlier. Whereas male subjects tend to be 

much acute on electronic items as the tablet, cellphone and smartwatch. There seems to 

be a lack of attention to the women character’s belt. For scene D, gender differences had 

less impact on the perception of global information, and both male and female subjects 

were able to identify the grass and sheep in the picture in just one second. The barbed 

wire fence belongs to the second category of information, i.e., the major object, which 

was fully perceived with perception up to three seconds, but the subsidiary information 

did not significantly increase in perceptual intensity within all the testing durations 

(Figure 5). In general, gender differences do exist in visual perception and are likely to 

be influenced primarily by interest and culture. 

 

Figure 4. Gender difference trend according questionnaire on scene A. 

An interesting phenomenon appeared that most male subjects showed a significant 

surge of awareness of the frost on the ground in scene D at the third second. There were 

also perceptual differences on the white cow, with more males than females definitely 

grasped it in one second, but this advantage did not increase as the exposure duration 

increased, while the number of females who positively checked this information 

increased significantly. This may imply that there are differences in the order of visual 

perception, not only between genders, but also between individuals of the same gender. 

Besides, there shows no significant difference, merely by the results of the 

questionnaire, in the video duration of both normal viewpoints and unconventional 

perspective, such as aerial footage. 
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Figure 5. Gender difference trend according questionnaire on scene D. 

6. Conclusion 

The experimental results are basically consistent with our initial hypothesis, but the 

specific data fluctuate according to the video content. It generally shows that three 

seconds is a very important threshold. HVS can perceive the overall contextual 

information and the main character-objects in videos within exposure duration of three 

seconds. In fact, once these two types of information are mastered, the content and 

intention of the video can be basically understood. This indicates that audience can 

grasp the main information of video shot from three seconds up. However, this 

perceived duration fluctuates due to the information density of the footage. In the case of 

relatively low information density, the shot duration can be as short as two seconds, but 

in most cases segment duration of three seconds or longer appears to be more secure. 

Gender differences also affect the perception of certain types of information, such 

differences depend mainly on the audience's interests rather than on the visual 

perception mechanism per se.  

Although the experimental results are generally consistent with our hypothesis, there 

are still shortcomings that affect the accuracy of the experimental results. First, the 

greatest impact on the accuracy of the experimental results might be the subjective 

factors of the questionnaire. Although we screened the received questionnaires, it is still 

hard to say the retained questionnaires were sufficiently objective. The other uncertainty 

is that the testing process was conducted simultaneously by two testing operators. 

Although we trained the operators before the test and controlled the testing process 

equally, the collaboration differences between the two operators and subjects were still 

unavoidable and could affect the test results. In addition, this experiment only selected 

six typical videos for testing, it might be inadequate to cover the miscellaneous and 

complex perceptual cases. Plenty of factors on video perception needs to be investigated 

further 
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