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Editorial

Mirjana Ivanovié¢, Milo§ Radovanovi¢, and Vladimir Kurbalija

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia
{mira,radacha,kurba} @dmi.uns.ac.rs

In the current third issue of Computer Science and Information Systems for 2023, we
are happy to announce the impact factors of our journal, updated for 2022: the new two-
year IF 1.4, and the five-year IF 1.2. We would like to thank all our authors and reviewers,
whose work in their cutting-edge domains continues to increase the impact of our journal.
We hope to continue this trend and that the issue in front of you, our dear reader, will offer
interesting articles and ideas in both emerging and more established research areas.

This issue consists of 13 regular articles and 4 articles in the special section “Advances
in Intelligent Data, Data Engineering, and Information Systems” containing selected and
extended versions of papers published in Proceedings of the 25th European Conference
on Advances in Databases and Information Systems (ADBIS), 2021. We are once again
grateful for the hard work and enthusiasm of our authors and reviewers, without whom
the current issue, as well as the publication of the journal itself, would not be possible.

In the first regular article, “Landslide Detection Based on Efficient Residual Channel
Attention Mechanism Network and Faster R-CNN,” Yabing Jin et al. apply target de-
tection models such as Faster R-CNN to landslide recognition and detection tasks, and
propose the Efficient Residual Channel soft thresholding Attention mechanism algorithm
(ERCA). ERCA aims to reduce the background noise of images in complex environments
by means of adaptive soft thresholding to improve the feature learning capability of deep
learning target detection algorithms.

The second regular article, “Tourism Recommendation based on Word Embedding
from Card Transaction Data” by Minsung Hong et al. utilize well-known Doc2Vec tech-
niques in the domain of tourism recommendation, using them on non-textual features,
card transaction data, to recommend tourism business services to target user groups vis-
iting a specific location, in order to tackle the challenges of missing ratingss and spatial
factors.

Jiyeon Kim et al., in “Read between the Interactions: Understanding Non-interacted
Items for Accurate Multimedia Recommendation” address the problem of multimedia
recommendation that additionally utilizes multimedia data, by challenging the common
assumption that all the non-interacted items of a user have the same degree of negativ-
ity. The authors classify non-interacted items of a user into two kinds — unknown and
uninteresting — and propose a novel negative sampling technique that only considers the
uninteresting items as candidates for negative samples.

The article “Class Probability Distribution Based Maximum Entropy Model for Clas-
sification of Datasets with Sparse Instances” by A. Saravanan et al. proposes a maximum
entropy model based on class probability distribution is for classifying sparse data with
fewer attributes and instances, introducing a novel way of using Lagrange multipliers for
estimating class probabilities in the process of class label prediction.
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In “Comprehensive Risk Assessment and Analysis of Blockchain Technology Im-
plementation Using Fuzzy Cognitive Mapping,” Somayeh Samsamian et al. identify and
categorize a comprehensive set of risks regarding blockchain implementation. Critical
risks are defined by performing a two-stage fuzzy Delphi method based on the experts’
opinions. Then, possible causal relationships between considered risks are identified and
analyzed using the fuzzy cognitive mapping method. Finally, the most important risks
are ranked based on the degree of prominence and the relationships between them. The
methodology is applied to an enterprise resource planning system as a case study.

“RESNETCNN: An Abnormal Network Traffic Flows Detection Model,” by Yimin Li
et al., proposes RESNETCCN - an intrusion detection model that fuses residual networks
(RESNET) and parallel cross-convolutional neural networks. Benefits of the proposed
architecture include more effective learning of data stream features and use of oversam-
pling, which contribute to better detection of abnormal data streams in unbalanced data
streams.

Adelina Diana Stana and Ioana Sora, in “Logical Dependencies: Extraction from the
Versioning System and Usage in Key Classes Detection” propose a language-independent
method to collect and filter dependencies from version control systems, and use it to
identify key classes in three software systems. Dependencies extracted from source code
are also used, independently and in combination with version-control dependencies. The
combination of the two methods offers small improvements to using any single one, and
version-control dependencies are shown to be comparable to source-code dependencies.

“A Hierarchical Federated Learning Model with Adaptive Model Parameter Aggre-
gation” authored by Zhuo Chen et al. proposes a newly designed federated learning (FL)
framework for the participating nodes with hierarchical associations. In the framework,
an adaptive model parameter aggregation algorithm is used to dynamically decide the ag-
gregation strategy according to the state of network connection between nodes in different
layers.

In “Point of Interest Coverage with Distributed Multi-Unmanned Aerial Vehicles on
Dynamic Environment,” Fatih Aydemir and Aydin Cetin aim to effectively cover points of
interest (Pol) in a dynamic environment by modeling a group of unmanned aerial vehicles
(UAVs) on the basis of a learning multi-agent system. Agents create an abstract rectan-
gular plane containing the area to be covered, and then decompose the area into grids,
learning to locate in a way to maximize the number of Pols to plan their path.

Jimmy Ming-Tai Wu et al., in “The Effective Skyline Quantify-Utility Patterns Min-
ing Algorithm with Pruning Strategies,” propose two algorithms, FSKYQUP-Miner and
FSKYQUP, to efficiently mine skyline quantity-utility patterns (SQUPs). The algorithms
are based on the utility-quantity list structure and include an effective pruning strategy
which calculates the minimum utility of SQUPs after one scan of the database and prunes
undesired items in advance.

In their article “Probabilistic Reasoning for Diagnosis Prediction of Coronavirus Dis-
ease based on Probabilistic Ontology,” Messaouda Fareh et al. address the prediction of
COVID-19 diagnosis using probabilistic ontologies under the difficulties introduced by
randomness and incompleteness of knowledge. The approach begins with constructing
the entities, attributes, and relationships of the COVID-19 ontology, by extracting symp-
toms and risk factors. The probabilistic components of COVID-19 ontology are developed
by creating a Multi-Entity Bayesian Network.
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“The Proposal of New Ethereum Request for Comments for Supporting Fractional
Ownership of Non-Fungible Tokens” by Miroslav Stefanovi¢ et al. introduces a new stan-
dard for Etherium blockchains that would support fractional ownership of non-fungible
tokens, in order to make blockchain technology applicable to an even wider number of
use cases.

Finally, “A Novel Multi-objective Learning-to-rank Method for Software Defect Pre-
diction” authored by Yiji Chen et al. proposes two multi-objective learning-to-rank meth-
ods, which are used to search for the optimal linear classifier model and reduce redundant
and irrelevant features, for use in software defect prediction within the more general do-
main of search-based software engineering.






Computer Science and Information Systems 20(3): v—vii https://doi.org/10.2298/CSIS230300vH

Guest Editorial: Advances in Intelligent Data, Data
Engineering, and Information Systems

Mirian Halfeld Ferrari!, Paolo Ceravolo?, Sonja Risti¢?, Yaser Jararweh?, and Dimitrios
Katsaros®

L Université d’Orléans, INSA CVL, LIFO EA, France
2 Universita degli Studi di Milano, Ttaly
3 University of Novi Sad, Serbia
4 Duquesne University, USA
5 University of Thessaly, Greece

The Special Section on Advances in Intelligent Data, Data Engineering, and Informa-
tion Systems contains papers selected from the workshops that have been held within the
framework of the 25th European Conference on Advances in Databases and Information
Systems ADBIS 2021, during August 24-26, 2021, at Tartu, Estonia. ADBIS 2021 con-
ference was aimed at providing a forum where researchers and practitioners in the fields
of databases and information systems can interact, exchange ideas and disseminate their
accomplishments and visions. Within the scope of the Conference five workshops were
held:

DOING’21: Intelligent Data — from data to knowledge;

SIMPDA’21: Data-Driven Process Discovery and Analysis;

MADEISD’21: Modern Approaches in Data Engineering and Information System
Design;

MegaData’21: Advances in Data Systems Management, Engineering, and Analytics;
and

CAO0NS’21: Computational Aspects of Network Science.

The authors of the best workshop papers were invited to submit extended versions of
their papers in a special section of the journal Computer Science and Information Systems.
Extended versions of submitted papers went through a rigorous reviewing procedure, the
same as for regularly submitted papers. Finally, we accepted four papers presenting both
theoretical and practical contributions. In the following, the accepted papers are briefly
outlined.

In the first paper “Multi-perspective Approach for Curating and Exploring the History
of Climate Change in Latin America within Digital Newspapers,” by the authors Gen-
oveva Vargas-Solar, Jose-Luis Zechinelli-Martini, Javier A. Espinosa-Oviedo, and Luis
M. Vilches-Blazquez, an extended description of the Latin American Climate Change
Evolution platform called LACLICHEY is proposed. The objective of LACLICHEYV is to
provide an integrated platform to expose and study meteorological events described in his-
torical newspapers that are possibly related to the history of climate change in Latin Amer-
ica. Exploring the history of climate change through digitalized newspapers published
around two centuries ago introduces four challenges: (1) curating content for tracking
entries describing meteorological events; (2) processing colloquial language for extract-
ing meteorological events; (3) analyzing newspapers to discover meteorological patterns
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possibly associated with climate change; and (4) designing tools for exploring the ex-
tracted content. Presented results contribute to data curation and exploration adapted for
Spanish textual content within digital newspaper collections. Authors used well-known
information retrieval and analytics techniques, within a data exploration environment
LACLICHEV that provides tools for curating, exploring, and analyzing historical news-
paper articles, their description and location, and the vocabularies used for referring to
meteorological events. The platform makes it possible to understand and identify possible
patterns and models that can build an empirical and social view of the history of climate
change in the Latin American region.

The authors of the second paper entitled “Matching Business Process Behavior with
Encoding Techniques via Meta-Learning: An anomaly detection study,” Gabriel Marques
Tavares and Sylvio Barbon Jr, focus on the detection of anomalous traces in business pro-
cess event logs that can diminish an event log’s quality. They combine the representational
power of encoding with a Meta-learning strategy to enhance the detection of anomalous
traces in event logs towards fitting the best discriminative capability between common
and irregular traces. Their approach creates an event log profile and recommends the
most suitable encoding technique to increase anomaly detection performance. They used
eight encoding techniques from different families, 80 log descriptors, 168 event logs, and
six anomaly types for experiments. The presented results indicate that event log charac-
teristics influence the representational capability of encodings. The authors analyzed the
influence of meta-features on the recommended encoding technique. This analysis lever-
aged the understanding of which features better capture process behavior in the context
of anomaly detection.

The authors Sidra Aslam and Michael Mrissa in the third paper “A Framework for
Privacy-aware and Secure Decentralized Data Storage” present a decentralized data stor-
age and access framework that ensures data security, privacy, and mutability in the wood
supply chain scenario. The proposed framework integrates blockchain technology with
Distributed Hash Table (DHT), a role-based access control model, and different types of
encryption techniques. Their solution allows authorized actors to write, read, delete, up-
date their data and manage transaction history on a decentralized system. The proposed
traceability algorithm enables authorized actors to trace the product data in a decentral-
ized ledger. The main limitations of existing solutions are a single point of failure, data
mutability, and public availability of the data. The presented prototype design is flexible
to expand and can be easily reused for different application domains such as medicine,
and agriculture. The security and privacy analysis of the proposed solution is given, as
well as the results of the performance evaluation in terms of time cost and scalability.
The experimental results have shown that the proposed solution is scalable, secure, and
achieves an acceptable time cost.

The authors Johannes Kastner and Peter M. Fischer in the last paper “Detecting and
Analyzing Fine-Grained User Roles in Social Media” have proposed a method on how
to determine and label user roles in large-scale social media data sets. This largely auto-
mated and scalable detection method combines unsupervised learning (more specifically,
hierarchical clustering) to discover the classes of users over a wide range of features and
supervised learning — generalizing the knowledge from manually labeled smaller data
sets. Presented results of the analysis on a range of large data sets from Twitter show that
well-separated roles can consistently be recognized and transferred. The labeling achieves
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high accuracy not only within the same data set, but also on new data sets from different
event types and/or years apart. The approaches scale well with little need for human in-
tervention and the resource requirements of such analyses are modest, bringing them in
the range of commodity hardware.

We sincerely thank the workshop organizers for their support in selecting papers and
especially the reviewers for their valuable comments to improve selected papers. We also
thank all authors for their contribution to this special section. Special thanks are given to
prof. Mirjana Ivanovié, the Editor in Chief of ComSIS, for providing us the opportunity
to publish this special section, valuable comments in improving the quality of selected
papers, and support in the whole process.
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Landslide Detection Based on Efficient Residual Channel
Attention Mechanism Network and Faster R-CNN

Yabing Jin', Ou Ou?*, Shanwen Wang?, Yijun Liu', Haoging Niu?, and Xiaopeng
Leng?

1 Geological Bureau of Shenzhen, Shenzhen 518028, China
jinyabing25 @sina.com
2 College of Computer and Network Security, Chengdu University of Technology,
Chengdu 610051, Sichuan, China
ouou@cdut.edu.cn

Abstract. Accurate landslide detection plays an important role in land planning,
disaster prediction and disaster relief. At present, field investigation and exploration
based on professional personnel is the most widely used landslide mapping and
detection technology, but this method consumes a lot of manpower and material re-
sources and is inefficient. With the development of artificial intelligence, landslide
identification and target detection based on deep learning have attracted more and
more attention due to their remarkable advantages over traditional technologies. It
is a technical problem to identify landslides from satellite remote sensing images.
Although there are some methods at present, there is still room for improvement
in the target detection algorithm of landslides against the background of the diver-
sity and complexity of landslides. In this paper, target detection algorithm models
such as Faster R-CNN apply to landslide recognition and detection tasks, and var-
ious commonly used recognition and detection algorithm network structures are
used as the basic models for landslide recognition. Efficient residual channel soft
thresholding attention mechanism algorithm (ERCA) is proposed, which intends to
reduce the background noise of images in complex environments by means of deep
learning adaptive soft thresholding to improve the feature learning capability of
deep learning target detection algorithms. ERCA is added to the backbone network
of the target detection algorithm for basic feature extraction to enhance the feature
extraction and expression capability of the network. During the experiment ERCA
combined with ResNet50, ResNet101 and other backbone networks, the objective
indicators of detection results such as AP50 (Average Precision at IOU=0.50), AP75
(Average Precision at IOU=0.75) and AP (Average Precision) were improved, and
the AP values were all improved to about 4%, and the final detection results us-
ing ResNet101 combined with ERCA as the backbone network reached 76.4% AP
value. ERCA and other advanced channel attention networks such as ECA (Efficient
Channel Attention for Deep Convolutional Neural Networks) and SENet (Squeeze-
and-Excitation Networks) are fused into the backbone network of the target detec-
tion algorithm and experimented on the landslide identification detection task, and
the detection results are that the objective detection indexes AP50, AP75, AP, etc.
are higher for ERCA compared with other channel attention, and the subjective de-
tection image detection effect and feature map visualization display are also better.®

* Corresponding author
3 We released our code at: https://github.com/fluoritess/
Efficient-residual-channel-attention-mechanism-network-and-Faster—R-CNN.
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1. Introduction

Landslide is a common geological natural disaster, causing serious damage to the natural
environment, personal safety and property of all countries. Landslides may be caused
by many factors, including earthquake [1, 2], heavy rainfall [3,4], human factors[5], etc.
Field investigation of potential landslide areas by professionals is a common and reliable
method, but this is time-consuming, expensive and inefficient [6], especially for large-
area landslide detection. Due to the above reasons, more and more scholars have started
to explore semi-automated or automated landslide detection methods based on remote
sensing images in the last decade or so [38].

Remotely sensed images are images acquired from ground observations by aerial air-
craft or artificial satellites. Based on the acquisition method, remote sensing images can be
classified into the categories of SAR images, infrared images, multispectral images, and
visible images [30]. Due to synthetic aperture radar (SAR) images based on microwave
coherence imaging have a single color and lack texture detail information; multispectral
images have poor resolution and image information is difficult to understand; infrared
images are more suitable for identifying heat-emitting targets, visible images become the
most commonly used remote sensing image category in landslide detection, and visible
images have intuitive content, high resolution, and contain a large amount of information,
with rich spatial information, clear geometric structure and texture information, and can
truly reflect the ground geographic conditions [31-34]. Therefore, the improved model
as well as the chosen dataset in this paper are for remote sensing images in the visible
light category. Because most of the landslides are small in scale, large in number and the
surrounding environment of the landslide is complex, detecting landslides from remote
sensing images is a very challenging problem [7].

At present, there are two main methods for landslide detection in remote sensing im-
ages: one is the traditional machine learning-based landslide detection method for remote
sensing images [35], which firstly uses two methods, pixel-based method or object-based
method [8], to obtain the suspected landslide area in remote sensing images, In the pixel-
based landslide detection method, a single pixel in the remote sensing image is the most
basic processing unit [10], which determines whether a certain area in the image is a
landslide. The object-based landslide detection method calculates the texture and spec-
tral similarity between the pixels in the remote sensing image, clusters a single pixel into
multiple candidate objects, and then sets a threshold to classify each candidate object for
landslide classification. Then the acquired suspected landslide areas were classified, and
the early rule-based classification systems were established mainly relying on the profes-
sional judgment of relevant experts on data features [39]. With the rapid development of
technology, machine learning has been widely applied to landslide and other geological
hazards research, and many machine learning-based landslide classification algorithms
have been proposed one after another, such as Stumpf and Kerle [11] implemented object-
based landslide detection with random forest (RF), Van Den Eeckhaut et al.[12], which
used an object-based method and support vector machine (SVM) to identify landslides
in forested areas with LiDAR and its derivatives, etc. The traditional machine learning-
based landslide detection method for remote sensing images can explore large landslide
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areas in complex contexts and has the advantages of lower cost and faster than field sur-
vey methods, but the accuracy of this method relies heavily on the selection of parameters
for the classification of candidate landslide images, i.e., the background knowledge of the
landslide domain [36].

Another one is a remote sensing image landslide detection method based on convo-
lutional neural network [9].With the rapid development of deep learning, convolutional
neural networks (CNN) can effectively extract key features from image training samples
by the two advantages of local perception and parameter sharing, which has become one
of the most important feature extraction methods [13,14,15] for image processing tasks
such as image classification, target recognition, etc. A convolutional neural network-based
landslide detection method for remote sensing images can automatically extract important
features of landslide remote sensing images through a multilayer convolution operation
[37], thus avoiding the manual feature design and related parameter setting process that
requires landslide expertise to perform, and making the landslide detection task more
straightforward and simple. Wang [40] used an integrated geographic database to com-
pare the recognition accuracy of five machine learning methods, namely, convolutional
neural network, random forest, logistic regression, reinforcement learning, and support
vector machine, in identifying landslides in natural terrain, and among the five meth-
ods, convolutional neural network had the highest recognition accuracy, while pointing
out that recognition techniques based on machine learning and deep learning have excel-
lent It is also pointed out that the recognition techniques based on machine learning and
deep learning have excellent robustness and great potential for problem solving in land-
slide recognition research. Recently, many scholars have proposed several remote sensing
image landslide detection methods based on deep learning for convolutional neural net-
works. Ding [16] proposed to use the traditional convolutional neural network to extract
image features to find suspicious areas where landslides occurred, and then confirm these
suspicious areas through change detection methods based on image texture features. Be-
cause the traditional convolutional neural network has poor characterization ability for
the detection object with multiple scales [10], and landslides usually appear at different
scales, with the landslide length from several meters to several kilometers [17]. Therefore,
Lei [18] et al. proposed a fully convolutional neural network based on pyramid pooling,
which can extract feature semantics in remote sensing images more efficiently, and per-
forms better in multi-scale landslide detection.

This paper proposes an Efficient Residual Channel Attention Mechanism Network
(ERCA). ERCA intends to improve the feature learning ability of the deep learning target
detection algorithm by reducing the background noise of images in complex environments
through a deep learning adaptive soft thresholding approach to improve the accuracy of
landslide identification detection algorithms in scenarios with complex land cover and
uncertainty of light and dark intensity of remote sensing images. ERCA is highly portable
and can be easily added to mainstream networks such as ResNet,VGG. The ERCA is
integrated into the Faster R-CNN model to improve the model’s ability to extract landslide
features in remote sensing images. Compared with other current algorithms, the improved
algorithm has higher AP values. The algorithm in this paper applies to landslide images
taken by remote sensing satellites of common resolution, and the landslide images used
in the experiments in this paper are taken by TripleSat satellites.
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2. Landslide detection and identification method

In view of the complex surrounding environment and the many types of landslides, this
paper presents an Efficient Residual Channel Attention Mechanism Network (ERCA) in
order to improve the effect of landslide target detection, and integrates ERCA into The
Faster R-CNN model to propose a more significant landslide characterization from the
background to improve the detection effect.

2.1. Faster R-CNN network structure

The detection process of the Faster R-CNN algorithm is shown in Figure 1. The process
is as follows: 1) perform the feature extraction on the original image through the basic
convolutional backbone network (ResNet50[21], VGG16[22], etc.); 2) use the Feature
Map extracted in step 1 to generate multiple candidate regions through the RPN network;
3) output a fixed-size feature map through the ROI pooling layer based on the Feature
Map extracted in step 1 and the candidate region generated in step 2; 4) classify the
categories based on the feature map output in step 3, and perform the frame regression to
obtain the precise position of the detection frame. The RPN network is one of the biggest

RESNet50 etc. backbone networks

Original picture { }

PxQ M x N

Feature Map |
18
RacrmE S 2B

3x3\_ 1x1

36

i bbox_pred | |ﬁ

Fig. 1. Faster R-CNN Structure

innovations of the Faster R-CNN algorithm. The previous candidate region extraction
methods are usually very time-consuming, such as the SS (Selective Search) algorithm
adopted by R-CNN and Fast R-CNN [23] and the Sliding Window algorithm used in
traditional target detection. RPN is implemented by a fully convolutional network, which
is essentially a classless object detector based on a sliding window. Since RPN can share
the convolutional features of the entire image with the detection network, it can output a
series of candidate region suggestion frames for input images of any scale at almost no
cost.

The structure of the RPN network is shown in Figure 2. First, use the sliding window
to generate m anchor points for the center position of each window on the shared feature
map as the initial detection frame, and then perform object classification and border re-
gression on the generated anchor points. Since object classification is a two-classification
problem, that is, to determine whether the anchor point is the detection target or the back-
ground, the object classification obtains 2m target scores. Similarly, because the bounding
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Fig. 2. RPN structure

box regression needs to modify the four coordinate values (x, y, w, h), the bounding box
regression obtains 4m predicted coordinate values.

It can be seen from the above that the RPN network is a multi-task network, and its
overall loss function is composed of two parts. The equation is as follows:

Zpl reg (tir t]) ey

L(pi;ti): N, Zchs pupz +>\

reg

The left side of the plus sign (+) in Eq. (1) is the loss value of the classification task,
where p; represents the probability that the current anchor is the target; P;" represents the
target label value, as in Eq. (2), that is, if the current anchor is a positive sample, its value
is 1, otherwise it is 0.

©))

2

Pr(a) = 0 z € Negativesamples
' " | 1 2 € Positivesamples

The loss value function used in the classification task is cross entropy, as shown in Eq.
3).

Las (pi, p;) = —log [pipi + (1 —p;) (1 — pi)] 3)

The right side of the plus sign (+) in Eq. (1) is the loss value of the bounding box

regression task, where t; = {t;,t,, t., t5 } represents the four predicted coordinate values

of the rectangular bounding box; t; represents the four marker coordinate values in the

positive sample; the loss function of the bounding box regression task is only considered

when pj is 1, if p; is 0, the bounding box regression loss value is also 0, as shown in Eq.
(4), in which R is the Smooth L1 function as in Eq. (5).

Lreq (tzv tz ) R (ti - t:) (4)

0.52% if]z| <1
|z| — 0.5 otherwise

R(z) = { ®)

2.2. Efficient residual channel attention mechanism network (ERCA)

This paper is inspired by the literature [24,25,26] to propose the efficient residual channel
attention mechanism network (ERCA) which structure is shown in Figure 3. The ERCA
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is implemented through the three structures of 1D convolution, soft threshold and residual
network.

) Inner product
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Fig. 3. ERCA Structure

1D convolution Given the normalized feature map of the data, global average pooling
(GAP) is performed before 1D convolution [27]. Global average pooling adds up all the
pixel values of each channel in the feature map to obtain a value, which is used to repre-
sent the feature map of this channel. The feature map for n channels is pooled by global
averaging to obtain n values then X € RP*W*C pecomes C values. ERCA captures
cross-channel attention interaction by considering each channel and its k neighbors. It is
realised as a one-dimensional convolution with a k-size convolution kernel captures the
attention of neighbors to participate in a channel, in which k represents the coverage of lo-
cal cross-channel interaction. In order to avoid manual parameter adjustment, the method
of reference [24] in this article realizes the automatic learning of k.

log,(C) + é

Y Y

k= (6)

odd

In Eq. (6), C is the number of channels, ~, b the constants which are set v = 1,b = 2, and
||oaathe nearest odd. After the global average pooling and 1D convolution, the activation
function o(sigmoid) is used to activate the final output V"= [vy, -, v;,- -+, v.] , in which
v; 18 a constant.

Soft threshold A soft threshold is inserted as a non-linear transformation layer in the
deep learning network to eliminate unimportant features:

i (i, Ai) = sgn (@) (|| — Ni) 4 @)

In Eq. (7), \; represents a non-negative threshold. (|z;| — ;)4 equals |z;| — X; if
(|z:] — A;) > 0, while it equals O if (|z;| — A;) < 0. The soft threshold ); in the paper
adopts the similar method in reference[25], which presents \; = v; - average; ; c|; j.c|
.\; is the threshold of the feature map of c, where 4, j, ¢ are the width, height and current
channel, respectively.
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Residual Network The final output X € RP*WxC ig obtained after the re-assigned
feature map is added to the original one through the residual network, as shown in Eq.

(8).

X =nX,N) +X=[m+x1, 00+ X0 +X] ®

ERCA Module for Deep CNN Networks Figure 3 shows the basic structure of the
efficient residual channel attention mechanism network (ERCA). Without dimensionality
reduction, the convolutional features are aggregated through the global average pooling
operation, and then the cross-channel attention is captured through 1D convolution. The
sigmoid function is used to activate the learning channel attention, a soft threshold is
inserted as a nonlinear transformation layer to eliminate unimportant features, and finally
the residual structure is used for summation. The research adopts the embedding method,
replacing the SENet structure with ERCA as embedding ERCA in the CNN network is
similar to SENet.

Parameter Analysis The process of the SENet model can be simply described as follows:
given a feature map X € RHXWXC | the first step is global average pooling (GAP), the
weights in SENet are defined as W, and W3 as in Eq. (9), and the model is adaptively
adjusted by a fully connected neural network, and the final output of the model is U €
RHXWXC The process is as in Egs. (10-12), where the GAP operation is defined as
Feap() and o is the activation function.

Wi,1 - Wie Wi, - Wie
Wi=| @ o | We=| o ©
We,1 *+* We,e We,1 ** We,e
Avg = Fgap(X) (10)
T = ReLU (Avg*Wh1) (11
U=X"(T"W3) (12)

Inspired by the SENet model, the ECA model works with a similar network structure.
However, unlike SENet, the ECA model uses 1D convolution to train and acquire the
channel-related features, which greatly reduces the parameters of the model. We define
the weights of the ECA model as W5 , and the final outputis U € RH*WXC after adaptive
adjustment by 1D convolution, as in Eq. (14).

wig - wik 00 e e 0
0 wap -+ Wopgr - - - 0 0
W= . . S (13)
o --- 0 0 Wee—kt1 - Wee
U=X"0(Avg" W3) (14)

Define the weight of the ERCA model in this paper as W, , and ERCA first performs
the GAP operation consistent with SENet and ECA models, and the output after 1D con-
volutional adaptive adjustment is used as part of the soft threshold, and the final output is
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U € RTXWXC a5 in Egs. (16-17).

wig - wik 00 e 0
0 wop ++- Woggr- - 0 0
Wo=1| . . . .. ) . (15)
0 0 0 0t Wec—k+1 0 Wee
A =0 (Avg * Wy) * Fgap(|X]) (16)
U=X+n(X,\ (I7)

It is not difficult to find that the model weights W, of our algorithm and the weights
W3 of the ECA model are sparser than the weights W and W5 of the SENet model. We
define the number of channels as C', then the parameters of SENet model weights are C*?
, in contrast, our ERCA model is consistent with ECA model with only k parameters.

ERCA Utilizes Both Maximum Pooling Outputs and Average Pooling In this section,
the single average pooling operation in ERCA in the previous section is replaced using the
maximum pooling output and average pooling output of the shared network. The ERCA
above is defined as the standard type and the ERCA using both maximum pooling output
and average pooling is defined as ERCAMA. Its specific structure is shown in Figure
4. It is worth noting that although ERCAMA uses maximum pooling output and average

) Inner product

ABS GAP - D soft threshold
Q Sum
GAP [l ) (N %
x | .
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H C ¢
il gy S [ e—— v

GMP Shared CNN

Fig. 4. ERCA Structure

pooling parallel output, the pooling results are convolved using the same set of parameters,
so the parametric quantities of ERCAMA and ERCA are the same.

2.3. The Final Structure of the Model

Due to the vast and complex self-made landforms, regional differences, and diverse topog-
raphy and climate in China, the method of investigating potential landslide areas through
professionals is time-consuming, expensive, and inefficient. Meanwhile, with the land-
slides diverse and complex, it is very important to use artificial intelligence to quickly
and accurately extract landslide information from satellite image data. The final detection
network model of this research is shown in Figure 5, which mainly includes three parts:
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Fig. 5. final model

(1) Feature extraction: Feature Map is obtained by extracting image features through the
backbone network integrated into ERCA. Among them, the commonly used backbone
networks are ResNet, VGG, etc. ResNet34, ResNet50 and ResNet101 are adopted as the
backbone network in the experiments of this research. (2) RPN detection: The recom-
mended target candidate area is obtained through the RPN detection network processing.
(3) Object detection and classification: The target classification result is obtained by ex-
tracting and processing the Feature Map of the candidate area. Compared with the original
Faster R-CNN, the improved algorithm in this paper realizes the channel attention mech-
anism by adding few parameters, and improves the target detection effect in complex
environments.

3. Experimental Process and Analysis

3.1. Experimental Environment and Data Enhancement

This paper adopts python3.7 as the development language, pytorch as the deep learning
framework, and Pycharm as the development tool. Graphics card GeForce RTX 2080 Ti
is employed with 11G video memory. In order to verify the effectiveness of the algo-
rithm in this paper, we use landslide image in Bijie City[6]. In this experiment, more than
200 high-quality landslide images containing large, medium and small landslides were
selected from the landslide images and labeled using the Labelimg tool to form a training
dataset in PASCAL VOC format* . Considering the phenomenon of model overfitting due
to deeper network layers and smaller data volume in deep learning and in order to im-
prove the accuracy of the landslide identification detection algorithm under the scenario
of complexity of land cover and uncertainty of light and dark intensity of remote sensing
images, we expand the dataset by code with data enhancement of the labeled images. The
original data volume was expanded by 10 times, i.e. more than 2000 landslide images,
by transforming the images left and right, flipping up and down, optical transformation,
Gaussian blur, affine transformation and bounding box transformation. The expanded data
set is divided into the training set and the test set in an 8:2 manner, and the training set and
the verification set are divided in a 9:1 manner in the training set. Adam is adopted in the
optimization algorithm. The first 20 epochs are normal training after freezing training,

4 http://host.robots.ox.ac.uk/pascal/VOC/
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with the freezing initial learning rate of 0.0002 and the normal training initial learning
rate of 0.00002. After starting training, the learning rate attenuation strategy is adopted,
with the attenuation coefficient of 0.94.

3.2. Comparison of Objective Indicators of Detection Effect

The objective comparison indicators selected in this paper is AP (Average Precision) val-
ues, which is defined as follows:

P =TP/(TP+ FP) (18)
R=TP/(TP + FN) (19)
1
AP = / P(R)dR (20)
0

Among them, TP is the number of positive images with correct predictions, FP is the
number of positive images with incorrect predictions, FN is the number of negative images
with incorrect predictions, P is the precision rate, and R is the recall rate. APs for different
IOU thresholds and APs of different sizes for detecting target objects are specifically
defined in the Figure 6.

Average Precision(AP)

AP(%) AP at|OU=.50 : .05 : .95 (primary challenge metric)
AP, AP at |0U=.50 (PASCAL VOC metric)
APy AP at I0U=.75 (strict metric)

AP Across Scales:
AP AP for small objects: area< 32?

AP, AP for medium objects: 32°<area< 96

AP, AP for large objects: area>96*

Fig. 6. The above 6 metrics are used for charaterzing for the performance of obejct detecor

Ablation Experiment of Faster R-CNN In this chapter, the different components of
the model in this article based on the improvement of the original Faster R-CNN are
disassembled for ablation experiments. The Faster R-CNN with ResNet34, ResNet50,
and ResNetl01 as the backbone network is used as the Baseline and compared with
the Faster R-CNN with the backbone network of ResNet34+ERCA, ResNet5S0+ERCA,
and ResNet101+ERCA. The objective comparison indexes of the experimental results are
shown in Table 1.

It can be drawn from Table 1 that the APy;,AP;,AP75 and final AP values of the
Faster R-CNN using ResNet34+ERCA, ResNet5S0+ERCA and ResNet101++ERCA as
the backbone network have been improved to different degrees compared to the Faster
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Table 1. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL Params
ResNet34 0.656 0.976 0.827 0.614 0.641 0.678 82.47TM
ResNet34+ERCA  0.684 0.988 0.847 0.619 0.667 0.709 82.48M
ResNet34+ERCAMA 0.697 0.988 0.868 0.630 0.693 0.715 82.48M
ResNet50 0.716 0.988 0.881 0.647 0.680 0.764 108.12M
ResNet50+ERCA  0.728 0.988 0.925 0.655 0.703 0.766 108.13M
ResNet50+ERCAMA  0.750 0.988 0.928 0.712 0.729 0.783 108.13M
ResNet101 0.725 0.988 0.903 0.645 0.708 0.758 180.83M
ResNet101+ERCA  0.740 0.988 0.933 0.733 0.724 0.767 180.84M
ResNet101+ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788 180.84M

R-CNN using the original ResNet34, ResNet50 and ResNet101 as the backbone network,
and there is only a small increase in the model parameters. The algorithm incorporated
into ERCA proved to be improved compared to Baseline, and the ERCA in this paper can
improve the original network.

Comparison of Different Channel Attention Models In order to verify the effective-
ness of the efficient residual channel attention mechanism network (ERCA) proposed in
this paper, three different channel attention mechanisms SENet, ECA, ERCA,ERCAMA
are used in the backbone network combined with ResNet34, ResNet50, ResNet101 as
the backbone network for comparison in this section. ECA uses the Github source code
https://github.com/BangguWu/ECANet disclosed by the original author, and SENet uses
https://github.com/moskomule/senet.pytorch, the warehouse with the highest number of
stars in the pytorch version on Github. The objective comparison indexes of the experi-
mental results are shown in Table 2.

Table 2. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL Params
ResNet34+ECA 0.663 0.987 0.817 0.542 0.645 0.697 82.48M
ResNet34+SENet  0.661 0.987 0.807 0.651 0.641 0.683 85.67TM
ResNet34+ERCA  0.684 0.988 0.847 0.619 0.667 0.709 82.48M
ResNet34+ERCAMA 0.697 0.988 0.868 0.630 0.693 0.715 82.48M
ResNet50+ECA 0.719 0.987 0.879 0.613 0.684 0.765 108.13M
ResNet50+SENet  0.723 0.988 0.913 0.709 0.692 0.765 159.24M
ResNet5S0+ERCA  0.728 0.988 0.925 0.655 0.703 0.766 108.13M
ResNet5S0+ERCAMA  0.750 0.988 0.928 0.712 0.729 0.783 108.13M
ResNetlO1+ECA  0.731 0.988 0.900 0.660 0.717 0.755 180.84M
ResNet101+SENet  0.730 0.988 0.905 0.695 0.710 0.760 277.25M
ResNet101+ERCA  0.740 0.988 0.933 0.733 0.724 0.767 180.84M
ResNet101+ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788 180.84M

It can be seen from Table 2 that the algorithm ERCA in this paper is basically the
same as compared to the ECA model parameters, which are greatly reduced compared
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to SENet. The performance results of the three different attention mechanism networks
on Faster R-CNN with ResNet34 and ResNet50 as the backbone networks show that the
ERCA model outperforms the ECA model with the same parameters in all metrics, and
the APs of ERCA is slightly lower than SENet, but the rest of the metrics are higher or
the same than SENet, indicating that ERCA has stronger robustness compared to SENet
in detecting objects containing different sizes. The three attention mechanism networks
have equal A Psg on the Faster R-CNN with ResNet101 as the backbone network, and the
remaining metrics ERCA model outperforms the ECA model and SE model. The efficient
residual channel attention mechanism in this paper is experimentally proven to have good
results.

Comparison with other Target Detection Algorithms In order to quantitatively ana-
lyze the detection performance of the Faster-RCNN algorithm after adding ERCA, three
classical target detection networks, Faster-RCNN, YOLOv3[28] and YOLOv4[29], are
selected for experimental comparison with the algorithm in this paper. From Table 3, we
can see that the Faster R-CNN with ECRA is better than YOLOV3 and YOLOV4 except
for the AP50 index, which is slightly lower than YOLOV4.

Table 3. Ablation experiment

Model AP(%) AP50 AP75 APS APM APL
Faster R-CNN 0.725 0.988 0.903 0.645 0.708 0.758
YOLOV3 0.653 0.978 0.811 0.659 0.645 0.666
YOLOV4 0.667 0.990 0.856 0.620 0.660 0.678

Faster R-CNN+ERCA  0.740 0.988 0.933 0.733 0.724 0.767
FasterR-CNN +ERCAMA 0.764 0.985 0.940 0.763 0.749 0.788

3.3. Display of the Subjective Effect Detection

Table 4 shows the subjective detection results of ResNet50+SENet, ResNetSO+ECA,
ResNet50+ERCA and ResNet50+ERCAMA as the backbone of Faster R-CNN. For the
image of a single landslide as Picture 1, the detection results of the three algorithms are
basically the same. For images of multiple landslides with complex backgrounds as in
Picture 2, all three algorithms show different degrees of misses and misjudgments, among
which ResNet50+SENet and ResNet50+ECA show both misses and misjudgments, while
ResNet50+ERCA and ResNet50+ERCAMA only shows misses. For images with multi-
ple landslides and a single background as in Picture 3, the detection results of the three
algorithms are basically the same with no misses or misjudgments.

3.4. Feature Map Visualization

Table 5 shows the results of the detection using the feature map visualization to verify
the validity of the detection results, where the warmer color indicates the higher attention
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Table 4. Three model results diagram.

Model Picture 1 Picture 2 Picture 3

ResNet50+SENet

ResNet50+ECA

ResNet50+ERCA

ResNet5S0+ERCAMA

Table 5. Feature map visualization

Original ResNet101 ResNet101 ResNet101 ResNet101 ResNet101
image +ECA +SENet +ERCA +ERCAMA
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of the deep learning network. From the results in Table 5, it can be seen that the high-
lighted areas can cover part of the landslide area when no attention is added. And the
highlighted areas increase significantly after adding the channel attention mechanisms
ECA and SENet respectively, but they also cover many areas that are not landslides,
which enhances the landslide features and also enhances part of the redundant features.
After adding ERCA and ERCAMA attention mechanisms on the backbone network, the
highlighted areas can cover the landslide areas more accurately and comprehensively.

3.5. Application Effect Display

The display site in Yingxiu Town, Wenchuan, in the Sichuan Province, Southwest of
China, is selected to present its application. The 18-layer satellite image slices of Yingxiu
town were downloaded by bigemap software, and then batch tested based on the program.
Some of the test results are as follows.

Fig.7. Landslide

Fig. 8. Landslide

Figures 7 and 8 show better detection results, but there Figueres 9 are still some prob-
lems worthy of improvement in actual detection. For example, Figure 8 mistakenly identi-
fies snow mountains as landslides, Figure 10 mistakenly identifies open spaces of human
buildings as landslides.



Landslide Detection Based on Efficient Residual... 907

Fig. 9. Snow Mountain

Fig. 10. Open space

In the follow-up practice, more landslide data will be marked, and various terrains and
buildings that are easily judged as landslides will be distinguished.

4. Conclusion

This paper uses deep learning Faster R-CNN network for landslide detection research,
for the diversity and complexity of landslides this paper proposes an efficient residual
channel attention mechanism network (ERCA), ERCA has high portability and can be
incorporated into Resnet34, Resnet50, Resnet101 and other networks. It is incorporated
with Resnet34, Resnet50, Resnet101, etc. as the backbone network of Faster R-CNN,
and the objective index and subjective detection of the algorithm proposed in this paper
have achieved good results in landslide image detection experiments, and the experiments
prove that the algorithm proposed in this paper has some practicality. The landslide de-
tection model in this paper mainly focuses on different landslide detection in different
complex environments. In future work we will use the model in this paper as a sub-model
combined with other environmental data such as rainfall, geological conditions, earth-
quake levels, etc. to build a more comprehensive landslide detection model.
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Abstract. In the tourism industry, millions of card transactions generate a massive
volume of big data. The card transactions eventually reflect customers’ consumption
behaviors and patterns. Additionally, recommender systems that incorporate users’
personal preferences and consumption is an important subject of smart tourism.
However, challenges exist such as handling the absence of rating data and con-
sidering spatial factor that significantly affects recommendation performance. This
paper applies well-known Doc2Vec techniques to the tourism recommendation. We
use them on non-textual features, card transaction dataset, to recommend tourism
business services to target user groups who visit a specific location while addressing
the challenges above. For the experiments, a card transaction dataset among eight
years from Shinhan, which is one of the major card companies in the Republic of
Korea, is used. The results demonstrate that the use of vector space representations
trained by the Doc2Vec techniques considering spatial information is promising for
tourism recommendations.

Keywords: recommender system, word embedding, neural networks, smart tourism

1. Introduction

The information available on the Internet is tremendously and rapidly growing in the big
data era [15]]. Although it is helpful to people in general, users need a lot of energy and
time to find useful information. Therefore, recommender systems have been extensively
studied and developed in various domains to provide personalized information such as
items, content, and services [3]. In the tourism domain, such systems automatically track
tourists’ preferences from their explicit or implicit feedback and match the features of
tourism items with their needs [6I12]. However, the massive amount of the data available
is mainly implicit, such as card payment, sensor, and mobile data, for tourism recom-
mendations [SI17]. Accordingly, it is essential to analyze and apply implicit feedback to
tourism recommendations [18]. There is also a data sparsity problem that affects nega-
tively recommendation performance, since it is impossible that tourists generally utilize
most tourism items. In addition to these, it is important to properly reflect a location factor
(spatial information) in tourism recommender systems [[11/16].

* Corresponding author
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As stated by [2]], a credit or debit card is one of the easiest payment methods in the
tourism industry, as confirmed by the increasing number of operators that have adopted
card payments. Therefore, many studies [29J11410] have recently used card transaction
data to recommend items for tourists. However, despite using various security techniques,
using raw card payment data in the previous study might not be realistic in terms of GDPR
(General Data Protection Regulation). That is, the card transaction logs contain a lot of
identifiable personal data and make identifying a specific user possible [28].

In this paper, we propose novel recommendation methods based on card transaction
data to recommend tourism services to user groups visiting specific tourist locations. The
data was statistically processed to protect personal information by a data provider. To
avoid the absence of rating scores in the dataset, we model the card transaction data to
transform users and items into vector representations using neural network-based word
embedding techniques (i.e., Doc2Vec). The vector representations are then used in the
content, collaborative filtering, or hybrid-based recommendation algorithm to provide ap-
propriate tourism business services to a user group when they visit a specific destination.
Experimental results with around twenty-million statistical card transaction data occurred
in Jeju island, one of the most famous tourist attractions in the Republic of Korea, for eight
years, demonstrate that the proposed recommendation methods superior to other baseline
methods. In particular, several experiments show the positive influences of spatial infor-
mation on recommendation performance by comparing it with other baseline methods,
which are difficult to consider the information in their data modeling. In this regard, our
contributions are three-fold as follows:

— We propose competent and serviceable recommendation methods for traveler groups
despite the limitation of card transaction data that are statistically processed to protect
personal information. Also, they outperform other baseline methods in experiments
with real-world huge card transaction data.

— We address the absence of rating scores by introducing Doc2Vec techniques with-
out a specific method. Compared with other baseline approaches based on the RFM
method of converting transaction data to rating scores, the proposed methods have
better performance even on the evaluation methodology that could be favorable to the
approaches.

— In our methods, it is competent to model the preferences of user groups and spatial
information simultaneously. Also, it positively influences on recommendation perfor-
mance, as demonstrated by comparing the methods with recommendation approaches
based on Word2Vec techniques.

It is worth mentioning that the proposed methods can be directly applied to raw card
transaction data for recommending items to individuals.

2. Related work

2.1. Tourism recommender systems

The tourism industry has grown on a large scale in the past decades, and numerous tourist
services have been provided physically and virtually. However, the more significant num-
ber of service providers, the more difficult it is to identify and select a suitable tourist
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item. To reduce the efforts, tourists need to find a tourist item appropriate to their in-
terests. Recommender systems provide items by analyzing tourists’ preferences to help
them [8/14/9]. In the literature, there are four base recommendation approaches in the
tourism industry: content-based, collaborative filtering, domain-specific, and hybrid ap-
proaches [2218]. The content-based approach uses the features of items and users and cal-
culates their similarities to make recommendations. The collaborative filtering approach
uses users’ past preferences who share similar interests to decide which items to recom-
mend [22]]. The domain-specific approach uses various additional information to enhance
recommendations such as context, time-sensitive, location, social information, etc [S8]].
The hybrid method combines these approaches to overcome drawbacks and achieve high
recommendation performance [22].

Al-Ghosseinet al. [1]] proposed a cross-domain recommender system to address the
sparsity problem in hotel recommendations. Their basic idea is that users generally select
a destination to visit and then look for a hotel. Therefore, their system considers location-
based social networks to learn mobility patterns from hotel check-in data and uses the
patterns to recommend hotels. To do this, the authors map items and users from both do-
mains based on a number of observations and learn preferences for regions and hotels. The
results are then combined to perform the final recommendation using Bayesian person-
alized ranking. Hong and Jung [16] developed a multi-criteria recommendation method
to recommend restaurants. They consider tourists’ nationality as spatial information. A
tensor model, which keeps the correlation between its dimensional factors, is exploited
to simultaneously model user preferences for multi-criteria, spatial and temporal infor-
mation. Higher Order Singular Value Decomposition (HOSVD) predicts multiple ratings
depending on the spatial and temporal information. The authors analyzed the influences
of multiple ratings as well as spatial and temporal information on recommendation perfor-
mance and revealed the positive efficacy of the factors. A framework, namely, filter-first,
tour-second (FFTS), was proposed for addressing complex selection and producing rec-
ommendations on a multi-period personalized tour [19]. It considers mandatory Points of
Interest (POIs) as well as optional points that tourists optionally visit. The optional points
are filtered using an item-based collaborative filtering approach and users’ online data.
And then, the daily tours are built based on an iterated tabu search algorithm. Pessemier
et al. [27] developed the hybrid approach that combines a content-based method han-
dling sparse data, collaborative filtering introducing serendipity, and a knowledge-based
approach for pre-filtering, in order to recommend tourist destinations to user groups by
aggregating individual recommendations. The authors adopted users’ rating profiles, per-
sonal interests, and specific demands to provide next destinations. Casillo et al. [7] pro-
posed a knowledge-based approach to search for and recommend tourism services within
a knowledge base, which are generated by considering user, context, and service, to indi-
viduals. The platform consists of three different points of view, such as the representation
of the context, data management & organization, and inferential engines. An oriented and
labeled graph model for the representation of Web resources was used.

Unlike the related work mentioned above, except for the last work [7]], our approach
recommends tourism business services to a user group who visits a specific location. To
the best of our knowledge, there were few studies to recommend tourist services in the
tourism domain. Similar to the tensor model above-mentioned, we reflect spatial informa-
tion into modeling user preferences at the same time by using the Doc2Vec technique and
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consider it in recommendation procedures (i.e., content-based, collaborative filtering, and
hybrid approaches).

2.2. Recommendation with word embedding

In the above-mentioned four approaches, there are various methods to make a recom-
mendation, such as a matrix factorization and neural networks. The matrix factorization-
based method has been generally applied to real-world recommendation applications due
to its high performance, while recently neural networks-based recommender systems have
gained considerable interest by overcoming obstacles of conventional models and achiev-
ing high recommendation quality [30]]. Similar to matrix factorization methods, neural
networks-based word embedding techniques from the field of natural language process-
ing field learn low-dimensional vector space representation of input elements [25]]. The
word embedding learns linguistic regularities and semantics from the sentences and rep-
resents the words by vectorized representations [24]]. Recently, some of the recommenda-
tion methods [241264] used techniques from Word2Vec to represent text-based features,
and some of the recommendation algorithms [25/13] applied the techniques to represent
items.

Musto et al. [24] empirically compared three word embedding techniques such as
Latent Semantic Indexing, Random Indexing, and Word2Vec, on a content-based recom-
mendation. Authors evaluate their methods on MovieLens and DBbook datasets. They
map items to textual contents using Wikipedia and use the texts to make recommenda-
tions. Also, they aggregate the document representation of items a user liked for generat-
ing the user’s profile. By exploiting classic similarity measures, available items are ranked
according to their descending similarity with respect to the user profile, and top-k items
are provided. Baek and Chung [4] developed a multimedia recommendation method us-
ing Word2Vec-based social relationship mining. They extract sentiment words from the
metadata of multimedia content in TMDb (The Movie Database) and the users’ social
stream comments about movies. The words are classified through SVM (Support Vector
Machine), and Word2Vec techniques are then applied to represent sentiment words into
quantifiable vectors. The vector representations of words are used to find a social rela-
tionship. They also establish a similarity and trust relationship between users in order
to the precise and reliable recommendation of content fitting a user’s tendency. Ozsoy
[25] also applied the well-known techniques of Word2Vec to recommendation systems.
Unlike the above-mentioned work that directly apply the Word2Vec techniques on the
textual contents to recommend items, the author uses the techniques to model non-textual
contents, the check-ins, for venue recommendation to individual users. In order to model
user preferences into a continuous vector representation, the item list in users’ visit history
is taken sentences into account. Three recommendation algorithms are proposed based on
similarities between users and items from the vector representations for users and are
evaluated with the Checkin2011 dataset. Esmeli et al. [13]] proposed a session-based rec-
ommendation using Word2Vec to recommend products. They create product sequences
by different session positions and apply the skip-gram method of Word2Vec techniques
to calculate similarities between products. Also, they use class imbalance techniques (i.e.,
synthetic minority over-sampling and under-sampling) to obtain better recommendation
performance. They evaluate the proposed method on the RetailRocket dataset.
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Like the last two studies, we also consider the lists of items (i.e., tourism business
services in card payment transaction data) as sentences to calculate similarities between
user groups and the items. In this study, to recommend appropriate services to a user group
that visits a specific location, we use the Doc2Vec techniques to reflect spatial information
(i.e., tourist destinations) and consider the spatial information in the procedure of mak-
ing a recommendation list also. The next sections explain how to model card payment
transaction data using the techniques and use the trained model in the recommendation
process.

3. Modeling card transaction with Doc2Vec

Our objective is to provide top-k tourism services for which a target user group prefers
to expenditure, when the group visits a specific destination. In this paper, we use the
Doc2Vec techniques namely PV-DM (Distributed Memory version of Paragraph Vector)
and PV-DBOW (Distributed Bag of Words version of Paragraph Vector). We used them
since they are the primary and initial Doc2Vec techniques. This section briefly introduces
the techniques and explains how to model the card transaction data using the methods to
achieve the objective.

Doc2Vec techniques were proposed by Mikilov and Le in [20] to create a numeric
document representation, regardless of length. It extends the Word2Vec techniques intro-
duced by [23]] to go beyond word level to achieve phrase-level or sentence-level repre-
sentations. It contains two techniques that produce distributed word representations (i.e.,
word embedding). The representation expresses a word in low dimensional space and
carries the semantic and syntactic information of terms and documents [21]. As shown

P; Wik

Wi—k W!—l

T E— L T > W, Py — s e W,

Win Win

Wik Wik
PV-DM PV-DBOW

Fig. 1. Doc2Vec techniques

in Fig.[I] the PV-DM technique considers the concatenation of the paragraph vector with
the word vectors to predict the next word in a text window, and it is similar to the CBOW
(Continuous Bag Of Words) of Word2Vec. While, PV-DBOW predicts the words in a
small window, like the skip-gram technique of Word2Vec. The latter one is faster and
consumes less memory since there is no need to save the word vectors [20].

We use the Doc2Vec techniques to model card payment transaction data and propose
three recommendation methods based on the models trained by the techniques. There-
fore, our approach consists of the following two steps. First, the card transaction history
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is modeled using the Doc2Vec techniques to represent user groups, business services,
and locations as numeric vector representations. The outputs are then used to recommend
tourism business services to a user group when they visit a specific destination. This sec-
tion explains the first step. We use the Doc2Vec techniques implemented in the Gensim
toolbox [’} It creates an internal dictionary that holds words and their frequencies, and
trains a model using the input data and the dictionary. Its outputs are the vector represen-
tations of words and paragraphs. In this paper, the vector representations are considered
as the features of user groups, services, and locations.

To model the service usage history of user groups from card transaction data, we gen-
erate a list of tourism business services that a user group has used in a specific destination.
Destination information is added as a document tag to the list of sentences consisting of
words. Therefore, the input data for Doc2Vec techniques indicate the documents, tagged
by locations, containing the service usage history of user groups. In Fig. |2} the similarity
of input data in the Doc2Vec techniques and recommendation systems is presented con-
ceptually. Fig. 2a] presents four sentences in two documents together with the vocabulary

do, s0: “King walked his cat”

do, s1: “King took his cat to garden”
d1, s2: “Queen went to garden”

d1, s3: “Queen walked her cat”

locO, userQ: serQ, ser1, ser2, ser3, ser4, ...
locO, user1: ser1, serb, ser6, ser9, ...

loc1, user2: ser4, ser7, ser8, ...

loc1, user3: ser2, ser3, serb, ser7, ser9, ...
Vocabular

king;_ w0, v)\llalked w1, his: w2, cat: w3, took: w4,
0: W5, garden: wé, queen: w7, went: w8, her: wd}

Vocabulary:
{ser0, ser1, ser2, ser3, ser4,
ser5, ser6, 'ser7, ser8, ser9, ...}

Conceptual vector: Conceptual Vector:
s0:[1,1,1,1,0,0,0,0,0,0 userQ: [1,1,1,1,1,0,0,0,0, 0
s1:[1,0,1,1,1,1,1,0,0,0 useri: [001,0.0.0.1,1,0,0, 1
s2:[0,0,0,0,0,1,1,1,1,0 user2: [0,0,0,0,1,0,0,1.1. 0
s3:10,1,0,1,0,0,0,1,0,1 user3: [0,0,1,1,0,1,0,1,0, 1
d0: [1,1,0,0] 'di:[0,0,1,1] locO: 1,1, 0,0] "loc1: [0, 0, 1, 1]
Input data Input data:
s0: [s0, w0, w1, w2, w3 d0% userQ: [u0, s0, s1, s2, s3, s4, ..., 10]
s1:[s1, w0', w4, w3, w3, w5, w6, do] useri: [ul, s1, s5, 659, ..., 10]
s2: [s2, w7, w8, ' w5, w6, d1 user2: [u2, s4,s7,s8, ..., 11
s3: 53 w7 w1, W9 W3 d1 user3: [u3, s2, 3, s5, s7, 89, ..., 1]
Output data: Output data:
do: [f0, f1, ..., fn], d1: [fO, f1, ..., fn IO [0 f1 fn] |1 [fO 1 f]
sO 0, f1 fn S1I[0, 1, . fn f0, f 10, 1,

fO, " fn], s3: [fO. 1, ... fn u2 0, 1, fn u3 10, f1, ..., fn
WO f0 f1 n wi1: [90 f1 ., fn] s0: [0, 11, fn,s1: 0, f1, ...,fn
w2: [f0, 1, )| s2: [f0, 1, .. fn].

(a) Document-Sentence-word data

(b) Location-user-service data

Fig. 2. Data examples for Doc2Vec and recommendation

list (dictionary). Similarly, four user groups and the lists of business services, which the
groups paid at two specific destinations, are presented in Fig. [2b] Similar to the example
in the left figure, it is possible to create a list of services for a user group that visited
a specific location. Consequently, both examples are represented as vectors started with
sentence and user group identifications followed by word or service ones. The service
order is equal to the usage sequence of a user group. Each vector as an input one is added
a corresponding document or location tag. Inspiring from [25], the lists of items (i.e.,

3lhttps://radimrehurek.com/gensim/models/doc2vec.html
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services), user groups, and locations are used together as the input data of Doc2Vec tech-
niques. As a result, their vectors are obtained separately and are able to be utilized to de-
cide on which element (i.e., a service, user, or destination) is contextually closer to which
elements. Accordingly, documents are abstractly separated into sentence and user group
levels. Consequently, input data for the Doc2Vec techniques are constructed by sentences
and user groups. Finally, elements’ representation vectors trained by Doc2Vec techniques
contain n real numbers as shown at the bottom of Fig. [2] Fig. [3| presents the output of
PV-DM technique on the data example given in the above figure. To plot, the output vec-
tor representations with n dimension (i.e., the feature parameter above-mentioned) were
converted into two dimensions using principal component analysis. In Fig. [3a] the output
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(a) Document-Sentence-word vector  (b) Location-user-service vector

Fig. 3. Vector representation of data examples for Doc2Vec and recommendation

for document-sentence-word data is shown. According to this figure, the relations among
documents, sentences, and words are captured. Note that we add the sentence IDs at the
first position of input data to obtain the relations of the sentences with other elements,
as shown in Fig. 2| For instance, while the “king” and “his” are closer to the document
“d0” and sentences “s0” and “s1”, the word “queen”, “her”, and “went” are closer (i.e.,
more related) to the document “d1” and sentences “s2”” and “s3”. Remind that these words
are seen only in these each document and corresponding sentences. The “walked”, “to”,
and “garden” are closer (more related) to each other and located in the middle of both
documents since they appear in the documents. These results indicate that the PV-DM
technique is able to capture the relations between these documents, sentences, and words.
In Fig.[3b] the output for location-user-service data is presented. From the figure, relations
among the elements are able to be observed. For example, services “ser()” and “ser6” are
represented closer to user groups “u0” and “ul” respectively and located nearby location
“10”. The user groups utilize the “ser0” and “ser6” at the location “10”. Other examples
are the relations among services. The “ser2” and “ser3” are closer and are always used
together in the input data, even in different locations.
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4. Recommendation using vector representation

The Doc2Vec techniques provide elements in vector space where similar elements are
located closer to each other, as presented in the previous section. We apply the results to
three recommendation algorithms.

K-nearest business-based method (KNB) belongs to the content-based recommen-
dation approach. In the traditional approach, item features are used to recommend other
items similar to what a user likes. Therefore, we calculate the similarity between a target
user group, a specific destination, and services using the vector representations resulting
from Doc2Vec. Cosine similarity allowed by the Doc2Vec of the Gensim library is used.
As a result, the most similar k services to the target user group and the destination are
recommended to the group. Algorithm I]presents these processes. For instance, given the

Algorithm 1: K-nearest business-based recommendation

Data: Vector representations for services .S, a user group U;, and a destination L
Result: List I of top-K services

Set K for # of recommendation
Initialize an empty lists I with the length K and /s with the length S
Calculate a simple mean T7;; of the projection weight vectors of the U; and L;
for k = 1 to the length of S do
‘ Calculate cosine similarity cos;;x between Sy and T;; and append it into the Is
end
Sort the list Is in descending order with keeping indexes
Put the K services corresponding first K elements’ indexes from the /s into the 1
Return 1

e X N A R W N =

vectors presented in Fig. [3b] assume that we want to offer two services that are not used
by the user group “u0”. The most similar services to the user group are “ser5” and “ser9”
except for the services already used by the group, so these services are recommended to
the target user group. Note that the services used by a user group in past are provided in
real, since a user group often uses a business service again.

N-nearest users method (NNU) applies the traditional user-based collaborative filter-
ing approach to the vector representations modeled in the previous step. In the traditional
approach, first, the most similar users (neighbors) to a target user are found, and the items
preferred by the neighbors are provided to the target user. Similar to the approach, we first
decide on N neighbors using the similarities among vector representations of a target user
group and a specific location (i.e., similar neighbors visited the location). The services
previously used/preferred by the neighbors are then collected. Finally, top-% services are
selected to recommend by summing up the neighbor votes, as shown in Algorithm 2] For
example, using the example presented in Fig. [2b] assume that we want to recommend two
services to the user group “u3” visited at the location “l0”, by using two neighbor groups.
According to vector representations in Fig. the most similar user groups, “u0” and
“ul”, are selected as the neighbors. The service “serl” previously visited by both of the
groups and another service chosen randomly among the services utilized by “u0” or “ul”
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(i.e., “ser0”, “ser2”, “ser3”, “ser4”, “ser5”, “ser6”, and “ser9”) are recommended to the
target user group “u3” located at the “10”.

Algorithm 2: N-nearest users-based recommendation

Data: Vector representations of user groups U and a destination L, use history H
Result: List I of top-n services

/+ Define variables =/
1 Set N for # of neighbor groups and K for # of recommendation
2 Initialize an empty lists NU with the length N and NU s with the length U
3 Initialize an empty list I with the length K
4 Calculate a simple mean vector 7;; of the target user group U; and L;
/* Calculate cosine similarity for neighbor groups x/
s for k = 1 to the length of U do
6 if & # i then
7 Calculate cosine similarity cos;;x between Uy, and T,
8 Append the cos; ;. into the list NUs
9 end
10 end
/+ Make top-N neighbor group list */
11 Sort the list NU s in descending order with keeping indexes
12 Put the first IV elements’ indexes from the NUs into the NU
/* Collect services used by the neighbor groups =/
13 fork =1t N do
14 Append services used by NUj, from H into service pool list [temp
15 end
/% Get top-K services by summing up the votes of the neighbor
groups */
16 Sort the list Itemp by service frequency in descending order and remove duplicates
17 Put the first K services from the Itemp into the
18 Return [

N-nearest users and k-nearest business method (NKB) is a hybrid method of the
previous two methods. In NKB, N neighbor groups are first found by using the vector
representations of a target user group and a specific location. And then, we search for
the top-k services that are the most similar to the combination of the user groups, which
consist of the target group and the neighbor groups, and the location. The collected top-k
services are recommended to the target user group visited at the location, as shown in
Algorithm |3} For example, assume that we want to recommend three services to the user
group “u0” visited at the location “10” using a single neighbor. The user group “ul” would
be selected as the neighbor based on the vector similarity. The three most similar services
to the user groups “u0” and “ul” as well as location “10” are “ser0”, “serl”, and “ser6”.
These three services are provided to the target user group “u0” visited the location “10”
by the NKB method.

Our methods can handle the cold-start problem for new user groups that have never
used any services in our system since the Doc2Vec techniques also result in vector repre-
sentations of locations, as shown in Fig.[3b] For instance, when a new user group requests
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to recommend services in a specific location, our methods can find services with the most
similar vector representations to the location’s vector representation or search for neigh-
bor groups based on their vector representations.

Algorithm 3: N-nearest and k-nearest business-based recommendation

Data: Vector representations of user groups U and a destination L, use history H
Result: List I of top-n services

/+ Define variables =/

Set N for # of neighbor groups

Set K for # of recommendation

Initialize an empty lists NU and NU s with the length N

Initialize an empty lists / with the length K and I's

Calculate a simple mean vector 7T;; of the target user group U; and L;
/* Calculate cosine similarity for neighbor groups =*/
6 for k = I to the length of U do

7 if & # i then

8 Calculate cosine similarity cos;;x between Uy and T7;

9 Append the cos;;x into the list NU s

LT S S

10 end
11 end
/* Make top—-N+1 neighbor group list including the target user group
*/
12 Sort the list NU s in descending order with keeping indexes
13 Put the vectors corresponding first NV elements’ indexes from the NU's into the NU
14 Put the vectors of user group U; into the neighbor list NU
15 Calculate a simple mean vector 77 of the user groups in NU and location L
/* Calculate cosine similarity for services =/

16 for m = I to the length of S do

17 Calculate cosine similarity cos;.. between Sy, and T);
18 Append the cos;, into the list /s
19 end

/* Get top-K services based on vector similarity =*/

Sort the list /s in descending order with keeping indexes

Put the K services corresponding first K elements’ indexes from the /s into the 1
Return 7

2
2
2

N = S

5. Experimental design

5.1. Dataset

To evaluate the proposed recommendation methods, we use a transaction dataset of credit
and debit cards from Shinhan card, one of the major card companies in the Republic of
Korea. The dataset consists of transaction logs that happened on Jeju island, one of the
most famous tourist attractions in the country. It contains 19,648,116 card transactions. As
mentioned above, all identifiable personal data were statistically processed to make them
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anonymous by considering GDPR. Accordingly, there are 1,260 user groups categorized
by gender, age groups, habitation cities, nationalities, and time periods of card usage, as
listed in Table Tourism services categorized by KSIC (Korea Standard Industry Codeﬁ),
based on the International Standard Industrial Classification (ISIC) adopted by the UN,
are taken into account. Thereby, 413 services related to the tourism domain are selected,
such as retail, wholesale, accommodation, restaurant, and transport businesses. Also, we
have 79 destinations since all card transactions in the dataset happened in Jeju and Seog-
wipo tour cities. Finally, we use around fifteen million transaction data and split it by an
80-10-10 ratio for training, validation, and test sets, respectively. For the recommendation
methods based on the techniques of Word2Vec and Doc2Vec, we obtained 60,410 and
47,847 sentences as training and validation sets.

Table 1. Statistic information of preprocessed dataset

Feature Number Feature Number
# of transaction group 14,673,210 # of user groups 1,260
# of training set 11,738,568 # of tourism business services 413
# of validation set 1,467,321 # of destination 79
# of testing sets 1,467,321

5.2. Evaluation measure

This section introduces a segmentation technique used in the marketing field, namely
RFM, to convert card payment transactions into rating scores that make the comparison
of the proposed methods with other baseline approaches feasible. In other words, baseline
methods are based on the rating scores to recommend items, unlike the proposed methods.
Also, several measures to evaluate them on top-N recommendation are explained.

Inspiring by [29], the RFM method which, is an instrument for analysis in market-
ing, is used along with k-means clustering technique to determine the ratings. The RFM
indicates recency, frequency, and monetary defined as follows:

- Recency is calculated by R = M + (12 x (Y — Y3)).
— Frequency presents the number of transactions per user group.
— Monetary means the total amount of transaction per user group.

For the recency factor, Y}, and Y indicate the initial year of transactions contained in our
dataset and the year of the corresponding transaction of each user group, respectively. We
set Y, = 2012 since our dataset contains card payment data occurred from 2012 to 2019.
To combine these three features, we use different weights according to their significance
level. We set the weights of recency, frequency, and monetary as 1, 2, and 4, by following
[29]. As presented in Algorithm 4] we generate ratings as labels for each transaction that
is statistically processed to protect personal information. First, we remove the top 1%

4KSIC: http://kssc.kostat.go.kr/ksscNew_web/ekssc/main/main.do
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Algorithm 4: Calculation ratings by RFM method

Data: Transaction data T', feature weights
Result: Labeled transaction data 7'

1 Copy data from 7" to T
/* Set the number of clusters =/

2 Setk=5
3 Remove top 1% records for frequency and monetary features
/* Get labels for each feature =/
for Each feature (i.e., recency, frequency, and monetary) do

Run k-means clustering with & to get initial labels

Reorder the labels based on the clusters’ mean values by ascending order

Add the weighted label into 7"

a wn =

<

8 end
/* Calculate ratings with features’ labels */
9 Run k-means clustering with & for three feature labels to get final labels
10 Reorder the final labels based on the clusters’ mean values by ascending order
11 Add ratings into T
12 Remove the labels for the three features from 7’
13 Return 7’

records as outliers or genuine bulk buyers. For each feature above, we then get labels
using the k-means clustering method, implemented in the Sklearn Python libraryﬂ with
the cluster number k. We set k as 5 to generate rating scores scaled from 1 to 5 by the
above RFM method. The labels resulted by the clustering are reordered by the periods of
clusters’ mean values with ascending order. To merge the feature labels, we multiply them
with corresponding weights. Finally, k-means clustering is conducted with the weighted
three features’ labels (i.e., multiple feature clustering), and the final labels are reordered
to obtain ratings of each transaction.

Since the rating scores are artificially made by the RFM method, we utilize the rank-
based evaluation measurements instead of the RMSE and MAE that are directly based
on the artificial scores. Among evaluation measures used in this paper, first of all, we
introduce MRR (Mean Reciprocal Rank) defined by

1 1
MRR(U) = W%E’ ¢h)

where U and k, indicate a set of users and a rank of the first relevant item for a user
u. This measure is simple to compute and easy to interpret. Also, it focuses on only a
single item from the list since it puts a high focus on the first relevant element of the list.
Although this might not be a good evaluation metric for users who want a list of related
items to browse, we consider it since a small number of services are in general used by
tourists in the tourism industry, as shown in Table [2| In the table, we can see more 30%
user groups used less than five services.

Shttps://scikit-learn.org/stable/modules/generated/sklearn.cluster.
KMeans.html
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Table 2. Percentages of travelers by the number of used services
# of used services <5 <10 <20 < 30 <40 < 50 50 >=

Percentage 33.31 19.25 18.78 10.34 6.71 4.20 7.41

To consider multiple relevant items, we use M A PQkEk, which is the mean of APQF,
which calculates an average PQF for a user, for all the users. And, P@Qk measures the
relevance of items on k£ recommended items and is defined as follows:

PQk = @ 2)
k
where R refers to relevant items on top-k item list. It is a simple way to know the fraction
of relevant items that are good. However, M APQF is unable to consider the recom-
mended list as an ordered list, since PQk treats all the errors in the recommended list
equally.

Therefore, we use mAP (Mean Average Precision). Unlike the above APQF,
AvePQF has the ability to reflect the order of a recommendation list. The m AP is the
average of the Ave PQF that is defined by

1

AvePQk = —
R

k
> P@i x rel@i, 3)
i
where R refers to relevant items on top-k item list, and P@;¢ indicates precision at ¢.
The rel@j is a relevant function that returns 1 if the item at rank ¢ is relevant and 0
otherwise. This measure is able to handle the ranks of lists recommended items naturally
and shines for binary (relevant/non-relevant) ratings. However, it is still not fit for fined-
grained numerical ratings.

In this regard, we also consider NDCG (Normalized Discounted Cumulative Gain),
which is able to use the fact that some items are more relevant than others. In other words,
highly relevant items should come before medium relevant items, which should come
before non-relevant items. This metric is calculated by DC' Gy, and I DC'G}, defined as
follows:

k 2rel7', -1
DCGy =
F ; logy (i + 1)
IRELk| ey, “4)
greli _ |
IDCG), = —_—
F Z logy (i +1)

nDCGy = DCGy/IDCG,,

where rel; is the graded relevance of the results at position ¢ (i.e., gain), and RE L, refers
to a list of relevant items ordered by their relevance up to top-k. Also, the logarithmic
reduction factor is added to penalize the relevance score proportionally to item positions.

5.3. Baseline and variant methods

This section introduces baseline approaches compared with our methods in this study.
The baselines consist of two approaches [25129]]. It is difficult to directly apply traditional
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rating-based methods to the card transaction data since the card payment dataset does not
include rating information. Therefore, [29] exploited the RFM method to create the rat-
ings of users’ transaction groups and applied the collaborative filtering methods. We com-
pare our methods with the approach using GSVD, SVD, and NMF. The author utilized
GSVD and SVD in [29]. We call them GSV Drpyp, SVDgrpy, and NM Frp . Note
that we only use the RFM method described in Algorithm]to compare our methods with
the baselines, not to make recommendations. Another approach in [25]] uses Word2Vec as
mentioned in Section[2.2] The author proposed three techniques as content-based, collabo-
rative filtering, and hybrid-based recommendations. These methods are named K N Iy oy,
N Nyav, and K IUyw 2y . We use these techniques to show the effectiveness of consider-
ing location information on a top-k recommendation. Note that we only considered the
skip-gram technique of Word2Vec due to its better performance on our dataset.

Furthermore, we evaluate the proposed methods’ variants to reveal the effectiveness
of location information in both the Doc2Vec-based data modeling and the top-k recom-
mendations. We proposed three algorithms in Section [d] Also, two Doc2Vec techniques
(i.e., PV-DM and PV-DBOW) are used to model data, and we add prefixes pas and pp
for the techniques, respectively. Additionally, location information is considered in only
data modeling based on Doc2Vec or in the processes of modeling data and making rec-
ommendations. These are distinguished by using prefix ,, and ;. For example, DM-based
NNU with location information for both is annotated as NNUpy, -

We implemented all the above methods using Python and evaluated them in the same
experimental environments with the same data sets. First, the validation and test sets were
used to determine optimal parameters for each method in a grid search fashion. Using the
optimal parameters, we trained the models of all the methods on the training set. Finally,
the experimental results on the test set represented in the next section were obtained.

6. Evaluation and discussion

6.1. Comparison of variants

This section evaluates the variants of proposed methods to comprehend the effectiveness
of considering location information in modeling and recommendation processes.

Several parameters affect data modeling and result in recommendation performance.
These parameters are based on the Gensim toolbox implementation. In this paper, only
four parameters are set to a different value from the default in the toolbox. The rest of the
parameters are set as the same as presented on the Gensim web pageﬂ The details of the
parameters and how we tune them are as follows:

— min_count ignores the items whose frequency is less than it. Data in recommender
systems is very sparse and contains many items observed only a few times in general.
To prevent the loss of these items, we set this parameter as one during our experi-
ments.

— vector_size represents the dimension of representation vectors, and its default is 100.
We empirically set it to different values in the range of [5:50] with 5 increments.

6lhttps://radimrehurek.com/gensim/models/doc2vec.html
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— window assigns the maximum distance between the current and predicted words. It
should be large enough to recognize the semantic relationships between words. We
test this parameter with different values in the narrow range of [2:20] with 2 incre-
ments.

— epochs parameter indicates the number of iterations on modeling input data, and its
default is 10. In our experiments, it sets to various values in the range of [5:50] with
5 increments.

We conducted a grid search for all their combinations on validation and test sets to find
an optimal set of these parameters for each variant. Table [3| lists the performance results
and optimal parameter settings of the variants based on the models trained by Doc2Vec
techniques. According to Table[3] it can be aware that considering the location information

Table 3. Performance results of variants with optimal parameters
Variants M APQ@10 mAPQ10 mNDCG1o MRRQ@10 Optimal setting

KNBpu,, 0.0495 0.0159 0.0495 0.1330  V:5,W:10,E: 10
NNUpwm,, 0.1868 0.1034 0.2269 0.6071  V:20, W: 10, E: 10
NKBphn,, 0.0482 0.0160 0.0493 0.1355  V:5,W:10, E: 10

KNBpsg,, 0.0124 0.0023 0.0095 0.0179  V:50, W: 2, E: 25
NNUppg,, 0.1853 0.1086 0.2270 0.5902  V:10,W:8,E: 15
NKBpsg,, 0.0100 0.0016 0.0087 0.0152  V:50, W: 6, E: 25

KNBpn, 0.1374 0.0588 0.1408 0.3072  V:40,W:8,E: 15
NNUpn, 0.2843 0.2009 0.3748 0.9287  V:20,W:4,E:5
NKBpun, 0.1180 0.0504 0.1225 0.2794  V:40,W: 8, E: 15

KNBpg, 0.0647 0.0199 0.0639 0.1709  V:50, W: 10, E: 15
NNUpp, 02673 0.1816 0.3539 0.9231  V:10, W: 8, E: 25
NKBpp, 0.0461 0.0132 0.0446 0.1213  V:5,W:10,E: 8

*V, W, and E indicate parameters vector_size, window, and epoch.

in both modeling data and making recommendations has a lot of improvements from
applying only in data modeling.

In terms of Doc2Vec techniques, when we consider location information in only data
modeling, data modeling based on PV-DM has more positive influences than that of PV-
DBOW. These results are more clear when we compare it with those of the K N Iyy oy,
NNwoy, and KIUy oy in Table 5} The variants considering the spatial information
in only modeling recommend services based on vector representations of user groups
like the baseline methods. We use Doc2Vec techniques to model users’ preferences and
spatial information simultaneously, but the models in [25] consider only users’ pref-
erences based on the techniques of Word2Vec. The K NBpys, and NKBp,, have
better performance than the K N Iy, and K IUyy oy, while the performance results of
the KNBpg,, and NKBpp, are worse than them (refer to Table [5). In fact, these
results are related to the Doc2Vec implementation of Gensim toolbox. The PV-DBOW
trains only document vectors with the default setting for dbow_words, and it means that
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the KNBppg,,, NNUppg,, , and NKBpp_ may be unable to appropriately consider
the individual history of user groups on the recommendation process. As a result, they
show lower performance than the K NBpyy,,, NNUpyy,,, and NK Bpyy,, , respectively.
Even though we had actually evaluated the PV-DBOW with dbow_words = 1, which set
the technique works in the skip-gram fashion, we couldn’t discover remarkable perfor-
mance differences. Therefore, we presented the performance results based on the pure
PV-DBOW technique in this paper. However, the KNBpp,, NNUpp,, and NK Bpp,
considering the location information in both procedures are superior to the K N Iyyoy,
N Nyay, and K1Uyw 9y . It implies that considering location information in tourism ser-
vice recommendations is important. Regarding recommendation algorithms, all methods,
regardless of Doc2Vec techniques and the consideration of location information, show
similar trends of performance results. The NN U methods are superior to the others in all
evaluation metrics, and the K N B methods perform better than the N K Bs. We carefully
guess that the reason is caused by the construction process of input data to model card
transaction data. Because a user group’s identification locates as the first term in the in-
put, the services placed at the beginning have similar vector representations with the user
group due to the principle of Doc2Vec techniques. Consequently, K N B, which directly
searches for similar services with a target user group, could have a severe bias between
services according to their locations in the input data. It also happens to the N K B. Ac-
cordingly, we select the NNUpys, and NNUpp, to compared with baseline methods in
the next section.

To comprehend the effects of three parameters for Doc2Vec techniques on top-10 rec-
ommendations, this section evaluates the proposed methods
(i.e., NNUpwm, and NNUpp,) by changing the Doc2Vec parameters in the correspond-
ing ranges mentioned above. While repeating the different ranges of one parameter, the
others are fixed to constant values. Figuresand show the performance of NNUpy,
and NNUpp, by parameter value. N NU methods seem to be not affected by the three
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Fig. 4. Performance results of NNU

parameters unlike the other variants in our preliminary results (omitted due to limited
space). To clearly reveal the effects of these parameters on these methods, we analyzed the
correlation between the parameters and performance, as listed in Table[d] The correlations
indicate that the increase of vector_size and window parameters positively affects while
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Table 4. Correlation analysis between parameters and performance for NNUs

NNUpn, v-size window

MAP@10 0.535 0.612
mAP@Q10 0.267 0.709
MRR@10 0.552 -0.076
mNDCG1 0393 0.611

epoch‘ NNUpsg, v-size window epoch

-0.903| M APQ10
-0.879| mAPQ10
-0.752| M RR@10
-0.897/mNDCG1o

-0.695
-0.700
-0.789
-0.712

-0.160
-0.068
-0.086
-0.104

-0.229
-0.023
-0.134
-0.093

the epoch increment has a negative influence on the recommendation performance of the
NNUp, method. Whereas, in the case of NNUpp, method, the increments of all the
parameters result in worse performance. Indeed, we observed that the proposed methods
based on the PV-DM technique are positively affected by the increment of the vector_size
and window parameters, while the proposed methods based on PV-DBOW have mostly
negative influences by the increase of all three parameters. However, as shown in the ex-
perimental results of previous sections, we need to explore the parameter combinations
rigorously to set the optimal one. According to Figure 4] and the results discussed above,
the NNU methods have the best performance in general. Consequently, we select the
NNUp, and NNUpp, to compared with baseline methods in the next section.

6.2. Comparison with baselines

In this section, we compare the performance results of the two NNU methods based on
the pre-trained card transaction data (i.e., the representation vectors of users and items, lo-
cations) and the baseline approaches mentioned in Section[5.3] Table[5|presents their per-
formance on various top-k recommendations. The bold and italic font styles indicate the
first and second-best performance. According to this table, the proposed methods are su-

Table 5. Performance results of the proposed and baselines methods

Top-10 Top-5
MA mA mN MR|MA mA mN MR

Top-2

Methods MA mA mN MR

GSVDgrrym
SVDrrMm
NMFrpm
KNIway

NNwav
KIUwav
NNUpwm,
NNUpg,

0.170 0.106 0.214 0.529
0.131 0.082 0.176 0.492
0.107 0.059 0.135 0.378
0.029 0.007 0.023 0.042
0.124 0.072 0.148 0.355
0.032 0.008 0.028 0.070
0.284 0.201 0.375 0.929
0.267 0.182 0.354 0.923

0.137 0.262 0.093 0.165
0.125 0.239 0.087 0.150
0.072 0.233 0.053 0.094
0.008 0.014 0.003 0.007
0.084 0.211 0.061 0.101
0.010 0.038 0.008 0.014
0.366 0.265 0.426 0.862
0.274 0.224 0.363 0.841

0.117 0.190 0.101 0.117
0.097 0.164 0.083 0.106
0.091 0.165 0.085 0.105
0.003 0.004 0.002 0.003
0.079 0.121 0.074 0.086
0.017 0.033 0.017 0.020
0.294 0.277 0.341 0.535
0.292 0.276 0.339 0.534

I MA, mA, mN, MR refer to the M AP, mAP, mN DCG, and M RR, respectively.

perior to the other baselines in most performance measures. Interestingly, the Word2 Vec-
based approaches (i.e., K NIyyoy, N Nywoy, and KIUy oy ) show worse performance
than the other baseline methods. These results might be because of the adopted eval-
uation methodology. It is based on the RFM, which makes it possible to work matrix
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factorization-based collaborative filtering approaches on card payment transaction data,
and is used to obtain a ground truth set. In other words, the methodology could be favor-
able to the RFM-based methods (i.e., GSV Drpnr, SV Dgrpy, and N M Frppr). Despite
this, the proposed methods NNUpys, and NNUpp, outperform the other methods. It
indicates that our methods can adequately model the card transaction data by considering
the spatial information and to make appropriate recommendations to a user group that
visited a specific location.

In terms of evaluation measurements, the A RR results of the proposed methods on
top-10 recommendations are around 0.9, which has a large difference from the results in
other measures. Considering the M RR’s evaluation purpose focusing on only a single
item, we can see that the proposed methods have quite high performance to recommend
the next service that can be used by a target user group at a specific location. Additionally,
the second high performance of proposed methods is m /N DCG for top-k recommenda-
tions. It means that the NNUp,s, and NNUpp, using the vector similarity trained by
Doc2Vec techniques work well in a graded rating fashion.

Let’s discuss the results in terms of top-k recommendations (i.e., the number of recom-
mended items). With the more decrease of k, the performance of the baseline approaches
is worse, except for in mAP. The M RR shows a larger decrement than the other mea-
surement in the baselines, while our methods have relatively smaller decrements in the
measurement. The methods’ M R R performance is higher than 53% on the top-2 recom-
mendation. These results emphasize the potential capability of our methods for a next
service recommendation which can be used in many recommendation purposes such as
tour planning, dynamic recommendation, and so on. Interestingly, the proposed methods
show slightly higher performance in the m AP when it recommends the smaller numbers
of business services. Furthermore, except for M RR, the performance decrements of the
proposed methods are in general smaller than those of the other approaches. These results
imply that the proposed methods provide services with more proper ordering regardless
of the number of recommended services than the others.

7. Conclusion

Millions of card transactions, which eventually reflect tourist consumption behaviors and
patterns, generate a massive volume of big data in tourism. However, it is difficult to
directly apply the available data to recommender systems since the huge amount of data
contains generally implicit preferences of the tourists. Furthermore, the row data of card
payment transactions, which contain personal information, may not be available in terms
of GDPR. In addition to these, it is important to properly reflect a spatial factor in tourism
recommender systems.

To address these challenges, we propose tourism service recommendation methods
based on Doc2Vec techniques, a set of well-known methods from the natural language
processing domain, for a target user group visiting a specific location. In order to model
the card transaction data statistically processed to protect personal information, the tech-
niques train a model on the service usage history of user groups along with spatial in-
formation. The vector representations are then used in three recommendation methods to
make recommendations by considering the location information.
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Experiments on around fourteen million statistical card transaction data demonstrated
that the proposed recommendation methods outperform other baseline methods. In par-
ticular, comparing the proposed methods with other baselines emphasized the positive
influences of spatial information on recommendation performance. Furthermore, these
methods showed the capability to deal with various top-k recommendations without high
decrements in recommendation performance than the other compared approaches. In ad-
dition to these, the proposed methods are able to recommend business services to new user
groups whose data does not exist in the dataset and are directly applied to raw transaction
data to provide recommendations to individuals.

Acknowledgments. This work was supported by the Ministry of Education of the Republic of
Korea and the National Research Foundation of Korea (NRF-2019S1A3A2098438).
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Abstract. This paper addresses the problem of multimedia recommendation that
additionally utilizes multimedia data, such as visual and textual modalities of items
along with the user-item interaction information. Existing multimedia recommender
systems assume that all the non-interacted items of a user have the same degree of
negativity, thus regarding them as candidates for negative samples when training
the model. However, this paper claims that a user’s non-interacted items do not
have the same degree of negativity. We classify these non-interacted items of a user
into two kinds of items with different characteristics: unknown and uninteresting
items. Then, we propose a novel negative sampling technique that only considers
the uninteresting items (i.e., rather than the unknown items) as candidates for neg-
ative samples. In addition, we show that using the multiple Bayesian personalized
ranking (BPR) losses with both unknown and uninteresting items (i.e., all the non-
interacted items) in existing multimedia recommendation methods is very effective
in improving recommendation accuracy. By conducting extensive experiments with
three real-world datasets, we show the superiority of our ideas. Our ideas can be
easily and orthogonally applied to any multimedia recommender systems.

Keywords: recommender systems, multimedia recommendation, uninteresting items.

1. Introduction

Due to the abrupt increase in the number and variety of items around us, the problem
of information overload is becoming a big issue in many applicantions. Recommender
systems are a vital technique to solve this problem and thus are widely used in various
domains, such as movie recommendations and music recommendations. Collaborative
filtering (CF) is one of the most widely used approaches in recommender systems; in-
tuitively, for a target user, it finds the items commonly preferred by the users with the
tastes similar to hers (i.e., neighbors) based on her interaction information (e.g., purchase
history and click logs) [6,9, 11-16,19,21,22, 25,28, 31-34,39]. Despite the simplicity
and robustness of CF in recommendation, the sparse nature of the interaction information
brings CF the limitation of not being able to accurately capture the users’ preferences on
items [3].

* The first two authors have equally contributed to this work.
T Corresponding author.
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To alleviate this limitation of CF, various methods have been proposed [4,8, 11, 18,
19,21,23,36,37,43,44]. They can be classified into two categories: i) additional utiliza-
tion of non-interacted items and ii) additional utilization of external data. The methods in
category i) first divide a user’s non-interacted items into her unknown items and uninter-
esting items [11, 18, 19, 21] where the unknown items are the items that the user did not
interact with because she did not know their existence and the uninteresting items are the
items that the user did not interact with even though she knew their existence but did not
want to interact with the item. Then, the methods mitigate the data sparsity problem by
selecting her uninteresting items amongst non-interacted items and imputing low values
for the uninteresting items selected [11, 18, 19,21]. The methods in category ii) use ad-
ditional multimedia data (e.g., visual data such as the item’s image and textual data such
as the item’s specifications) along with the user-item interaction information. The recom-
mender systems of this category are referred to as multimedia recommender systems [4,
8,23,36,37,43,44].

Most multimedia recommender systems use deep learning models such as convolu-
tional neural networks (CNNs) [1, 17,26,42] and recurrent neural networks (RNNs) [7,
10, 38] to extract multimodal features from the items’ multimedia data. They utilize these
multimodal features to represent the item embeddings; they conduct a dot product be-
tween an item embedding and a user embedding to predict the user’s preference on the
item. They use the Bayesian personalized ranking (BPR) loss [30], a representative pair-
wise loss to learn the ranking difference between a user’s positive and negative items, to
train their models. In model training, positive items are sampled from the user’s interacted
items and the negative items are randomly sampled from the user’s non-interacted items.
In other words, they simply use all the non-interacted items as the candidates for negative
items based on the assumption that all the non-interacted items for a user have the same
degree of negativity.

However, we claim that this assumption does not hold in the real-world data; i.e.,
non-interacted items could have different degrees of negativity. Then, we propose the
methods that utilize the two categories of a user’s non-interacted items for accurate mul-
timedia recommendation. Note that the proposed methods can be easily applied (i.e.,
orthogonally applicable) to existing multimedia recommender systems. To this end, we
first classify a user’s non-interacted items into two categories of unknown and uninter-
esting items for her based on the degrees of her negativity, obtained by using the user’s
interacted items. Then, we propose a novel negative sampling technique that uses only
the uninteresting items (rather than unknown items) as candidates for negative samples.
Furthermore, we propose to use multiple BPR losses which utilize both unknown and
uninteresting items (i.e., all non-interacted items), in multimedia recommender systems.
To demonstrate the effectiveness of our proposed methods, we employ three well-known
multimedia recommender systems (spec. VBPR [8], MMGCN [37], and LATTICE [43])
and three real-world Amazon datasets.! To show the superiority of our negative sampling
method, we compare the following three methods: i) using those randomly sampled from
non-interacted items as negative samples (i.e., original negative sampling); ii) using un-
known items as negative samples; iii) using uninteresting items as negative samples (i.e.,
our negative sampling). Our experimental result shows that our proposed method (i.e.,
method iii)) provides the best recommendation accuracy. The result also confirms that

! http://jmcauley.ucsd.edu/data/amazon/links.html
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using multiple BPR losses is more effective in multimedia recommender systems: specif-
ically, applying the multiple BPR losses leads to a gain of up to 20.13% and 4.12%, in
terms of Recall @20, compared to the state-of-the-art multimedia recommender systems,
MMGCN [37] and LATTICE [43], respectively.

The main contributions of our work are summarized as follows:

— We point out the problem of the assumption employed in existing multimedia recom-
mender systems.
o All the non-interacted items for a user have the same degree of negativity.
— We propose two methods that improve the recommendation accuracy by exploiting
the different degrees of negativity in non-interacted items.
e We propose a novel sampling technique that uses only the uninteresting items as
negative samples.
o We use multiple BPR losses to learn the rank differences between positive, un-
known, and uninteresting items.
— We validate our proposed methods by conducting extensive experiments using three
real-world datasets.

The rest of this paper is organized as follows. In Section 2, we briefly review the
related work to multimedia recommender systems. In Section 3, we describe our proposed
methods in detail. In Section 4, we conduct experiments to verify the effectiveness of our
methods. Finally, in Section 5, we summarize and conclude our paper.

2. Related Work

In this section, we briefly introduce the research on multimedia recommender systems.
Early multimedia recommender systems utilized only one modality amongst the items’
multimedia data (e.g., visual, textual, and acoustic modality) along with the user-item
interaction information [2,5, 8, 12,24, 35,40,41]. VBPR [8], the most popular model
among them, captures the features of the visual modality of items and builds an addi-
tional embedding that reflects each user’s preference for the visual modality of items.
Then, it uses the well-known BPR loss in training VBPR. However, the early multimedia
recommender systems have a limitation that they use only one of various modalities of
items to represent the items’ characteristics.

To alleviate this limitation, recent multimedia recommender systems have tried to
utilize various modalities of items [4, 14,23, 36,37,43, 44]. Specifically, JRL [44] and
MAML [23] use deep learning models to capture the features of the various modalities
of the item (e.g., visual, textual, and numerical (i.e., rating) modalities for JRL and vi-
sual and textual modalities for MAML). Then, they aggregate the captured features to
enrich the embedding of an item and the user who interacted with the corresponding item.
MMGCN [37] constructs the user-item interaction graphs for visual, textual, and acous-
tic modalities of items, and uses graph convolutional networks (GCNs) to capture the
collaborative signals between the users and the items. Then, MMGCN aggregates the col-
laborative signals captured by each modality and enriches the embeddings of users and
items.

Since the advent of MMGCN, various GCN-based multimedia recommender systems
have emerged such as GRCN [36] and LATTICE [43]. They commonly use not only
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GCNs but also the attention mechanism to distinguish the degrees of influence of users
on different modalities of items. GRCN [36] is based on MMGCN and considers the
degrees of influence on different modalities at an individual user level. On the other hand,
LATTICE [43] captures the latent item-item structure for each modality using visual and
textual modalities of items and then applies GCN to obtain enriched item embeddings.
Then, it considers the degrees of influence on different modalities at all user levels (i.e.,
globally for all users).

The aforementioned methods utilize the BPR loss, which selects positive items among
the interacted items and negative items among the non-interacted items and widens the
rank discrepancy between positive and negative items, in order to learn their models [8,
36,37,43,44]. However, since there are many items in recommendation domain data, it
is difficult for users to know the existence of all items. Therefore, a user’s non-interacted
items can be categorized into unknown and uninteresting items as follows:

— Unknown item: item that a user did not interact with because she did not know its
existence.

— Uninteresting item: item that a user did not interact with because she did not want
to interact with it, even though she knew its existence.

In other words, if the BPR loss is simply employed in a learning process as in existing
multimedia recommender systems, some non-interacted items that the user may prefer can
be considered as her negative items. Therefore, we argue that, in order to correctly train
the model by using the BPR loss, negative items should be sampled not from her non-
interacted items, but from her uninteresting items. In addition, we argue that we should
train the model so that they will be able to learn all the rank discrepancies among positive,
unknown, and uninteresting items.

3. Proposed Methods

In this section, we propose two methods that can be orthogonally applied to existing
multimedia recommender systems, exploiting the notions of unknown and uninteresting
items for accurate multimedia recommendation. Specifically, in Section 3.1, we describe
our novel negative sampling method that uses only uninteresting items as negative sam-
ples. Then, in Section 3.2, we describe how to use multiple BPR losses, for interesting,
unknown, and uninteresting items in model training.

3.1. Negative Sampling Method

The overall procedure of our negative sampling is shown in Figure 1. As mentioned, a
user’s non-interacted items are categorized into unknown items and uninteresting items.
Our negative sampling method samples only the uninteresting items of a user as negative
samples for BPR training.

For this, we first compute the pre-use preferences of each user on her non-interacted
items by analyzing users’ interaction information. A user’s pre-use preference is the pref-
erence that the user has when deciding whether to interact with an item or not [11, 18,
19,21]. Thus, we can say that, for the user’s interacted items, she holds a high pre-use
preference. On the other hand, for those items that she has not interacted, her pre-use
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Fig. 1. Overview of our negative sampling method. The blue-colored items indicate the user’s inter-
acted items (i.e., positive items), and the red-colored items indicate the user’s uninteresting items
(i.e., negative items) among her non-interacted items

preferences would be lower than those of the interacted items. Among non-interacted
items, the user’s pre-use preferences on unknown items are unknown, however, those on
uninteresting items should be low since she was not interested in them.

In order to obtain pre-use preference scores for non-interacted items of a user, in
this paper, we employ WRMF [27], a widely adopted model in one-class setting, follow-
ing [11, 18, 21].% Specifically, given the pre-use preference matrix P € R of usersx# of items
(pu,i = 1, if user u has interacted with item %), WRMF predicts users’ pre-use pref-
erences for all non-interacted items. To this end, we first initialize users’ pre-use pref-
erences for non-interacted items as 0 in P and assign weights to quantify the relative
contribution of each user-item interaction [27]. Then, WRMF repeats the process of de-
composing the pre-use preference matrix P into two low-rank matrices U € R*ofusersxd
and V € R#efitmsxd where d indicates the dimensionality of each latent feature vector
and multiplying these two decomposed matrices to recover the original pre-use preference
matrix P. The loss function of WRMF is as follows:

LU, V) =Y wui(pui = UV O _IUF+ D IVilF), M)

u,t u

where p,, ; denotes user u’s pre-use preference of item ¢; w,, ; denotes the weight for p,, ;
and U, and V; represent the latent feature vectors of user v and item ¢, respectively; ||-|| »
denotes the Frobenius norm and A denotes the regularization parameter.

Lastly, we obtain the predicted pre-use preference matrix P using the learned vectors
U and V as follows:

P=UVT. 2

Then, we use (1 — ﬁu,) as the final weight for non-interacted item ¢ to be sampled as a
negative sample. By doing this, we allow the negative samples to be selected only from
the uninteresting items, rather than from all non-interacted items. This is because the pre-
use preference p,,; of an uninteresting item will be low, thus making the weight (i.e.,
(1 — Py i) high. Finally, we use the negative samples selected from the uninteresting
items in the BPR loss of the existing multimedia recommender systems.

2 Note that, if there is a better model available other than WRME, it could improve more the recommendation
accuracies with our proposed method.
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Fig. 2. Overview of the method using the multiple BPR losses. The blue-colored items indicate
the user’s interacted items, the gray-colored items indicate the user’s unknown items among her
non-interacted items, and the red-colored items indicate the user’s uninteresting items among her
non-interacted items. (1)-(3) indicates the rank discrepancies the method using the multiple BPR
losses considers

3.2. Multiple BPR losses

Note that the BPR loss employed in existing multimedia recommender systems is only
used to correctly learn the rank discrepancy between the predicted preferences of positive
and negative items. However, the entire items can be divided into positive, unknown, and
uninteresting items; so we can better learn the rank of non-interacted items if we fully
exploit the rank discrepancy among all pairs of the above three types. Toward this end,
we propose to use multiple BPR losses® in existing multimedia recommender systems,
which enables to learn the rank discrepancies amongst the predicted preferences of the
above three types of items (i.e., not only uninteresting items but also unknown items can
be used).

Our method using the multiple BPR losses is shown in Figure 2. With the items cat-
egorized into three types (i.e., positive, unknown, and uninteresting items), we train the
model by using the following three rank discrepancies: (1) between positive and unknown
items, (2) between positive and uninteresting items, and (3) between unknown and unin-
teresting items. We use the three weights (i.e., a for (1), 8 for (2), and ~y for (3)) to control
the importance of the three rank discrepancies. The multiple BPR losses are formulated
as follows:

L=— Z O-(O(('Fpos - 7Qunk)) +O'(/8(72pos - ’Funznt)) +a(7(funk - 'Funznt)) +R(9)7 (3)

u

where 7pos, Punk, and ynins denote the predicted preferences of positive, unknown, and
uninteresting items, respectively; o(-) indicates the sigmoid function and R(#) does the
regularization term for model parameters 6.

To utilize our multiple BPR losses in multimedia recommender systems, we need a
user’s predicted pre-use preference scores of non-interacted items, as stated in Section 3.1.
Then, with those scores, we regard the bottom 1% of non-interacted items as uninteresting
items, and the rest of them as unknown items. Lastly, we apply the multiple BPR losses
in Eq. (3) to multimedia recommender systems.

The proposed methods in Sections 3.1 and 3.2, are easily and orthogonally applicable
to existing multimedia recommender systems, helping to provide more accurate multime-
dia recommendations.

3 A similar idea proposed in non-multimedia recommendation [20].
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# of users-# of items — # of interactions
# of users-# of items x 100 (%)

Table 1. Statistics of datasets. The sparsity calculated by

Dataset # of users # of items # of interactions Sparsity
Amazon Baby 19,445 7,050 160,792 99.88%
Amazon Men Clothing 4,955 5,028 32,363 99.87%
Amazon Office 4,874 2,406 52,957 99.55%

4. Evaluation

In this section, we evaluate our proposed methods via experiments; the experiments are
designed aiming to answer the following key evaluation questions:

— EQ1: Do the notions of unknown and uninteresting items help improve the recom-
mendation accuracy of multimedia recommender systems?

— EQ2: Is the idea of selecting the uninteresting items as negative samples most effec-
tive for improving the recommendation accuracy?

— EQ3: How sensitive is the recommendation accuracy of the multiple BPR losses to
different hyperparameter values?

4.1. Experimental Settings

Datasets and competitors For evaluation, we adopt three real-world Amazon datasets
widely used in multimedia recommender systems research [4, 8, 23,43, 44]: Amazon Baby,
Amazon Men Clothing, and Amazon Office*. As done in [37], we kept only the users
and items with more than five interactions. Table 1 reports their detailed statistics. These
datasets contain visual and textual modality information of items as well as the user-item
interaction. Then, we extracted 4,096-dimensional visual feature embeddings using the
deep CNN [17] and 1,024-dimensional textual feature embeddings using sentence trans-
formers [29], following [43].

To evaluate the effectiveness of our proposed methods, we use the following three
baselines:

— VBPR [8]: A multimedia recommender system based on matrix factorization (MF)
trained with a BPR loss.

— MMGCN [37]: A multimedia recommender system based on graph convolutional
networks (GCNs) using non-linear propagation trained with a BPR loss.

— LATTICE [43]: A multimedia recommender system based on graph convolutional
networks (GCNs) using linear propagation trained with a BPR loss.

Evaluation protocol and metrics We repeated all our experiments five times. For each
experiment, we randomly split interactions per user into 8:1:1, each for train, validation,

4 All the datasets are publicly available at http://jmcauley.ucsd.edu/data/amazon/links.html.
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and test set in the same way as in [37, 43]. We assess the accuracy of top-/N recommenda-
tion by using the following three widely used metrics: Precision (Prec, in short), Recall,
and normalized discounted cumulative gain (NDCG). Prec and Recall are traditional ac-
curacy metrics. They are used to validate whether the ground-truth items is in top-NV
recommendation list and computed as follows:

_|Rely N N
Prec@QN = ~ “4)
RecallQN = M 5)
Rel,

where Rel, indicates the relevant observed items of user v and N, indicates the top-/NV
items of user u.
NDCQG is a rank-sensitive metric which considers the position of the ground-truth item
in the top-N recommendation list and is computed as follows:
DCGQN

Additionally, DCGQN in Eq. (6) is computed as follows:

Ye — ]

N
DCGQN = kzl g (7

— o(k+1)’

where y;, indicates the binary variable for the k-th item iy in N, and, if i, € Rel, yi is
set as 1, otherwise, yy, is set as 0. And, I DCG@N in Eq. (6) stands for ideal DCG at N
where, for every item i in IV, yi, is set as 1. We set NV to 10 and 20 for all aforementioned
metrics.

Hyperparameter Settings For a fair comparison, we fine-tuned the hyperparameters
of competitors and our proposed methods via grid search using the validation set. More
specifically, we set the learning rate in the range {0.0001, 0.0005, 0.001, 0.005, 0.01}
and the regularization weight in the range {0, 0.00001, 0.0001, 0.001, 0.01}. Also, for
MMGCN [37] and LATTICE [43], we set the number of GCN-layers in the range {1, 2,
3, 4}; for LATTICE [43], we set the dropout ratio in the range {0, 0.1, 0.2, 0.3, 0.4, 0.5,
0.6,0.7,0.8}.

4.2. Experimental Results

EQ1: Do the notions of unknown and uninteresting items help improve the recom-
mendation accuracy of multimedia recommender systems? To show the effectiveness
of our proposed methods, we compared the three (original) competitors (i.e., VBPR [8],
MMGCN [37], LATTICE [43]) and their six variations equipped with our methods, on
three datasets. Table 2 reports all the accuracy results in top-10/20 recommendation. Here,
"neg’ refers to our method employing our negative sampling idea and *mbpr’ refers to our
method employing multiple BPR losses. The best and the second-best recommendation
accuracies on each dataset and the (original) competitor are shown in bold and underlined,
respectively.
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Table 2. Recommendation accuracies (%) of three state-of-the-art multimedia recommender systems and six
variants, where each of our proposed methods (i.e., a novel negative sampling method, neg, and multiple BPR
losses, mbpr) orthogonally applied at each original method, respectively. ’gain’ denotes the gains in accuracy of
variants over the corresponding original method

Amazon Baby

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 0.537 - 5.112 - 2.846 - 0.420 - 7975 - 3.601 -
LATTICE-neg 0.543 1.12 5.170 1.13 2.897 1.79 0426 143 8.098 1.54 3.669 1.89
LATTICE-mbpr  0.554  3.17 5.281 3.31 2.892 1.62 0433 3.10 8.231 3.21 3.670 1.92

MMGCN 0.384 - 3.638 - 1.906 - 0.321 - 6.071 - 2.548 -
MMGCN-neg  0.384  0.00 3.653 0.41 1.931 1.31 0316 -1.56 6.007 -1.05 2.551 0.12
MMGCN-mbpr  0.456 18.75 4334  19.13 2329  22.19 0364 1340 6917 1394  3.011 18.17

VBPR 0.222 - 2.102 - 1.083 - 0.177 - 3.336 - 1.469 -
VBPR-neg 0.226  1.80 2.139 1.76 1.165 757 0.180 1.69 3.393 1.71 1.501 2.18
VBPR-mbpr 0318 4324 2993 4239 1.649 5226 0.251 41.81 4723 4158 2112 4377

Amazon Men Clothing

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 0.415 - 4.136 - 2.194 - 0.309 - 6.160 - 2.705 -
LATTICE-neg 0417 0.37 4.157 0.52 2.224 1.38 0317 259 6.332 2.79 2.765 222
LATTICE-mbpr 0.418  0.67 4.168 0.76 2.224 1.38 0321  4.04 6.414 4.12 2.794 3.29

MMGCN 0.270 - 2.694 - 1.328 - 0.223 - 4.447 - 1.769 -
MMGCN-neg  0.272 0.74 2.712 0.67 1.337 0.68 0.234 493 4.659 477 1.826 3.22
MMGCN-mbpr  0.329 21.85 3.283 2186 1.665 2538 0.268 20.18 5342 20.13 2183 2340

VBPR 0.304 - 3.028 - 1.590 - 0.245 - 4.894 - 2.061 -

VBPR-neg 0.307  0.99 3.050 0.73 1.569 -1.32 0246 041 4885 -0.18 2.024 -1.80
VBPR-mbpr 0.380 25.00 3.791 2520 1917 2057 0300 2245 5980 22.19  2.469 19.80

Amazon Office

Prec@10 gain Recall@10 gain NDCG@10 gain Prec@20 gain Recall@20 gain NDCG@20 gain

LATTICE 1.109 - 9.213 - 5.776 - 0.839 - 13.719 - -
LATTICE-neg  1.108 -0.13 9215 0.02 5.783 012 0.842 036 13739 0.15 7.158 0.29
LATTICE-mbpr 1.134 225 9.451 2.58 5.854 1.35 0.859 238 14.061 249 7.253 1.63

MMGCN 0.616 - 5.077 - 2.963 - 0.532 - 8.726 - 4.223 -
MMGCN-neg  0.637 3.41 5.143 1.30 3.007 1.48  0.545 244 8.814 1.01 4.106 =277
MMGCN-mbpr  0.833 3523 6.765 3325 4.075 3753 0.674 26.69 10923 25.18 5333 2628

VBPR 0.699 - 5.717 - 3.524 - 0.558 - 9.072 - 4.544 -
VBPR-neg 0.694 -0.72 5655 -1.08 3430  -2.67 0.558 0.00 9.088 0.18 4.465 -1.74
VBPR-mbpr 0.792 1330 6366 1135  3.932 11.58 0.623 11.65 9.874 8.84 5.029 10.67

In Table 2, we can see that the variations with the multiple BPR losses show the supe-
riority over the original ones and those with our negative sampling, in all datasets and all
models. Specifically, in the case of LATTICE [43], as it is the most recent and best per-
forming method, its variation applied with our negative sampling outperforms the original
method by up to 2.79% (see Amazon Men Clothing) and the variation applied with the
multiple BPR losses outperforms the original method by up to 4.12% (see Amazon Men
Clothing), both in terms of Recall @20. In the case of MMGCN [37], the variation applied
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Fig. 3. Recommendation accuracies of a best state-of-the-art multimedia recommender system (i.e.,
LATTICE [43]) and two variants equipped with two different cases of negative sampling methods,
respectively. ’Random’ indicates the method of using randomly chosen non-interacted items as
negative samples (i.e., the original negative sampling method), Unknown’ indicates the method
of using unknown items as negative samples, and ’'Uninteresting’ indicates the method of using
uninteresting items as negative samples (i.e., our proposed negative sampling method)

with our negative sampling outperforms the original method by up to 4.93% in terms of
Prec@20 (see Amazon Men Clothing) and the variation applied with our multiple BPR
losses outperforms the original method by up to 37.53% in terms of NDCG@10 (see
Amazon Office). Lastly, in the case of VBPR [8], the variation applied with our negative
sampling outperforms the original method by up to 7.53% in terms of NDCG@10 (see
Amazon Baby) and the variation applied with the multiple BPR losses outperforms the
original method by up to 52.26% in terms of NDCG @10 (see Amazon Baby).

Based on the results above, we have confirmed that i) employing the notions of un-
known and uninteresting items (instead of the non-interacted items) in training the model
is effective in terms of recommendation accuracy and ii) employing multiple BPR losses
over interesting, unknown, and uninteresting items is more effective than a single BPR
loss over interesting and non-interacted items in terms of recommendation accuracy in
training the model.

EQ2: Is the idea of selecting the uninteresting items as negative samples most ef-
fective for improving the recommendation accuracy? To verify the effectiveness of
our negative sampling method, we compare the recommendation accuracy of the follow-
ing three cases: sampling negative items randomly i) from the non-interacted items (i.e.,
original method), ii) from unknown items, and iii) from uninteresting items (i.e., our pro-
posed method). Figure 3 shows the recommendation accuracy of the three negative sam-
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Fig. 4. The effect of 1 on recommendation accuracies

pling methods on the Amazon Office dataset with LATTICE [43].5 Here, ’Non-interacted’
refers to case i), "Unknown’ refers to case ii), and *Uninteresting’ refers to case iii).

In Figure 3, we see that our method (i.e., only using uninteresting items) outperforms
the original negative sampling method. The method of using unknown items as nega-
tive samples shows very poor recommendation accuracy. This indicates that, as unknown
items could be the items that the users’ preferences are high, they should not be used in the
training process as negative samples. When randomly sampling the users’ non-interacted
items as negative samples, unknown items might be included as negative samples, thus
likely to confuse the model in training. Therefore, this result validates that selecting neg-
ative samples from uninteresting items helps improve the accuracy in multimedia recom-
mendation.

EQ3: How sensitive is the recommendation accuracy of the multiple BPR losses
to different hyperparameter values? For our multiple BPR losses, we consider two
types of hyperparameters. First, y is to determine the ratio of uninteresting items to non-
interacted items. Second, the weights «, (, and ~ for different BPR losses to indicate
the importance in training. Regarding the hyperparameters, we conducted experiments to
answer the following two sub-questions:

— EQ3-1: How sensitive is the accuracy from employing the multiple BPR losses to the
ratios of uninteresting and unknown items out of non-interacted items?

— EQ3-2: How sensitive is the accuracy from employing the multiple BPR losses to the
weight for each BPR loss?

EQ3-1: Sensitiveness of hyperparameter .. We analyze how the recommendation
accuracy changes with different values of . € {10, 20, 30, 40, 50, 60, 70, 80,90} on the
Amazon Office dataset with LATTICE [43]. Figure 4 shows the recommendation accu-
racy with different values of u. As shown in Figure 4, we observe that the recommendation
accuracy increases until p increases to 40 and then decreases. The result shows that, if x
is set as too small (resp. large), some uninteresting (resp. unknown) items might be mis-
classified as unknown (resp. uninteresting) items, which causes the model to be confused
in the training process. Therefore, the proper setting of y allows the model to be better
learned and provides a more-effective recommendation result. Based on this observation,
we set p as 40% for our proposed multiple BPR losses.

5 For EQ2 and EQ3, the tendencies of recommendation accuracy on other datasets with other competitors are
all similar; so, we only include the results on Amazon Office with LATTICE, the latest and most powerful
method.
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EQ3-2: Sensitiveness of hyperparameters «, 3, and . We analyze the change of
recommendation accuracy with varying the values of «, 3, and v € {0.1,0.2,0.3,0.4, 0.5,
0.6, 0.7, 0.8, 0.9} on the Amazon Office dataset with LATTICE [43]. Figure 5 illustrates
the recommendation accuracy with different values of «, 3, and ~. The recommendation
accuracy becomes highest when @ = 0.4, 5 = 1.0,, and v = 0.6 in terms of Prec@10.
The result shows that bigger the value of /3, higher the recommendation accuracy regard-
less of the values of a and ~. Also, the result shows that the recommendation accuracy
overall shows robustness regardless of the values of o and ~. Therefore, based on this
result, we set « = 0.4, 8 = 1.0, and v = 0.6, in the previous experiments.

The experimental results can be summarized as follows: i) applying concept(s) of
unknown and uninteresting items helps to improve the recommendation accuracy of mul-
timedia recommender systems; ii) selecting the uninteresting items as negative samples is
more effective in improving the recommendation accuracy than selecting random (orig-
inal negative sampling method) or unknown items; iii) utilizing both unknown and un-
interesting items (i.e., all non-interacted items) in multimedia recommender systems sig-
nificantly improves most of their original recommendation accuracies, also this method
(i.e., our method) is easily and orthogonally applicable to any multimedia recommender
systems.

5. Conclusions

In this paper, we have pointed out the limitation of existing multimedia recommender
systems that they do not fully exploit the characteristics of non-interacted items for users.
Then, we proposed two methods to alleviate the limitation, thereby enabling existing sys-
tems to exploit the non-interacted items of users appropriately by classifying the non-
interacted items into unknown and uninteresting items. Specifically, our first idea is to
allow only the items highly likely not to be preferred by a user as negative items during
training the recommender model. Further, our second idea is to use the multiple BPR
losses, which makes possible rank discrepancies among positive, unknown, and unin-
teresting items learned correctly in the training process. Extensive experiments on three
real-world Amazon datasets validate that our proposed methods outperform three state-of-
the-art multimedia recommender systems and that our ideas are all effective in improving
recommendation accuracy.
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through the Korea Creative Content Agency grant funded by the Ministry of Culture, Sports and
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Abstract. Due to the digital revolution, the amount of data to be processed is
growing every day. One of the more common functions used to process these data
is classification. However, the results obtained by most existing classifiers are not
satisfactory, as they often depend on the number and type of attributes within the
datasets. In this paper, a maximum entropy model based on class probability
distribution is proposed for classifying data in sparse datasets with fewer
attributes and instances. Moreover, a new idea of using Lagrange multipliers is
suggested for estimating class probabilities in the process of class label prediction.
Experimental analysis indicates that the proposed model has an average accuracy
of 89.9% and 86.93% with 17 and 36 datasets. Besides, statistical analysis of the
results indicates that the proposed model offers greater classification accuracy for
over 50% of datasets with fewer attributes and instances than other competitors.

Keywords: classification, fewer attributes and instances, Lagrange multipliers,
class probability distribution, relative gain, maximum entropy.

1. Introduction

In this digital era, data mining has become an inevitable technique and a milestone in
technological development. It is applied to a wide range of historical data to extract
useful information that helps to make decisions effectively [1]. It covers other important
areas like machine learning, statistics and the database management system. It is
extremely influential and even changed the perspective of handling business. Although it
was originally used to develop the business, later it seems to be an inseparable technique
in almost every area [2]. It focuses on extracting various piece of knowledge from the
vast amount of data. This can be achieved by several data mining functions such as
classification, association rule mining, prediction, outlier and cluster analysis and pattern
recognition. Nevertheless, classification and prediction have become the two major
pillars of data mining [3].

* Corresponding author
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Classification and prediction are the most common methods that researchers use in all
areas to find solutions to various problems. A few of the domain applications where
classification and prediction are used frequently include the educational field (students’
performance classification, result prediction) [4], bank and financial sectors (customers
classification based on their credit risk, fraud detection) [5], health care industries
(diagnosing the disease based on the past data containing symptoms) [6], agricultural
field (analysing soil nutrients and crop prediction) [7], retail industries (customer churn
and sales prediction) [8], classifying spam or junk emails [9], weather forecasting and
rainfall prediction [10], predicting current behaviour by analyzing the human activities
[11], classifying customer segment [12], classifying attack traffic from normal network
traffic [13], software defect prediction [14] and even more.

Generally, classification outcomes are often influenced by the quality of input data.
Pre-processing of input data is carried out before applying the classification model to
improve its prediction accuracy. The data can be preprocessed by removing missing data
and normalizing the attribute values along with the feature selection process [15].
Feature selection aims at selecting the relevant study-related attributes for the target
class. In general, classification models can be based on machine learning or statistical
models [16]. The machine learning based models include decision trees (DT), random
forest (RF), artificial neural networks (ANN), k nearest neighbour (KNN), cased based
reasoning (CBR), support vector machines (SVM), AdaBoost, Stochastic gradient
descent (SGD), other ensemble and boosting classifiers. The statistical model includes
linear and logistical regression and naive Bayesian classifiers. These models are
currently available and many more new models were also suggested by the various
researchers. However, most of these existing models are an extension of specific
conventional models designed for specific applications.

The type of data to be classified, such as categorical data, real or integer-valued data,
typically affects the performance of the classification model. Some algorithms are only
suitable for certain types of data like logistic regression cannot manage huge categorical
data. In addition to data types, the size of attributes and instances plays a crucial role in
the accuracy of classification. If models are not chosen based on the analysis of the
adequacy and applicability of the specific characteristics of the datasets, there is a
greater possibility of classification error. Moreover, some classifiers classify the data
with appropriate results, but with greater computational complexity. Consequently,
classification models should be constructed by considering various other characteristics
of the underlying datasets.

This paper provides a simple statistical classification model that is appropriate for
datasets with fewer attributes and instances. It utilizes the novel idea of using Lagrange
multipliers on the class probabilities that is suitable for the classification of samples in
small datasets. The proposed class probability distribution based maximum entropy
classifier works as follows. To begin with, the dataset is subjected to feature selection
and data pre-processing to improve the dataset's data quality and classification accuracy.
During the training phase, the datasets are categorized according to the labels assigned
to the target classes. Then, for each chosen attribute, the average class relative distance
is estimated for the training samples, from which the attribute relative gain is calculated
for the given test sample. The Lagrange multipliers are applied and evaluated to assess
the class probabilities of the attribute by maximizing the entropy. Finally, the class
probabilities of each attribute are aggregated to predict the class label for the given test
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instance. An extensive experimental analysis is also made to examine the performance
and effectiveness of the proposed model.

The organization of the paper is as follows. Section 2 presents the works from the
literature that are related to the proposed study. Section 3 discusses the study
background. Section 4 describes the proposed class probability distribution based
maximum entropy model for classification. The overall framework, algorithm
pseudocode and working procedure with an illustration are presented in sub-sections.
Section 5 presents the various experimental analysis, results obtained for the proposed
model and research findings from the statistical analysis. Finally, the paper is concluded
by listing out the scope for future enhancements.

2. Related Works

Owing to the widespread use of data mining and other machine learning techniques,
classification models are evolving day by day. Several classification models and their
variations were proposed in the literature by the researchers. For easy understanding, the
existing classifiers that are related to the study are clustered under two groups. The first
category is the standard classifiers that are significant and widely used in classification
problems and the second category is the new existing state-of-the-art classifiers that are
developed recently yet to be researched further. These categories are presented in this
section.

2.1. Standard Classifiers

To properly categorize unlabeled data, the majority of supervised learning algorithms
use statistical analysis of the training set in one way or another. Among these classifiers,
KNN, Naive Bayes (NB), Logistic regression (LR) and Decision trees use statistical
inference to classify the data. A univariate location estimator, termed proximity based
KNN classifier was a simple classic classification model proposed for estimating
regression curve. In this model, the classification results of the given test data point are
the closest point among a given set of data points [17]. In general, KNN classifier is
computationally inefficient and challenging to determine the right k value, even though
it is most frequently employed in numerous applications with numerous variants [18].
Naive Bayes classifiers are probabilistic model that applies the Bayes theorem to
predict the class probability of the given instance [19]. The main drawback of this model
is that the model treats each attribute independently and so cannot identify the
relationship between the attributes. Nonetheless, the model is still frequently utilized in
various applications because of its efficient performance [20]. Logistic regression is
another statistical model that applies a logistic function for modelling the dependent
variable using independent variables [21]. The model is sensitive to overfitting and
cannot be used for non-linear problems or when the number of instances is less than the
number of attributes. Decision trees are another type of classification model that makes
use of the gain of an attribute at each precedent node [22]. Numerous types of trees exist
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such as ID3, CART and C4.5 among which C4.5 [23] offers better results. However, the
decision trees anticipate poor results with small datasets and cause overfitting.

For the datasets with high dimensions or when the number of attributes is greater than
the number of instances, SVM offers improved results and so it is widely popular among
various fields [24], [25]. However, the SVM is not suitable for non-linear problems.
Alternatively, Sparse Representation based Classification (SRC) [26] is another
classifier model that offers better performance. However, SRC is more suitable for
multimedia datasets involving image, audio and video data.

Ensemble classifiers are another milestone in the classification model. It utilizes two
or more classifiers to classify the data and the results are combined using schemes such
as majority voting or weighting technique [27]. The ensemble learners can use various
techniques such as boosting, bagging or stacking to convert weak learners to strong
learners. Algorithms such as AdaBoost (AB) and Gradient Boosting use boosting to
reduce the bias between various models used [28]. Random forest algorithm employs
bootstrap aggregation (bagging) to reduce the variance [29] or stacking [30] to increase
the prediction. As gradient boosting interprets the boosting as an optimization,
Stochastic Gradient Boosting Decision Trees (GBDT) apply regression to the gradient
boosting algorithm [31]. Though ensemble learners offer better accuracy it is less widely
used due to their increased time complexity.

Not only machine learning techniques but artificial intelligence models were also
incorporated for the classification of test instances. Artificial neural network (ANN) is
widely adapted in classification inspired by the neural networks in the animal brain.
These models are specifically designed to recognize patterns [32]. Similarly, Deep
Learning (DL), a model that mimics the working of the human brain in recognizing
patterns was proposed specifically for making decisions [33], [34]. Extreme Learning
Machine (ELM), a feedforward neural network utilizes single-layer feed-forward neural
networks [35]. These models offer better classification accuracy in minimum time than
other traditional neural networks such as backpropagation. Still, the models are the least
widely used since SVM outperforms them in various cases.

Several analyses were made in the literature to examine the performance of the
conventional classifiers. An analysis was made using several machine learning
classifiers such as NB, Bayesian networks, J48, RF, multilayer perceptron (MLP), and
LR to identify the better classifiers [36]. This study with the credit risk dataset indicates
that the RF produce improved performance than others. Similar analysis was carried out
for SVM, KNN, Gradient boosting, decision tree, RF and LR on diabetes datasets [37].
The results indicate that RF outperforms the other 6 classification algorithms with many
of the evaluation metrics. An analysis of the performance of the classification algorithms
such as ELM, SRC, DL, GBDT, SVM, RF, C4.5, KNN, LR, AB, and NB on various
datasets was evaluated. The result outcomes are surprising that GBDT offers better
results across various datasets than SVM and RF [38]. Most of the classification
algorithms or the comparative studies found in the literature are specific to a particular
application. Though the models were proved to be effective, the results may not be same
for all the applications. Thus, lead to performance degradation for other applications or
different datasets having different attribute types for the same applications [39].
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2.2. State-of-the-Art Classifiers

Several researchers had contributed more on classification problems with various new
probabilistic models for different data types. The use of various probabilistic models
such as multinomial Bernoulli assuming naive Bayes [40], the combination of
Expectation-Maximization (EM) and NB classifier [41], and generative/discriminative
model [42] were found in the literature. The detailed study of these probabilistic models
shows the performance improvement over text datasets than other data types. The use of
conditional random fields based on a probabilistic model was proposed to segment and
label the data. However, it was only evaluated sequence data and evidenced to have
improved classification accuracy [43].

Many instance based classifiers attained a notable position in the literature. Data
Gravitation based Classification (DGC) makes the comparison between the data
gravitation and distinct classes for classifying the given input record [44]. This work was
extended by adding weights to the data gravitation (DGC+) [45]. Despite the improved
accuracy, the models undergo high computational complexity. Another classification
model that computes the average weighted pattern score (AwPS) to classify the given
data using attribute rank based feature selection was proposed [46]. The comprehensive
analysis of the study indicates that the model is suitable for imbalanced datasets and yet
the results are not accurate for low dimensional space.

An instant based classifier termed attribute value frequency based instance weighted
naive Bayes (AVFWNB) was proposed [47]. In this model, the weights are assigned for
the training sets that offer good results than traditional NB. Similarly, a simple model
that is a variation of NB called correlation based attribute weighted naive Bayes
(CAWNB) was proposed. The model aims at assigning weights for the attributes based
on the dependency between the attribute and the class [48]. Moreover, the weights are
verified using sigmoid transformation. The results of CAWNB proved to be effective
with improved classification accuracy than NB. Inspired by AVFWNB and CAWNB
models, a unique model that assigns weight for instances and attributes was proposed
recently. This model utilizes two approaches eager learners (AIWNBF) aa lazy learners
(AIWNB") for implementing instance weights [49]. The performance of these classifiers
highly depends on the how accurately the weights are assigned to the instances and
attributes.

Discriminatively weighted naive Bayes (DWNB) and eager learning approach was
opposed that iteratively re-assigns the weights by computing the conditional probability
loss. Though the model seems have effective performance in terms of accuracy, the
model needs more iterations to improve efficiency in assigning weights [50]. A model
that computes the weights for the instances and attributes collaboratively was proposed.
The model utilizes posterior probability loss to compute the weights and is termed as
collaboratively weighted naive Bayes (CWNB) [51]. An instance weighted hidden naive
Bayes (IWHNB) was proposed that integrates the instance weight with a hidden naive
Bayes model for computing probabilities [52]. For all these weight assignment based
classifiers, the optimization in assigning weights to the instances and attributes is to be
incorporated for ensuring effective performance. Moreover, in all these methods, the
authors show improved performance than existing models, yet the accuracy still needs
improvement. The summary of the significant existing classifiers is presented in Table 1.
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Table 1. Summary of Existing State-of-the-Art Classifiers

Model Authors Approach Merits Drawback

Data gravitation Peng et al., Classifies the instances by ~ Simple and Reduction in

classification (DGC)  (2009) [44] comparing the data effective to accuracy when the
gravitation between the implement points are away
different data classes from centroid and

class borders

Extended data Canoetal., Assigns matrix of weights  Improved High computational

gravitation (2013) [45] for attributes based on its accuracy complexity

classification significance in each class

(DCG+)

Discriminatively Jiang et al., Iteratively the weights are  Eager learning  Needs more

weighted naive Bayes (2012) [50] re-assigned based on approach iterations

(DWNB) conditional probability loss

Average weighted Sathya Bama  Feature selection with and ~ Simple and Not accurate for

pattern score based and classification using average outperforms low dimensional

classification Saravanan., weighted pattern score many existing datasets

(AWPS) (2019) [46] classifiers

Correlation-based
attribute weighted
naive Bayes
(CAWNB)

Attribute value
frequency-based
instance weighted
naive Bayes
(AVFWNB)

Attribute and
instance weighted
naive Bayes
(AIWNB)

Collaboratively
weighted naive Bayes
(CWNB)

Instance weighted
hidden naive Bayes
(IWHNB)

Jiang et al.,
(2018) [48]

Xu et al.,
(2019) [47]

Zhang et al.,
(2021) [49]

Zhang et al.,
(2021) [51]

Yu et
(2021) [52]

al.,

Attributes weight are
assigned by computing the
difference between
attribute-class correlation
and attribute-attribute
redundancy

Instance weights are
assigned based on attribute
value frequency and
attribute value number

Weights for instance is
assigned based on the
distribution of the instance

Optimal weights for the
instance are computed by
maximizing conditional
log-likelihood with prior
and conditional
probabilities

Integrates the instance
weighting with improved
Hidden naive Bayes model
for computing probability
estimates

Better than NB
and simple to
implement

Better than NB
and simple to
implement

Applies both
lazy and eager
approach for
assigning
weights

More accurate
than Naive
Bayes and other
similar models

Better than NB
and Low time
complexity

Need more time to
compute similarity
between the
attributes in high
dimensional space

Low performance
on datasets with
high dimensions

Accuracy depends
on weight
assignment

High computational
complexity in
assigning weights
for the instances

No optimization in
assigning  weight
for the instances




Class Probability Distribution based Maximum Entropy... 955

3. Study Background

3.1 Attribute Rank based Feature Selection

The attribute rank based feature selection algorithm is a simple probabilistic method that
makes use of probability based attribute scores for their contribution toward better
classification. The relevant features that are significant for the classification are selected
by computing the attribute rank based on the distinct attribute values present in the
training set.

Initially, the model computes the overall database score based on the class labels as in
Eqg. (1) where p; is the probability that an arbitrary instance in D belongs to class C;,

m

Score (D) = Avg (Z p[-pi) (D)

Number of instances belonging to C;
P: =

Total number of instances in D @

The attribute score for each attribute having n distinct values can be computed by
grouping the tuples based on n distinct values as {G;, G,, ..., Gj}. The count of tuples in
each group is represented as {n;, ny, ns, ..., n}. The calculation of the attribute score
Ascore IS given in Eq. (3).

n
Ascore = Score (D) — Avg Z p(n;) X Score (G;) &)
j=1

where p(n;) is the probability that an arbitrary instance in G; belongs to class Ci.
Finally, the score is calculated and the rank is allocated for each attribute. The ranks are
then converted to rank scores using the rank sum method. The attributes having a rank
score higher than the specified threshold value are then selected for the further
classification process. A detailed illustration of attribute selection is discussed in [46].

3.2. Lagrange Multipliers

Shannon entropy computes the entropy of a random variable and it specifies the amount
of information or the uncertainty in the variable [53]. Consider the random variable A
with n possible outcomes as {A;, Ay, .., An} that occur with the probability {P(A;), P(Ay),
., P(An)}. Then the entropy of the variable A can be identified as in Eq. (4).

n

S = —ZP(AI-) log, p(A,) (4)

However, in a more uncertain situation, the entropy value will be higher and it leads
to chaos. Thus, to solve this problem effectively, Lagrange multipliers with maximum
entropy can be applied. In simple words, maximum entropy allows choosing the best
value from the number of the probability distribution that specifies the knowledge at the
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current state [54]. Maximum entropy is a powerful probabilistic model that has wide
usage in the classification of data in different datasets such as text [55], image [56],
audio [57] and video [58]. To solve using Lagrange multipliers, several constraints are
to be taken into account.

For a random variable A, each possible outcome A; has some probability of
occurrence p(A;) where i represents the index representing possible outcomes. Generally,
the probability distribution of a variable p(A) has specific constraints such as (a) the
probability of occurrence of each outcome p(A;) always lies between 0 and 1 and (b) the
sum of the probability of occurrence of all outcomes is 1 and is represented in Eq. (5).

1= Z”(““’) (5)

4
For framing the next constraint, the expected value of the variable is computed by
averaging the values corresponding to each outcome and its probabilities. Therefore, for
the quantity G with the value g(A;) for each outcome, the probability distributions having
the expected value G will be considered. However, the value of G always lies between
the smallest g(A;) and the largest g(A;) and the constraint is given in Eq. (6).

G= ) g(ap(a) 6)

i

4.  Proposed Class Probability Distribution based Maximum
Entropy (CPDME)

The proposed class probability distribution based maximum entropy model anticipates
to classify the instances of sparse datasets having a minimum number of attributes and
instances. The overall framework of the proposed class probability distribution based
maximum entropy classification model (CPDME) is depicted in Fig. 1. The model is
subdivided into four phases: 1) data pre-processing and feature selection, 2) relative
distance computation, 3) attribute probability computation and 4) class probability based
classification. Data pre-processing is an inevitable step in data mining that transforms
incomplete raw data into a complete format that is suitable for mining [59]. In the
proposed model, the missing and incomplete records are processed using predictive
mean imputation [60]. Further, the data is transformed using data discretization [61] and
min-max normalization [62]. To achieve feature selection, the model employs an
attribute rank based feature selection (ARFS) which has been discussed in section 3.1.
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Fig. 1. Overall Framework of the Proposed Class Probability Distribution based Maximum
Entropy Model

4.1. Relative Distance Computation

To compute the relative distance, the class relative distance and the relative gain are
evaluated. Primarily, the set of training records is grouped based on the class label i
where i vary from 1 to n. The average class relative distance g(A;) is computed for each
attribute A concerning each class i as in Eq. (7).

g(4y) =[C(4;) — A, (7)

Thus, the value of g(A;) is computed by finding the relative distance between the
value of an attribute A of the test sample represented as A; with the centroid of the
attribute value of all the training records belonging to each class i represented as C(A;).
Here the centroid of the attribute value of all training records belonging to the class label
i is the mean value of attribute A of i"" class. The centroid is computed as in Eq. (8) in

which m represents the number of records in each class.
m 4

n Al
c(4) =% (8)

Upon computing the value for g(A;) for each class i, the value of average relative gain
G is computed by averaging the distance between each class g(A;) with all the other
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classes. The formula to compute the relative gain G of each attribute is presented in Eq.

9).

G = Tt Diejerjeilg (4]) — g (47)]

nn—1)/2

9

4.2. Attribute Probability Computation

To compute the attribute probability, the maximum entropy principle has been extended
to the larger system using Lagrange multipliers. Lagrange multipliers are named after the
French mathematician, Joseph-Louis Lagrange [63]. Instead of processing the constraint
equation to reduce the variables, Lagrange augments two more unknown variables o and
f termed Lagrange multipliers. The Lagrange method assumes Maximum Entropy. Thus,
the Lagrange function L can be defined by using the constraints given in Eq. (5) and Eq.
(6) as in Eq. (10).

L=5 —(a—logze) (Z p(4) - 1) -6 (ng)pm) —G) (10)

Here, L can be maximized for each p(A;) and is made by differentiating L concerning
one of p(A;) with «, g, and other p(A;) as constant. The resulting functions are given in
Eg. (11) and Eq. (12).

1
logzp(—ﬂi}= a+ Bg(4;) (11)

p(4) = 27“27F9l) (12)
The values of a and g can be computed from the above equation specified for p(A;)
and the results are shown in Eq. (13) and Eq. (14).

a = log, (Z 2_59{“‘!'}) (13)
FB) =) (g(a) - 62 Fa@)=0 (14)

4

The value of f(f5) = 0, since it maximizes the L. On determining the value of a and
B, the value of Entropy S can be computed by using the shortcut formula as shown in Eq.
(15).

S=a+fG (15)

Thus, by solving Eq. (14), the value of the variable § can be obtained. And then by
substituting the value $ in Eq. (13), the value of a can be obtained. Once the value of «
and p are known, they can be substituted in the expanded constraint given in Eq. (12) for
various cluster groups i. Accordingly, the probability of an attribute for each class label
p(A;) is identified. The process is repeated for all the significant attributes selected
through the feature selection phase.
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4.3. Class Probability based Classification

Consecutively, to find the class probability, the probabilities p(A;) of all attributes for
each class label i for the given test sample is averaged. Finally, the test sample t can be
labelled with the class having maximum average class probability as in Eq. (16).

m N
t = max (M) (16)

m

Here i represents the class label that varies from 1 to n and j represents the attribute
index that varies from 1 to m.

The algorithm steps for the proposed class probability distribution based maximum
entropy model for the classification of instances having fewer attributes are presented
below in Algorithm 1.

Algorithm1: CPDME_Model

Input: A training set with m attributes, n instance, k classes, and test instances
Output: Class label prediction for test instances
Procedure CPDME(training_set, test_data)
Begin
/IPreprocessing of Data
1. Preprocess the given input training set by performing data cleaning by processing missing records, and
data transformation using discretization and normalization.
/IPhase 1: Feature selection using ARFS
2. Calculate the probability of the instances in each class ¢ and the database score having k distinct
classes.
Compute the relevance score of the features having q discrete values
Sort the attributes based on the computed score and rank them accordingly.
Normalize the scores by evaluating rank weights using the rank sum method.
Select the attributes having scores greater than the given threshold.
. For each attribute in the test instances
/IPhase 2: Relative Distance Computation
a.  Group the training instances based on the class variable
b.  Compute average class relative distance as in Eq. (7)
c.  Evaluate the value of relative gain G as in Eq. (9)
/[Phase 3: Class Probability Computation using the Lagrange model
a. Evaluate the Lagrange multipliers o and B as in Eq. (13) and (14).
b.  Evaluate the Entropy constraints and compute class probabilities as in Eq. (12) for all
classes.
/[Classification of the test instance
8.  For each class
a.  Aggregate the class probabilities of all the attributes obtained in the previous phase and
average the class probability as in Eq. (16)
b.  Classify the instance with the class label having maximum probability
End Procedure

No oM ®

Here for each attribute, the sum of the probabilities of all the classes will always be 1.
Similarly, the sum of class probabilities for each test instance will be 1. The overall
workflow of the proposed CPDME model is presented in Fig. 2. This proposed
classification model provides better results for the datasets having fewer attributes and
instances.
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Fig. 2. Detailed Workflow of the Proposed Class Probability Distribution based Maximum
Entropy Model

4.4, Case Study

The case study for the proposed probability distribution based maximum entropy model
is discussed in this section. To explain the proposed model, the Iris dataset, donated by
R. A. Fisher is employed. The dataset contains three classes of Iris in which each class
contains 50 instances with 4 attributes. Theoretical experimentation has been performed
by selecting 3 instances in each class with a total of 9 instances at random. As the
dataset does not contain any missing values and as the number of attributes in the dataset
is minimum, the selected instances do not undergo pre-processing step. The selected
random samples from the Iris dataset that serves as training instances are presented in
Table 2. Two random samples are picked from the Iris dataset, to serve as test instances
and are shown in Table 3.

Initially, the training samples are grouped based on the class value. Then the
probability of an attribute value of a test sample to be in each class is estimated. It is
then combined with all the attribute values of the test sample to predict the
classification. To proceed with an illustration of classifying the test sample T1, the sepal
length attribute denoted as A; is evaluated. The centroid of an attribute in class 1
denoted as C(A,) is 5.27 by computing the mean of values of A; in class 1. Similarly, the
centroid of an attribute for other classes such as class 2 and class 3 are 5.77 and 6.77
respectively.
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Table 2. Random Training Samples from Iris Dataset
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Test Sample

Sepal Length

Sepal Width

Petal Length

Petal Width

h . . . Class
1D incm incm incm incm
S1 4.7 3.2 1.3 0.2 Iris-Setosa
S2 5.4 3.9 1.7 0.4 Iris-Setosa
S3 5.7 3.8 1.7 0.3 Iris-Setosa
S4 6.9 3.1 49 15 Iris-Versicolor
S5 49 2.4 3.3 1 Iris-Versicolor
S6 55 2.4 3.8 1.1 Iris-Versicolor
S7 5.8 2.7 51 19 Iris-Virginica
S8 7.7 2.8 6.7 2 Iris-Virginica
S9 6.8 3.2 5.9 2.3 Iris-Virginica
Table 3. Test Samples to be Classified
Test Sample Sepal Length Sepal Width Petal Length Petal Width
ID incm incm incm incm
T1 4.7 3.2 1.3 0.2
T2 7.7 3.0 6.1 2.3

Then the value of g(A;), 9(A,) and g(As) are computed as in Eq. (7) which is the
difference between the centroid of the attribute value of a class and a test sample T1 and
it result in g(A;) =0.23, g(Az) =0.27, g(A3) =1.27. Based on the obtained values g(A,),
g(A;) and g(Aj3), the expected value G is evaluated as in Eqg. (9) and results in G

=0.6889.

Eventually, to find the value of 8, Eq. (14) can be expressed as below.
-0.46 x 2°4P_0.42 x 2°4*P+ 0.58 x 2% =0
By applying Logarithm, the value of g is computed as 1.08962.
On substituting the value of g in Eq. (13) results in
o= 10g2 (2-0.23ﬁ + 2-0.27[3+ 2-1.27[})
After evaluating the above equation, the value of a is evaluated as 1.0281

The obtained value of a and § can be substituted in the expanded version of Eq. (12).
p(A) = 710281 o (-1.08962 x 0.23)

D(A,) = 710281 5(-1.08962x 0.27)
n( Ai) = 710281y (-1.08962x 1.27)

Upon solving the equations,

P(A;)=0.187912.

Table 4. Class Probability of the Test Sample T,

we obtain  p(A;)=0.412177, p(A,)=0.399911,

. Sepal Sepal Petal Petal Average Class
Class/ Attributes Length Width  Length  Width  Probability
Iris-Setosa 0.4122 0.0955  0.3316 0.3232 0.2906
Iris-Versicolor 0.3999 0.5581  0.3365 0.3625 0.4143
Iris-Virginica 0.1879 0.3465  0.3319 0.3143 0.2951
Attribute Probability 1.0000 1.0000  1.0000 1.0000 1.000
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Table 5. Predicted Class for the Test Samples

Test §epal Length _Sepal Width Fetal Length Eetal Width Predicted Class
Sample  incm incm incm incm

T1 4.7 3.2 1.3 0.2 2(Iris-Versicolor)
T2 7.7 3.0 6.1 2.3 3(Iris-Virginica)

The above steps can be continued for all the attributes in the given training dataset.
The probability of all the attributes in each class is evaluated and the obtained results are
presented in Table 4. It also specifies the overall probability of the test sample in each
class. Here, the average class probability of the test sample of class 2 (Iris-Versicolor) is
higher than the other classes. Hence, the test sample can be classified as Iris-Versicolor.
It is also noted that the sum of attribute probability for all the classes will always 1. The
predicted class labels for both test instances are presented in Table 5.

5.  Experimental Analysis

The experimental and result analysis carried out for the proposed study is presented in
this section. The experiments are performed on a system with intel core, i3-4005U CPU
at 1.70Hz, 8 GB RAM, running 64bit OS of Windows 8.1 Pro windows edition. The
experimental analysis is made for the proposed model with various datasets and the
results are analysed in two sections 1) performance and statistical analysis with standard
classifiers and 2) performance analysis with existing classification models.

5.1. Performance Analysis with Standard Classifiers

To evaluate the performance of the proposed model with standard classifiers, 17 datasets
are employed. These datasets are available publically and are extracted from the UCI
repository [64,] and KEEL [65] for classification. The number of attributes in the
datasets varies widely from a minimum of 4 to a maximum of 60. Among the datasets
used in the study, the datasets Balance, Hayes Roth and Iris have a minimum of 4
attributes and the dataset Sonar has a maximum number of attributes of 60. The number
of classes in each dataset varies from 2 to 11. The datasets German_credit, lonosphere,
Mushroom, Phoneme, Pima and Sonar have the minimum number of class attribute
values as 2 whereas Vowel_context has the maximum number of class attribute values as
11. Also, the number of instances in the datasets varies from 150 to 8124 with Iris as the
smallest dataset with fewer instances and Mushroom as the largest dataset with a
maximum number of instances. The number of attributes (bars graph) and classes (line
graph) in each dataset used for the study is presented in Fig. 3 and the number of
instances in each dataset is presented in Fig. 4.
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Fig. 4. Number of instances in different datasets

Diverse classifiers such as DL, NB, AB, LR, KNN, SRC, C4.5, SVM, ELM, RF,
GBDT, DGC+ and AWPS are used for comparing the results of the proposed CPDME
model. In general, 10-fold cross-validation is used for the evaluation of the proposed
and existing models. For the classifiers that require parameter tuning, 80% of the
instances in the datasets are used for training with 10% of the instances in the datasets
being used as testing instances and the remaining 10% of the instances for tuning the
parameters. While in the case of classifiers that do not require parameter tuning, 80% of
the instances in the datasets are used for training and the remaining 20% of the instances
in the datasets are used as a testing set [38]. Also, before applying classification, the
significant attributes are selected utilizing the attribute rank based feature selection.

Accuracy Comparison: Table 6 shows the accuracy obtained with different
classifiers for various datasets used for the analysis. The underlined values indicate the
highest accuracy obtained for each dataset. From the results obtained, it is evident that
the proposed model offers a better accuracy rate for 7 datasets such as Car, Ecoli
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Reduction, Glass_Detection, Hayes Roth, Iris, Phoneme and Vowel_ Context out of 17
datasets used for the evaluation. The average accuracy of CPDME with all 17 datasets is
89.9%. Out of 13 classifiers compared, the classifiers such as AWPS, RF and GBDT
have the next higher accuracies at 88.2%, 87.9% and 87.3% respectively. Though the
proposed model seems to be effective only with 7 datasets, it acquires the top position in
average classification accuracy with an average rank of 3.47 and the classifiers GBDT,
AWPS and RF, acquire the next three positions with ranks of 4.18, 4.71 and 4.88
respectively.

The statistical analysis for the obtained accuracy for the classification process is made
using ANOVA with the null hypothesis that there is no significant difference in the
accuracy of the classification algorithms. The statistical model is generated using F-
distribution for which the obtained F value is 8.46 and the critical value is 1.76. The
computed critical difference is 6.69 and the results are significant at a 5% significance
level. Since the F value is greater than F critical value, the null hypothesis can be
rejected and thus the alternate hypothesis is accepted indicating that there is a difference
in the accuracy of the classification algorithms used for comparison.

Table 6. Accuracy results for different datasets

S 9 o+ E

pataset 8 £ 8 8 4 3 2 2 2 2 ¢ o o =
O X A o0 @& @ »H O @ ¥ J I z @

Balance 0.987 0.904 0.899 0.968 0.952 0952 0.921 0.857 1.000 0.952 0.937 0.809 0.968 0.460

Car 1000 0.995 0.952 1.000 0.971 0.948 0919 0.954 0.861 0.856 0.676 0.671 0.786 0.671

Cardiotocography 0.892 0.995 0.999 0.911 0.897 0.747 0.855 0.864 0.737 0.718 0.869 0.390 0.714 0.019
Dermatology 0.963 0.979 0.975 0.973 0.946 0.946 1.000 0.946 0.973 0.919 0.973 0.541 0.946 0.324
Ecoli Reduction  0.892 0.829 0.823 0.879 0.818 0.879 0.849 0.849 0.758 0.818 0.788 0.667 0.727 0.364
German_Credit  0.735 0.752 0.732 0.760 0.740 0.710 0.720 0.740 0.690 0.720 0.720 0.710 0.760 0.740
Glass_Detection 0.857 0.758 0.704 0.762 0.810 0.905 0.810 0.429 0.667 0.762 0.714 0.429 0.381 0.429

Hayes Roth 0.872 0.854 0.840 0.786 0.786 0.786 0.786 0.786 0.643 0.500 0.643 0.214 0.786 0.571
lonosphere 0.912 0.945 0.931 0.917 0.917 0.889 0.806 0.944 0.944 0.889 0.889 0.917 0.806 0.722
Iris 0.975 0.972 0.953 0.947 0.953 0.922 0.960 0.867 0.967 0.967 0.953 0.947 0.867 0.867
Mushroom 0.987 0.999 0.995 1.000 0.995 0.978 1.000 1.000 1.000 0.998 0.987 0.967 0.957 0.967
Phoneme 0.904 0.878 0.871 0.867 0.895 0.880 0.775 0.847 0.899 0.893 0.745 0.771 0.734 0.285
Pima 0.827 0.737 0.745 0.701 0.805 0.662 0.650 0.766 0.597 0.610 0.805 0.831 0.753 0.597
Sonar 0.852 0.835 0.848 0.905 0.952 0.619 0.905 0.762 0.857 0.714 0.667 0.857 0.762 0.667
Vowel_Context  0.999 0.985 0.982 0.849 0.939 0.990 0.970 0.788 0.980 0.950 0.697 0.162 0.636 0.111
Wine 0.982 0972 0.973 1.000 0.944 0.722 0.944 1.000 0.944 0.833 0.889 0.889 0.944 0.278
Yeast 0.645 0.598 0.593 0.622 0.622 0.649 0.628 0.514 0.574 0.547 0.622 0.412 0.595 0.331

Avg. Accuracy 0.899 0.882 0.871 0.873 0.879 0.834 0.853 0.818 0.829 0.803 0.798 0.658 0.772 0.494
Avg. Rank 347 471 606 418 488 729 6.00 6.82 6.76 871 841 1059 9.24 12.65
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AUC Comparison: Table 7 shows the AUC values obtained for the 13 classifiers with
17 datasets in which the underlined values represent the maximum AUC obtained for
each dataset. From the reported result, it is evident that the proposed model offers a
better AUC value for 7 datasets such as Car, Ecoli Reduction, Glass_Detection, Hayes
Roth, Iris, Phoneme and Yeast with an average AUC value of 0.946. Among 13 standard
classifiers, the next highest average AUC values are acquired by DGC+, AWPS, and RF
as 0.932, 0.930 and 0.883 respectively. Despite acquiring minimum AUC values with 10
datasets, the proposed model holds the first position with an average rank of 2.82 which
is better than other classifiers such as DGC+ and AWPS, with average ranks of 3.47 and
3.59.

The statistical analysis for the obtained AUC is carried out using the ANOVA test
with the null hypothesis stating that there is a difference in AUC values of the
classification algorithms. The statistical model is constructed using F-distribution in
which the obtained F value and critical value are 10.326 and 1.76 (10.326 > 1.76). The
computed critical difference is 8.56 and the results are significant at a 5% significance
level. Thus, the null hypothesis is rejected and the alternate hypothesis is accepted which
indicates that there is a difference in AUC values of the classification algorithms under
comparison.

Table 7. AUC Comparison among different classifiers

L
Dataset % g 5 '5 S = 0 18 z

5 2 8 8 % 3 3 3 & g % 2 2 g
Balance 0.992 0.862 0.875 0.833 0.833 0.833 0.867 0.781 1.000 0.984 0.956 0.724 0.833 0.500
Car 1.000 0.994 0.998 1.000 0.951 0.930 0.897 0.929 0.878 0.836 0.575 0.500 0.867 0.509

Cardiotocography 0.895 0.999 0.996 0.882 0.874 0.823 0.862 0.844 0.834 0.824 0.922 0.736 0.822 0.500
Dermatology 0.983 0.989 0.991 0.980 0.980 0.960 1.000 0.921 0.980 0.980 0.980 0.752 0.960 0.684
Ecoli 0.982 0.978 0.957 0.875 0.903 0.906 0.895 0.908 0.892 0.892 0.906 0.763 0.888 0.500
German_Credit  0.832 0.751 0.743 0.699 0.939 0.654 0.645 0.685 0.623 0.694 0.654 0.613 0.741 0.500
Glass_Detection 0.992 0.865 0.854 0.719 0.748 0.986 0.790 0.817 0.875 0.963 0.727 0.806 0.815 0.500

Hayes Roth 0.965 0.936 0.948 0.955 0.927 0.952 0.949 0.902 0.936 0.834 0.895 0.914 0.952 0.904
lonosphere 0.902 0.950 0.931 0.889 0.644 0.844 0.835 0.909 0.909 0.864 0.869 0.889 0.809 0.622
Iris 0.999 0.999 0.994 0.874 0.986 0.987 0.989 0.887 0.878 0.897 0.957 0.960 0.979 0.878
Mushroom 0.992 0.999 0.995 1.000 0.994 0.992 0.992 0.935 0.994 0.927 0.994 0.972 0.991 0.921
Phoneme 0.898 0.875 0.866 0.844 0.859 0.848 0.651 0.799 0.863 0.856 0.639 0.672 0.707 0.500
Pima 0.857 0.788 0.866 0.677 0.747 0.628 0.617 0.731 0.563 0.579 0.774 0.806 0.725 0.500
Sonar 0.799 0.886 0.891 0.896 0.885 0.882 0.799 0.721 0.879 0.882 0.789 0.633 0.856 0.692
Vowel 0.998 0.985 0.982 0.914 0.935 0.999 0.998 0.914 0.997 1.000 0.853 0.713 0.791 0.576
Wine 0.998 0.965 0.973 1.000 0.967 0.719 0.900 1.000 0.967 0.790 0.873 0.917 0.967 0.500
Yeast 0.999 0.996 0.991 0.847 0.837 0.829 0.825 0.825 0.799 0.823 0.836 0.675 0.838 0.500
Avg. AUC 0.946 0.930 0.932 0.876 0.883 0.869 0.854 0.853 0.875 0.860 0.835 0.767 0.855 0.605

Avg. Rank 282 359 347 618 641 712 7.76 841 712 829 835 10.94 847 1359
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Execution Time Comparison: The running time to train and test the proposed CPDME
model are analysed and compared with 13 different classifiers with 17 different datasets.
The results of the execution time for the proposed and the existing models are presented
in Table 8. The underlined values in the table represent the minimum execution time for
the dataset. From the results obtained, it is clear that the proposed model has a minimum
running time for the datasets such as Balance, Hayes Roth, Iris, Phoneme and Yeast
which are less than 2 ms. In general, the average running time of the proposed model is
4.64 ms and acquires 7™ rank whereas the execution times of the top 6 classifiers are 28
ms (NB), 0.30 ms (KNN), 0.34 ms (C4.50), 0.34 ms (AB), 1.03 ms (LR), 3.77 ms
(SVM), 4.14 ms (AWPS). Optimistically, still, the proposed model has a minimum
execution time than the other 8 classifiers used in the comparison.

Table 8. Execution Time (in ms) Comparison among different classifiers

L
Dataset % g & 5 = = w o Z

5 2 2 2 & 3 23 g g x 2 g &
Balance 0.121 4.45 571 1547 7.481 411 0.723 0.022 4.88 0.022 0.04 0.02 0.016 3.09
Car 0.236 5.06 11.89 34.71 12.73 38.93 0.589 0.044 83.32 0.028 0.15 0.06 0.034 2.964
Cardiotocography 10.1 6.13 14.64 190.8 109.61 64.77 0.285 0.871 307.3 0.631 11.5 0.419 0.621 1.14
Dermatology 9.98 212 9.89 20.7 48.25 1.54 0.125 0.879 1.25 0.325 0.879 0.623 0.741 2.85
Ecoli 0.396 2.09 572 1649 10.92 1.21 0.425 0.014 1.09 0.022 0.04 0.01 0.012 131

German_Credit 236 411 13.18 1329 89.69 11.92 0.171 0.952 20.66 0.369 0.234 0.412 0.357 4.265
Glass_Detection 0.936 2.02 598 1561 1539 0.52 0.323 0.014 0.35 0.034 0.04 0.01 0.013 1.875

Hayes Roth 0.109 196 5.07 1158 1036 9.55 7.51 0.187 2.35 0.245 0.09 0.09 0.131 5.87
lonosphere 291 394 1056 7.22 60.14 121 0.721 0532 0.99 0.567 0.236 0.413 0.561 3.89
Iris 122 186 511 832 1048 532 7.99 0.057 1.89 0.057 0.08 0.234 0.015 2.457
Mushroom 3.978 13.84 26.01 16.32 31.26 19.49 28.78 0.723 455 0.811 1.18 0.987 0.725 30.49
Phoneme 0.203 9.43 23.01 26.64 345 388.45 0.331 0.187 3530.1 0.074 0.19 0.22 0.091 2.753
Pima 0.121 244 1024 7.19 1657 7.58 0.133 0.028 11.88 0.022 0.03 0.241 0.038 2.45
Sonar 1231 235 12,79 1536 18.18 11.23 1554 0.977 17.28 0932 1.23 0.912 0.812 12.36
Vowel 0.102 1.93 13.08 112.3 43.69 11.13 0.245 0.083 20.31 0.024 0.6 0.321 0.125 2.68
Wine 0.222 185 6.37 857 1979 0.57 0.345 0.012 0.59 0.023 0.03 0.369 0.235 1.235
Yeast 1.832 4.87 1424 9385 2596 29.36 0.184 0.259 112.8 0.949 0.89 0.412 0.196 1.857
Avg. Exec. Time. 277 4.14 11.38 36.14 3324 3570 3.79 0.34 24486 030 1.03 034 0.28 491
Avg. Rank 6.47 8.71 10.88 1241 13.06 994 6.29 318 1094 3.06 435 3.65 271 09.12

From the result analysis, it is clear that the proposed CPDME model outperforms
other existing models for the various datasets such as Car, Ecoli Reduction,
Glass_Detection, Hayes Roth, Iris, Phoneme and Vowel_Context in which most of the
datasets have fewer attributes. This shows that the proposed model is effective with the
datasets having the minimum number of attributes and offers better performance. The
obtained ranks for accuracy, AuC and execution time of the proposed CPDME and the
other standard models under comparison are presented as a graph and shown in Fig. 5.
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Fig. 5. Ranks obtained for various metrics

5.2. Performance Comparison with Existing Models

An analysis has been carried out for the proposed model by evaluating the
classification accuracy of various models using 36 datasets. The datasets used for the
study are publically available and are downloaded from the UCI repository [64] and
KEEL [65]. The results of the proposed model are compared with the various existing
model such as AIWNBF, AIWNB", CAWNB, AVFWNB and NB. The values in Table
9 are the result of performing the average on the accuracies obtained from 10 individual
runs under stratified ten-fold cross-validation as in [49]. The various algorithms are
applied to the same training and test set. The values represented in the boldface at each
row indicate the highest accuracy value corresponding to the dataset. Moreover, the
underlined values indicate that the proposed model outperforms other models under
comparison with paired two-tailed t-tests at the p=0.05 significance level. The symbol *
denotes the significant performance degradation over its competitors. The last two rows
indicate the average accuracy and Win/Tie/Lose (W/T/L) of each classifier. Each W/T/L
specifies that the proposed model wins W datasets, ties on T datasets and loses on L
datasets to the respective competitor model [49].

From the analysis, it is clear that the proposed CPDME classifier has the highest
accuracy for 15 datasets which is better than the competitors. The models IWHNB,
AIWNBF, AIWNB-, CAWNB, AVFWNB and NB have the highest classification
accuracy for 8, 3, 7, 3, 2 and 2 datasets respectively. In terms of the average
classification accuracy, the proposed CPDME classifier is 86.93%. On the other hand,
the models such as IWHNB, AIWNBE, AIWNB", CAWNB, AVFWNB and NB have
the average accuracy of 86.37%, 84.94%, 85.52%, 84.41%, 84.21% and 83.86%
respectively. The performance of the proposed model is as similar as the IWHNB
classifier. Also, the CPDME model has 6 wins, 26 ties and 4 losses which is better than
the other models IWHNB (6 wins, 26 ties, 4 losses) AIWNBF (8 wins, 25 ties, 3 losses),
AIWNB" (6 wins, 27 ties, 3 losses), CAWNB (13 wins, 21 ties, 2 loss), AVFWNB (14
wins, 20 ties, 2 loss) and NB (17 wins, 17 ties, 2 loss).
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Table 9. Comparison of Classification Accuracy

Dataset CPDME IWHNB AIWNBE AIWNB" CAWNB AVFWNB NB

Anneal 08.94+1.12 98.31+1.29 98.94+1.05 98.90+1.10 98.5+1.29 98.62+1.15 96.36+1.97
Anneal.ORIG  95.12+#2.30 94.65+2.24 95.06+2.23 95.06+2.23 94.6+2.48  93.3242.65 92.71+2.7

Audiology 85.3246.91 78.17+7.15 83.93+7.00 84.81+6.83 74.22+6.36 78.58+8.44 75.74+6.58
Autos 88.93£0.01 85.56+7.93 78.04+9.02 79.80+8.63 77.95+8.95 77.27+9.43 77.02+9.69
Balance-scale 74.21+4.51 69.05+3.74 73.75+4.22 73.52+4.39 73.76%4.15 71.1+4.3 71.08+4.29
Breast-cancer ~ 70.01£7.21 70.47+6.29 71.9+7.55  7152+7.23 72.46x7.25% 71.41+7.98 72.32+7.91

Breast-w 97.11+1.63 96.30+1.94 97.17+1.68 97.15+1.77 97.14+1.81 97.48+1.68* 97.25+1.79
Colic 82.3645.43 81.20£6.00 83.45+545* 83.4+544  83.34+562 81.47+5.86 81.2%5.8

colic.ORIG 73.3626.3  74.23#6.52 73.87+6.4  74.38+6.7* 73.7£6.46  72.91+6.34 73.4316.27
credit-a 86.12+3.84 85.23+3.82 87.03+3.83* 86.93+3.85 86.99+3.81 86.23+3.85 86.17+3.94
credit-g 75.83+3.7  75.85#3.69 75.81+3.6 75.86+3.67 75.7#3.53 75.38+3.9 754+4.01
Diabetes 79.36+4.7 76.75+4.20 77.87+4.86 78.32+4.67 78.01+4.89 77.89+4.66 77.88+4.65
Glass 78.21+8.3  77.70+#8.98 74.02+8.41 74.9+8.25 73.37+8.38 76.25+8.07 74.248.11
heart-c 83.26+6.41 8152+7.12 82.71+6.61 82.81+6.61 82.94+6.57 83.04+6.68 83.73%6.46*
heart-h 84.87+¢5.91 84.56+6.05 84.29+5.85 84.26+5.89 83.8246.16 84.9+568* 84.43+5.88
heart-statlog ~ 83.31+6.28 82.33+6.59 83.22+6.61 83.19+6.71 83.44+6.69 83.78+6.29 83.74+6.25
Hepatitis 85.91+9.24 87.38+8.43* 85.75+8.97 86+9.07 85.95+9.25 85.38+9 85.059.45

Hypothyroid ~ 98.23+0.59 99.32+0.40* 99.07+0.48 99.05+0.5 98.56+0.56 98.98+0.48 98.74%0.57
lonosphere 92.25+3.92 93.96+3.65 92.4+4.13  92.68+3.76 91.82+4.34 91.94+4.09 91.37+4.55

Iris 96.23+5.8  93.27+5.72 94.4+55 94.4+5.5 94.4+5.5 94.4+5.5 94.33+5.56
kr-vs-kp 93.85+1.41 92.70+1.37 93.73+1.28 94.06+1.27* 93.58+1.32 88.18+1.86 87.81+1.9

Labor 96.33£10.13 95.90+9.21 94.33+9.3  93.8+10.17 92.1+10.94 94.33+10.13 93.83£10.41
Letter 85.6+0.85  90.17+0.62* 75.56+0.89 79.6+0.85  75.22+0.83 75.07+0.84 74.67+0.86

Lymphography 86.12+7.83 85.89+8.02 84.68+7.99 85.08+7.72 84.81+8.13 85.49+7.83 85.7+7.95
Mushroom 99.940.31  99.96+0.06 99.53+0.23 99.71+0.2  99.19+0.32 99.12+0.31 98.03+0.49
primary-tumor  48.2125.37 46.14+6.17 47.76£5.25 47.76%5.21 47.2+527  4585+6.53 47.11+5.65

Segment 95.18+1.41 96.87+1.07 94.16+1.38 95.32+1.32 93.47+1.46 93.69+1.41 92.91+1.56
Sick 96.23+0.89 97.52+0.76 97.33+0.85* 97.36+0.83* 97.36+0.84* 97.02+0.86 97.07+0.84
Sonar 83.89+8.57 84.63+7.72 82.23+8.65 82.28+8.57 82.56+8.25 84.49+7.79 84.96+7.57*
Soybean 94.624£2.23 94.61£2.18 94.74+2.19 94.82+2.24 93.66+2.73 94.52+2.36 93.53+2.79
Splice 96.32+1.11 96.24+1.00 96.21+0.99 96.55+1.01 96.19+0.99 95.61+1.11 95.58+1.12
Vehicle 72.58+£3.58 73.70+3.41* 63.59+3.92 67.57£3.27 62.91+3.88 63.36+3.87 62.64+3.84
Vote 94.74+321 94.39+#3.21 92.18+3.76 93.68+3.52 92.11+3.74 90.25+3.95 90.3+3.89
Vowel 89.95+4.12 90.32+2.71 69.98+4.11 74.48+3.93 68.84+4.3 67.46x4.62 66+4.58

‘évg(‘)’gform' 88614152 86.24+145 82.08+4137 B83.51+1.38 83.11+1.38 80.65:146 C0-/0+1.49
Zoo 98.71+5.2  98.33+3.72 96.05#5.6 96.05+5.6  95.96+5.61 96.05:5.6  95.75+5.68
Average 86.93 86.37 84.94 85.52 84.41 84.21 83.86

WIT/L - 6/26/4 8/25/3 6/27/3 13/21/2 14/20/2 17/17/2
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6.  Result Analysis of the Proposed Model

6.1. Complexity Analysis

The computational complexity of the proposed CPDME model using Big-O notation is
O(nmk) where m is the attribute count in the dataset, k is the count of target class values
and n is the count of the instances at each class in the dataset. The computation
complexity of the other existing algorithms AWPS and DGC+ having higher ranks in
average classification accuracy or AUC values are O(nm) and O(mn?), where n is the
count of instances and m is the count of attributes in the dataset. Similarly, the
computational complexity of RF is O(tmn(log n)) in which the complexity depends on
the number of trees (t) to be constructed. Though the computational complexity of the
proposed classifier is slightly higher than the other models, the accuracy of CPDME is
better than many of the existing algorithms.

6.2. Statistical Analysis of Results

A statistical analysis has been carried out to assess the performance of the proposed
model for which the results presented in Table 6 are used. The highest accuracy
obtained by the proposed model among the 17 datasets is statistically distributed based
on various characteristics such as attribute count, instance count and the number of
classes. The statistical distribution is provided in Table 10. The column count indicates
the number of datasets won by the proposed model with the highest accuracy and the
percentage indicates the values in percentage. Thus, out of 12 datasets having an
attribute count of less than 20, the proposed model acquires the highest accuracy for 7
datasets indicating a success rate of 58.33%.

Table 10. Statistical Analysis of Data Characteristics for Proposed CPDME

Characteristics No. of datasets CPDME Other Models
Count Percentage

Attributes <20 12 7 58.33 41.67

Attributes > 20 5 0 0 100

Instances < 500 8 4 50 50

Instances >500 9 3 33.33 66.67

Classes <5 11 4 36.36 63.64

Classes > 5 6 2 33.33 66.67

Similarly, out of 5 datasets having an attribute count greater than 20, the proposed
model has 0 success signifying that the standard models under comparison achieve the
highest accuracy (100%). While considering the instances less than or equal to 500, the
proposed CPDME model has a success rate of about 50% with the highest accuracy for
4 out of 8 datasets. On the other hand, for the datasets having an instance count greater
than 500, the proposed model has less success rate of about 33.33% by achieving the
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highest accuracy for 3 out of 9 datasets. With a distribution based on the distinct class
count, the results are even for the proposed and existing models. Thus, the model offers
better results than many other competitors with the datasets having fewer attributes or
instances.

Furthermore, the highest accuracy obtained by the proposed model and existing
models among the 36 datasets presented in Table 9 is statistically distributed based on
various characteristics such as attribute count, instance count. Table 11 provides the
statistical distribution of highest accuracies on number of datasets for the models
CPDME, IWHNB, AIWNBF, AIWNB", CAWNB, AVFWNB and NB.

Table 11. Comparison of the percentage of datasets having higher accuracy

Characteristics CPDME IWHNB AIWNBE AIWNB- CAWNB AVFWNB NB

‘Attributes < 25 5000 2083 833 8.33 8.33 833 417
Attributes > 25 2500 2500 833 4167 8.33 000 833
Instances < 500 5000 1111 556 5.56 1111 556 1111
Instances >500 3636 2727 1818  18.18 0.00 909 000
and < 1000

Instances > 1000 28.57 42.87 0.00 57.14 14.29 0.00 0.00

From the analysis, the proposed CPDME has a higher success rate of about 50% with
the highest accuracy for the datasets having attributes less than or equal to 25, whereas
the combined success rate of other 6 models is 50%. For the datasets having a humber of
attributes greater than 25, the proposed CPDME model has the lowest success rate of
about 25% than other models (75%). Correspondingly, the proposed CPDME model has
a higher lowest success rate of 50% and 36% with the highest accuracy for the datasets
having a number of instances less than or equal to 500 and between 500 and 1000
respectively. With the datasets having instance count greater than 1000, the proposed
model has a less lowest success rate of about 28.57% of the highest accuracy. The
increase in the number of instances or attributes gradually decreases the performance of
the proposed model. Thus, from the results of the statistical analysis, it clear that the
proposed model offers better results with the minimum number of attributes and
instances.

7. Conclusion

This paper suggests the class probability distribution based on maximum entropy
classification to classify the instances of the datasets having fewer attributes and
instances. In the first phase, the important features are identified using attribute rank
based feature selection. For each selected attribute, the average class relative distance is
evaluated for the training samples. Then the relative gain of the attributes is computed
from the test sample and the relative distance of each class. The Lagrange multipliers are
applied and evaluated and the class probabilities concerning the attributes are computed
by maximizing the entropy. Finally, the class label is predicted by aggregating the class
probabilities of all the attributes. Experimental analysis has been performed with two
sets of experiments using 17 and 36 datasets. The proposed model offers better average
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accuracy of about 89.9% and 86.93% for the two experiments respectively which is
better than many of the other existing and standard models. The statistical result analysis
shows that the proposed model offers better results with improved accuracy for more
than 50% of the datasets having fewer attributes and instances than other competitors.
The future work focuses on the imbalanced class distribution along with the sparse
distribution of attributes and instances. Though the proposed model has better accuracy,
it suffers from time overhead which is below the top 5 positions in comparison with
other models. Thus, future work concentrates on increasing the classification speed of
the proposed model.
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Abstract. Identifying and assessing potential risks of implementing new
technologies is critical for organizations to respond to them efficiently during the
technology life cycle. Blockchain has been introduced as one of the emerging and
disruptive technology in the field of information technology in recent years, which
system developers have noted. In this study, a comprehensive set of risks have
been identified and categorized based on the literature findings to identify the
risks of blockchain implementation. Critical risks are defined by performing a
two-stage fuzzy Delphi method based on the experts' opinions. Then, possible
causal relationships between considered risks are identified and analyzed using
the fuzzy cognitive mapping method. Finally, the most important risks are ranked
based on the degree of prominence and the relationships between them. Industry
enterprise resource planning system based on blockchain technology has been
studied as a case study. The obtained results indicate that the technology's
immaturity has the most impact, the high investment cost is the most impressive
risk, and privacy has a critical role in risks relationships. In addition, the high
investment cost has the highest priority among other risks and the privacy and
issues with contract law are ranked second and third, respectively.

Keywords: Risk Assessment, Blockchain, Fuzzy Cognitive Mapping, Fuzzy
Delphi, Enterprise Resource planning.

1. Introduction

Implementing new technology is one of the organization's tactical decisions; it will have
significant and long-term effects on the organization's processes and overall
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performance. Hence, the successful implementation of new technology is important [1].
In recent years, after the Internet emersion, blockchain technology has been introduced
as one of the most important information technologies [2]. Bitcoin and Ethereum are the
most popular cryptocurrencies developed based on blockchain technology. The early
adopters of this technology were traders and merchants [3]. Blockchain usage has
increased continuously because of its extensive advantages such as decentralization,
immutability, transparency, security, and anonymity [4]. Nevertheless, these significant
features will not be effective without recognizing and analyzing the risks of blockchain
implementation [5]. According to the conducted studies in the literature, various risks of
blockchain implementation have been identified in an enterprise. One of the identified
risks is a lack of technology maturity, which has significant effects on how issues such
as governance and authority are conceptualized and performed [6]. Scalability is another
risk of blockchain implementation that arises when better and qualified technological
infrastructures are needed to more efficiently launch blockchain technology [7]. The
other risk is facing new concepts without sufficient awareness during blockchain
implementation, which makes using this technology difficult for users. Some of these
complicated concepts are public key, private key, and cryptography. In addition, the
lack of skilled human resources is another risk of blockchain implementation [8]. In
addition, emerging technology implementation needs high investment without
necessarily a short return period [9]. All potential risks should be identified and
evaluated for successful blockchain implementation (see Figure 1).

In recent years, enterprise resource planning system (ERP) has attracted more
attention as an efficient solution for integrating all business processes in the
organization. Data exchange security is a key point of security issues in ERP systems.
Blockchain technology offers an opportunity to build highly integrated, smarter, secure,
and flexible ERP systems [10]. Therefore, it is expected to see more development of
blockchain-based ERP systems in future years.

By increasing in number as well as types of risks and then potential causal
relationships between them with high uncertainty, an integrated and systematic risk
analysis model is required to consider experts' opinions. Despite the importance of this
issue, only a few studies have been conducted on the risk identification and analysis of
blockchain implementation. Therefore, in this study, the comprehensive set of risks of
blockchain implementation has been identified based on the literature and experts'
opinions. Then the potential causal relationships between these risks have been
analyzed. Industry ERP systems based on blockchain technology have been studied as a
case study in lran. Experts' opinions are extracted via the two-phase fuzzy Delphi
method. Next, the final identified risks are weighted and prioritized using the fuzzy
cognitive mapping (FCM) technique.
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Figure 1. Steps of successful blockchain implementation in the enterprise

2.  Literature Review: Blockchain Implementation Risks

This section provides a comprehensive review of blockchain implementation risks
which are categorized into eight general groups as follows: Technical (T), Security (S),
Organizational (O), Legal (L), Financial (F), Environmental (E), Cultural (C), and
Social risks (1).

Staples and Chen [11] studied the risks and opportunities of using blockchain
systems and smart contracts. They found that providing a neutral ground between
organizations would reduce the technical risks compared to centralized databases and
blockchain computing platforms. Kim and Kang [12] investigated the potential risks
and challenges of blockchain technology as a means of eliminating illicit activities in
various domain areas such as supply chain and logistics, government and public sectors,
and international trade. They realized that blockchain technology may not always bring
socio-economic benefits without a strategic planned policy. In another study, Zamani et
al. [13] analyzed blockchain security risks at the operational level. For this purpose,
required standards and rules related to blockchain implementation are investigated and
analyzed in numerous blockchain incidents to determine the root cause of the most
vulnerable aspects of this technology. Harris [14] also discussed the risks of blockchain
relying, such as manipulation of the majority consensus, limiting the access of minors,
privacy, anonymity, and pseudo-anonymity, speed and accuracy of transaction,
scalability and storage issues, taxation, regulation, and issues with contract law in
underdeveloped countries for transparent transaction among parties, reducing corruption
and facilitating trust. Lu and Huang [4] examined blockchain implementation risk in
four aspects of the trade, management and decision making, monitoring, and cyber
security in the oil and gas industry. The results of this study showed that there is not
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enough understanding of blockchain in the oil and gas industry. The current blockchain
implementation status in the oil and gas industry is still experimental and investment is
not enough compared with available capacities. Blockchain can provide many
opportunities for this industry, such as reducing transaction costs and improving
transparency and efficiency. In another study, Blrer et al. [15] focused on applied use
cases for implemented blockchain architectures in the aspect of energy usage, risks and
opportunities while guaranteeing a reliable distribution network and supply security are
achieved. Norta and Matulevicius [16] examined the protection of an official formal
blockchain authentication protocol by using security risk patterns. Based on the results,
they have identified some major risks that threaten the protocol. Sayeed and Marco-
Gisbert [17] evaluated the agreement of blockchain and security mechanisms against
51% of attacks in aspect of several main security risks. Their analysis presented that all
of the applied security techniques are failed to protect against mentioned attack, lack
power of the implemented security policies, and need to stronger policy to overcome
this failure. In another study, Prewett et al. [18] mentioned that blockchain adoption as a
transformative technology is unavoidable for future business enterprises. Therefore,
appropriate attention to risks and challenges before, during, and after blockchain
implementation will guarantee long-term success. Furthermore, Feng et al. [19]
examined the cyber risk management of blockchain networks with a theoretical game
approach. They have proposed a new approach to cyber risk management for
blockchain services. In particular, they used cyber insurance as an economic tool to
counteract the cyber risks posed by attacks on blockchain networks. They considered a
blockchain services market which is consisted of infrastructure, a blockchain provider,
an internet insurer, and users. Furthermore, White et al. [5] surveyed fundamental
technologies of private blockchain and how the auditor can evaluate and respond to the
risks of blockchain applications. Biswas and Gupta [20] analyzed the risks of
blockchain implementation in industries and services. This study presented a framework
for investigating blockchain risks to acceptance and its successful implementation in
various industries using the DEMATEL technique. They identified and categorized a
group of risks by using the existing literature and experts' opinions. Afterwards, they
evaluated the causal relationships among these risks and ranked them based on their
degree of prominence and relationships. This study's results showed that scalability and
market-based risks are the most significant risks.

At the same time, high sustainability costs and inappropriate economic behavior have
the greatest impact on the successful blockchain implementation. In another study,
Oztiirk and Yildizbasi [9] examined the risks of blockchain implementation in supply
chain management using the multi-criteria decision-making method. This study
determined the existing risks in supply chain processes with blockchain technology and
evaluated these risks emerging during technological transformation. This study
discussed security, financial, organizational, and environmental risks. They used Fuzzy
hierarchical analysis and fuzzy TOPSIS methods. The obtained results are as follows:
(a) high investment costs, data, and facilities security are important, (b) less complex
supply chain integrations can coordinate faster than blockchain technology
development, and (c) integration is harder for health and logistic sectors. Moreover,
Ozkan et al. [21] evaluated the risks of blockchain technology using the multi-criteria
decision-making method based on Fuzzy Pythagorean sets. Their goal was to find the
most vital risks for real-life case studies. This process considered organizational,
environmental/cultural, security, technical and financial risks prioritization. As a result,



security related risks are identified as the most important. In another study, Drljevic et
al. [22] examined perspectives on risks and standards affecting blockchain technology
requirements' engineering. This study's results indicate a gap in the normative
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frameworks that affect the sustainable adoption and use of blockchain technology.

Despite the importance of analyzing implementation risks of blockchain as a
disruptive technology, only a few studies have focused on this issue. Therefore, the
comprehensiveness risks assessment model is developed in this study to cover an
extensive set of potential risks and ultimately analyze their causal relationships. Tables
1 and 2 summarize the conducted studies on identification and evaluation of blockchain

implementation risks and comparison of current study with other studies.

Table 1. Classification of potential risks of blockchain (BC) implementation

ion company

Type of risks
Study ——— Analysis method Case study Results
T SOLFEC 1
Systematic ) !mport{ance 9f_ risk assessr_nent for
KPMG [23] *ook ok ok ox : . Bank industry increasing efficiency and effectiveness of
Literature Review N y
BC implementation
Zetzsche et al « Descriptive Legal Risks of  Importance of considering legal related
[24] research method Blockchain risks for successful BC implementation
- Importance of no limitation for BC type
Staples et al Description  and Smart contracts ~ selection in accordance to organization
[11] analysis ma B g
requirements
Indicating on importance of risks of
Lindman et al « Review of Research organizational issues, competitive
[25] previous literature  agenda environment, and technology design
issues
Identifying risk Increased in BC risks because of
Caron [26] . % % % Descriptive on the road to immaturity of regulatory framework for
research method distributed BC technology
ledgers
Kim and Descriptive . . a hplistic and coordinated effort is
* *ox Anti-corruption  required because of a black box nature of
Kang [12] research method aBC
Via BC and linked smart contracts, there
Tarr [27] . “ Review of Insurance is considerable potential for frictional
previous literature  industry delays and the risks of human error to be
controlled.
Blockchain BC technologies deal significant hurdles
Harris [14] . . % Fundamental technology in for implementation in underdeveloped
research method underdeveloped  countries
countries
Risk To respond' to BC r_isk_s, organizatio_ns
Santhana and , , . . « « Fundamental performance in should consider establishing a robust risk
Biswas [28] research method China's strate management strategy, governance, and
9 controls framework.
Blockchain Indicating on risks include technological
White et al , . , & Descriptive security risk risks, data security risks, interoperability
[5] research method assessment and risks, and third-party vendor risks.
the auditor
Ozkan et British ) Se_gurity ar]d its rsglated risks have more
al[21] *oxew Eowox MCDM (PF-AHP)  telecommunicat  critical during BC implementation.
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3. Research Method: Integrated Fuzzy Delphi and FCM

In this study, an integrated analysis technique incorporates the fuzzy Delphi technique,
and the fuzzy cognitive map is applied. Uncertainty of risks assessment process is
handled by fuzzy approach.

3.1. Fuzzy Delphi Technique: Risk Identification and Assessment

In this study, the Fuzzy two-phase Delphi method is used to identify and evaluate the
potential risks based on the experts’ opinions. For this purpose, verbal expressions are
used to measure the extracted viewpoints. In the first phase, a semi-open questionnaire
has been developed for potential risks identification and assessment based on the results
of the conducted studies in the literature. The proposed risk name, definition, and
classification are validated based on the experts’ opinions. New risks and their related
information could be proposed by experts. The fuzzy technique is applied to handle the
uncertainty of risk assessment by representing verbal expressions with the triangular
fuzzy number (TFN) (see Table 3) [30]. Based on the final results of the first phase, the
second phase questionnaire is developed. In the second phase, the relative importance of
concluded risks is evaluated by experts. Achievement of consensus (i.e., results from
convergence status) is calculated at the end of the second phase. The Delphi evaluation
process will be finalized if this consensus measure (i.e., the difference between the
averages of two successive obtained defuzzy results of Delphi phases) is less than 0.1.
The applied Delphi method is stopped at the second phase.

Table 3. Triangular fuzzy numbers for a five-point scale [31]

Verbal expressions

FCM Fuzzy Delphi TFN

Strong positive  Strongly agree  (0.6,0.8,1)
Positive Agree (0.4,0.6,0.8)
Ineffective Neutral (0.2,0.4,0.6)
Negative Disagree (0,0.2,0.4)
Strong negative Strongly (0,0,0.2)

disagree

3.2. Fuzzy Cognitive Map: Cause-and-Effect Analysis

In this study, the FCM method has been used as an analysis tool which uses a graph-
based system to present the causal relationships of influencing risk factors in decision-
making. The analysis graph of the FCM consists of two key elements: node and edge.
Nodes represent the main factors of the concepts that define a system of blockchain
implementation risks analysis. Edges represent the potential causal relationships
between the considered nodes. Fuzzy binary numerical descriptions are used to
introduce causal effects into the cognitive map instead of positive or negative symbols.
The edge of each fuzzy cognitive map between concepts (i.e., risks) of C;and C; is
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related to a relative weight variable from -1 to 1. This variable indicates the strength of
the related relationship. There are three different types of possible causes between each
pair of risks, C; and C; [32]:
e W; > 0 which determines a positive cause. If the value of C;increases, this will
lead to an increase in C; value.
e W;; < 0 which determines negative causation. If the value of C; increases, this
will decrease C; value.
e W;; =0 which indicates no causal relationship between considered concepts.
The FCM of considered concepts is represented mathematically by an adjacency
weight matrix with nxn size. The three types of variables in the cognitive map are as
follows: transmitter variables, receiver variables, and ordinary variables. These
variables are calculated via their out-degree (OUT) and in-degree (IN). OUT and IN are
the row and column sums of absolute values of a variable in the adjacency matrix that
present the cumulative strengths of exiting relations variables, respectively (see
equations 1-2). Transmitter, receiver, and ordinary variables have a positive OUT and
zero IN, a positive IN and zero OUT, and both a non-zero IN and OUT, respectively.
The centrality of a variable (IMP) is the summation of the related IN and OUT indexes
(see equation 3).

- 1)
IN = Z Wi,
i=1
Z (2
oUT = Z W
k=1
IMP = IN + OUT o)

It should be mentioned that a three-point Likert scale has been used to present the
experts’ opinions about the effect of each risk on others (see Table 2). Fuzzy triangular
evaluation (FTE) is presented by equations (4). Rank of each risk is determined based
on the related calculated FTE. The mean of fuzzy number (MFN) is calculated by
equation (5) for conducted assessment. All final fuzzy evaluations are defuzzified by
equation (6).

Fuzzy evaluation (FTE)=(m/,m;,m.) 4)
" (miml m!
Mean of fuzzy number (MFN )= Z'ﬂ( My M,) (5)
n
e m, +2m_+m,
B 4 (6)

4.  Research Findings

In this section, based on the applied two-phase fuzzy Delphi and fuzzy cognitive
mapping, the main results of identifying and evaluating blockchain implementation
risks are presented for the blockchain-based ERP software as a case study.
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Table4. Identified risks based on the literature review as an input of the applied Delphi method
include risk type (TR) and name (R)

TR Risk TR Risk
Architecture and design risk T1 Data security risks S1
Cryptography, key management, and s2
Oracle risk T2 tokenization
Cyberattacks S3
Vulnerability sS4
Speed and accuracy of transactions T3
Transaction leakage S5
Privacy S6
Consensus mechanism and network management T4
Criminal activity S7
Lack of technological maturity T5 Double spending S8
": . .
g Lack of customer awareness T6 D The complexity of .th.e blackchain S9
5 ¢ system compared to existing systems
£ Level of Access to technology T7 § Compatibility of different blockchain s10
2 Sustainable infrastructure lackness T8 3 platforms
Limiting the Access of Miners F1 = Information sharing obstacles 11
8=
High investment cost F2
Usage cost F3
Taxation F4
o Scalability and performar!ce . F5 Wasted resources £1
g Technology Implementation and Acquisition F6 —
=z Training cost F7 <
S Storage Limitations F8 £
i_E._ Lack of research and development Units F9 e
g
1 H o
Resistance from the incumbents o1 £ High energy Consumption E2
Vendor risk 02 v
Distinctive opportunities o3 Smart contract risk C1
— . . P Blockchain myths c2
Appl | lockch I 4 -
pplicability to use blockchain as a solution o g Lack of implement transparent structure C3
Chain defense 05 S Participatory persuasion C4
Business continuity and disaster recovery 06 3 Tracking transactions C5
Lack of skilled human resources o7 CUmPﬁthlllty risk L1
Issues with Contract Law L2
Lack of management support 08 Regulation L3
Working  within limitations  of
blockchai L4
Lack of equipment and tool 09 ockehain
Jurisdiction L5
Data management and segregation L6
Resistance to change technology 010 . .
Compliance risk L7
Data control L8
Strong hierarchical structure and bureaucracy 011
User identity L9
Decentralization L10
— Strict administrative control 012
[©) Regulatory Hurdles L11
=
s Mind set of people needs to be changed 013
T ) Lack of control over malicious
= = operations and information L1z
) Stable network connection 014 %
o -
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4.1. Case study profile: Blockchain-based ERP Systems

In this section, based on the applied two-phase fuzzy Delphi and fuzzy cognitive
mapping, the main results of identifying and evaluating blockchain implementation
risks are presented for the blockchain-based ERP software as a case study.

The market size of global ERP software was achieved at USD 50.57 billion in 2021
and is expected to keep growing in future years. The ERP system would provide a
centralized and integrated system for enterprises. The capabilities of ERP systems could
be boosted by integrating with blockchain technology. Once blockchain is integrated
into the ERP system, it optimizes system operations, internal data control, and business
processes such as intercompany transactions. A client-server technology is at the core of
an enterprise's integrated management systems, which are now information-centric
systems that use common standards for communication infrastructure, applications,
databases, data exchange, and security [10]. The integration of ERP and blockchain
systems improves the transparency and reliability of financial transactions in financial
and accounting systems. In addition, potential contradictions in terms of invoices,
shipments, returns and purchases are also reduced.

Integrating ERP with blockchain has twofold benefits: creating more transparency
and reducing costs. Blockchain uses its capabilities to monitor business processes and
facilitate their entry into the blockchain network. Finally, this study investigates the
risks of implementing ERP systems based on blockchain in one of the biggest
information technology and services companies in Iran. The company name could not
be mentioned because of a confidential issue. Research experts are selected in the field
of blockchain technology for developing ERP systems.

4.2. Results of Identifying and Evaluating Risks

The final summary of the identified risks of blockchain implementation based on the
literature review is presented in Table 4. These findings are considered input data for
the applied two-phase fuzzy Delphi method. The final results of the second phase of
fuzzy Delphi are presented in Table 5.

According to the evaluation of identified risks of blockchain implementation, the
value of 0.7 has been determined as the priority threshold based on the experts'
viewpoints to prepare the FCM questionnaire for risk assessment. For this purpose, a set
of 24 risks has been selected with priority values greater than the considered threshold.
These risks have been analyzed and evaluated using the FCM approach to investigate
the potential causal relationships. Then, influential risks are identified by analyzing each
risk's impact on other risks. By preparing a questionnaire, experts were asked to
examine the risks carefully and use verbal expressions via the Likert scale to determine
the type and intensity of the impact of each risk on others.

Finally, week casual relations between risks are removed from the constructed
cognitive map because of the realized low importance weight. For instance, two
relations, including O8-L4 and L1-T5, are removed from the map. For developing a
group-based FCM, a simple average of obtained fuzzy evaluation for each casual
relation is calculated and defuzzified. The final calculated weights of risks are presented
in Table 6.
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Table 5. Ranking of the final identified risks by the Delphi method

. Score value . Score value
Risk e EN Rank Risk e TEN Rank
T 2.666 0.444 29 05 3.000 0.500 12
T2 2.867 0.478 19 06 2.600 0.433 31
T3 4,000 0.667 1 o7 2.400 0.400 43
T4 3.667 0.611 6 08 3.200 0.533 7
T5 2.800 0.467 22 09 2.600 0.433 35
T6 3.200 0.533 7 010 2.600 0.433 31
T7 2.067 0.344 52 011 2.267 0.378 47
T8 3.000 0.500 12 012 2.067 0.344 52
S1 2.467 0411 36 013 2.067 0.344 50
S2 2.733 0.456 27 014 2.867 0.478 20
S3 2.267 0.378 47 El 2.467 0.411 36
S4 3.000 0.500 12 E2 3.000 0.500 12
S5 1.667 0.278 61 L1 3.800 0.633 3
S6 3.000 0.500 12 L2 3.800 0.633 4
S7 2.467 0411 36 L3 4.000 0.667 1
S8 3.200 0.533 54 L4 2.800 0.467 22
S9 2.600 0.433 21 L5 3.200 0.533 7
S10 2.600 0.433 43 L6 2.400 0.400 43
F1 1.933 0.322 56 L7 1.867 0.311 58
F2 3.200 0.533 7 L8 1.933 0.322 56
F3 2.400 0.400 40 L9 2.733 0.456 27
F4 2.267 0.378 46 L10 1.800 0.300 60
F5 3.000 0.500 12 L11 2.600 0.433 30
F6 3.200 0.533 7 L12 2.200 0.367 49
F7 2.600 0.433 31 11 2.467 0.411 36
F8 2.000 0.333 54 C1l 1.867 0.311 58
F9 2.600 0.433 31 C2 2.800 0.467 22
01 2.067 0.344 50 C3 3.800 0.633 4
02 2.800 0.467 22 C4 3.000 0.500 12
03 2.400 0.400 40 C5 2.400 0.400 40
04 2.800 0.467 22

In Table 7, weights of unrelated risks are zero and weights of related risks are non-
zero, which are presented in blue-colored cells. Then, the graph-based structure of the
proposed fuzzy cognitive map is analyzed using FCMAPPER software. The output of
this mathematical analysis obtained based on the Graph theory is investigated. The final
ranking of each risk is done based on the centrality index (see Table 7).

The in-degree and out-degree indicate whether the considered risk mainly influences
other risks or if other risks influence it or both, respectively. The contribution of each
risk in the FCM can be regarded by determining its centrality, which indicates how
connected the risk is to other risks and what the cumulative strength of these
connections is. The obtained results of the proposed FCM show that blockchain
immaturity has the highest impact. The high investment cost risk has been influenced
greatly by other risks. Privacy has the highest centrality index. Then, the graph of the
proposed FCM for presenting casual relationships between considered risks is analyzed
by PAJEKT software depicted by Gephi software (see Figure 2).
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Table 6. Final FCM results (per hundred)
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Table 7. FCM Measures Summary

Risk Out-degree degree Centrality
S6 Privacy 1.07 0.35 3.42
L2 Issues with Contract Law 1.17 2.23 3.40
F2 High investment cost 0.70 2.69 3.39
08 Lack of management support 2.23 0.87 3.02
T5 Lack of technological maturity 2.39 0.53 2.92
L1 Compatibility risk 1.07 1.83 2.90
L4 Working within limitations of blockchain 1.43 1.40 2.83
$2 Cryptpgre_lphy, key management, and 163 113 276
tokenization
C3 Lack of implement transparent structure 1.37 1.70 2.67
05 Chain defense 0.37 0 2.07
The complexity of the blockchain system
S9 compared to existing systems 2.03 1.30 2.03
L9 User identity 0.63 1.31 1.93
Consensus  mechanism  and  network
T4 management 0.57 1.10 1.88
E2 High energy Consumption 0.73 1.23 1.83
L3 Regulation 0.60 0.53 1.83
T6 Lack of customer awareness 1.20 0.70 1.73
F6 Technology Implementation and Acquisition ~ 0.88 0.57 1.58
T2 Oracle Risk 0.87 0.77 1.44
T3 Speed and accuracy of Transactions 0.57 0 1.37
T8 Lack of sustainable energy infrastructure 1.30 0.60 1.30
Cc2 Blockchain myths 0.53 0.62 1.13
C4 Participatory persuasion 0.43 0.62 1.05
F5 Scalability and maintenance 0.72 0.33 1.05
04 Applicability to use blockchain as a solution  0.63 0.01 0.64
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Figure 2. Proposed FCM for risks assessment of blockchain implementation

In figure 2, each weight of two risks (i.e., nodes) relation value is presented above the
related arrow. The set of risks with high impacts are selected as the most important risks
of blockchain implementation (see Table 8).

° =
]

O

0ET

Figure 3. Cluster of lack of technological maturity risk (T5)

Analysis of the out-degree index shows that technological immaturity has the most
impact on other risks. Therefore, figure 3, the network cluster includes the risks related
to the technology immaturity risk that should be analyzed. The results indicate that to
reduce the risk of lack of technological maturity is necessary to enhance the lack of
management support (O8). Also, other factors that increase high investment cost (F2),
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such as high energy consumption of electricity and other similar things, should be
minimized. The lack of implementation of a transparent structure (C3) due to the
newness and anonymity of blockchain technology for users is another risk that is
affected by the immaturity of blockchain technology. Improving the users' knowledge
of blockchain technology at the various organizational levels could be an efficient
strategy for dealing with the mentioned risk.

Table 8. Final ranking of blockchain implementation risks

Risk Rank Risk Rank
Technology
F2 High investment cost 1 F6 Implementation and 13
Acquisition
. Speed and accuracy of
S6 Privacy 2 T3 Transactions 14
L2 Issues with Contract Law 3 T2 Oracle Risk 15
O5  Chain defense 4 c4 Participatory persuasion 16
L1 Compatibility risk 5 Cc2 Blockchain myths 17
L4 Worklng_ within  limitations  of 6 T6 Lack  of  customer 18
blockchain awareness
L9 User identity 7 15 Lack of technological g
maturity
Ta Consensus mechanism and network 8 F5 chlablllty and 20
management maintenance
L3 Regulation 9 04 Appllcab!hty to  use 21
blockchain as a solution
c3 Lack of implement transparent 10 08 Lack of management 29
structure support
s2 Crypt_ogre_a\phy, key management and 11 T8 Lack _of sustainable 23
tokenization energy infrastructure
The complexity of the
. . blockchain system
E2 High energy Consumption 12 S9 compared to existing 24
systems
Fé
o3
F2 o7 TE

75

Figure 4. Cluster of high investment cost (F2)
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Figure 4 shows high investment costs as the most influential risk of blockchain
implementation, from other risks. The related cluster includes critical risks such as high
energy consumption, lack of sustainable energy infrastructure, and lack of implement
transparent structure. Providing more efficient and reliable energy resources could
decrease the operational cost of using blockchain technology and diminish an
organization's vulnerability to this technology implementation.

© O

087
F&

0E3

e
R

@

Figure 5. Cluster of privacy risk (S6)

Figure 5 presents the critical role of risks related to law issues such as contract law
issues, working within blockchain limitations, and user identity. In addition, chain
defence methods of mining pool attacks for blockchain security issues, network
communication and smart contracts for blockchain security issues, and privacy thefts for
blockchain privacy issues are so important in analyzing the privacy risk. Blockchain
would be defined in three general types: public, private, and consortium. The private
blockchain has a lot of supervision, which is only under certain individuals' control.
Accordingly, a private blockchain would be used as much as possible to deal with the
risk of privacy.
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56

Figure 6. Cluster of risk of contract law (L2)

Figure 6 presents the cluster of contract law as a second important risk in term of the
centrality index. Obtained results indicate that technological issues such as transaction
speed and accuracy as well as customer awareness have the most impact on this critical
risk. In addition, organizational and security aspects of an enterprise, such as chain
defense and privacy, are affected by the risk of contract law.

5. Conclusion

Blockchain has a great potential for changing attitudes toward traditional businesses to
be more cost-effective and reliable. Blockchain is an innovative technology which has
been accepted widely by various industries. This emerging technology has several
advantages, such as eliminating intermediaries, transparency, and traceability.
Nowadays, businesses are exploring how to use this emerging technology to efficiently
influence their enterprise and avoid the implementation of potential risks. Therefore,
identifying and assessing the extensive implementation risks are very important and
have a critical impact on organization performance. Risk management could be a more
challenging task by increasing the number of risks and potential causal relationships
between them. For this purpose, the fuzzy cognitive mapping technique has been used
in this study to analyze the complex system of blockchain risk implementation as a
disruptive technology. In this study, the evaluation and analysis of blockchain
implementation risk are handled via the fuzzy cognitive mapping technique. For this
purpose, after a comprehensive literature review, the potential risks of blockchain
implementation have been identified and examined in eight general categories:
technical, security, organizational, legal, financial, environmental, cultural, and social.
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Finally, various risks have been identified and investigated based on the experts’
opinions using the two-phase fuzzy Delphi method for determining the most important
risks. Then, constructed map of risks are analyzed via FCM in terms of influencing
other risks, affected by other risks, and impotence in the risks network.

Obtained results indicate that financial risk, including high investment cost is the
most important implementation risk of blockchain as a revolutionary technology. This
critical cost-based risk has been mentioned in other studies because of high energy
dependence, the difficult process of integration, and the implementations high costs
[34], [36]. By developing new generation of blockchain technology, these technologies
based challenges would be more improved in term of operational cost of using
blockchain. Law related risks have a significant role among the top ten assessed risks.
This importance could be seen by analyzing the central index for critical risks such as
privacy. In addition, issues with contract law have various critical impacts on the
organizational and privacy risks and are impacted by technology risks. Regarding the
environmental context, specific laws and regulatory support were considered as the
most important factors [33], [35]. These key soft aspects should also be more developed
in proper harmony with the common technological aspects of the blockchain
technology, which have been of most noted until now. Although the immaturity of
blockchain has a critical impact on other considered risks in term of the out-degree
index, it is expected this influencing role decreases over time as a consequence of the
further evolution of blockchain technology. The risk of the high investment cost of
blockchain usage is affected by the novel as well as sustainable energy-providing
approach. Required supportive infrastructures, including both technical and non-
technical elements simultaneously, may stimulate the development, diffusion,
commercialization, and penetration coefficient of new blockchain-based applications
which could be integrated with others disruptive information technologies such as loT,
cloud-computing, and other cyber-physical systems [33].

Therefore, this threat with a high impact on other risks in term of out-degree index
could be transformed into an opportunity by using more cost-efficient energy resources
and outweighing obtained benefits by blockchain. Therefore, the assessed network of
risks that have high dynamics should be analyzed by considering the effects of time on
related issues and potential feedbacks over time. For this purpose, the systems dynamics
analysis approach can be used for future researches.
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Abstract. Intrusion detection is an important means to protect system security by
detecting intrusions or intrusion attempts on the system through operational be-
haviors, security logs, and data audit. However, existing intrusion detection sys-
tems suffer from incomplete data feature extraction and low classification accuracy,
which affects the intrusion detection effect. To this end, this paper proposes an in-
trusion detection model that fuses residual network (RESNET) and parallel cross-
convolutional neural network, called RESNETCCN. RESNETCNN can efficiently
learn various data stream features through the fusion of deep learning and convolu-
tional neural network (CNN), which improves the detection accuracy of abnormal
data streams in unbalanced data streams, moreover, the oversampling method into
the data preprocessing, to extract multiple types of unbalanced data stream features
at the same time, effectively solving the problems of incomplete data feature ex-
traction and low classification accuracy of unbalanced data streams. Finally, three
improved versions of RESNETCNN networks are designed to meet the require-
ments of different traffic data processing, and the highest detection accuracy reaches
99.98% on the CICIDS 2017 dataset and 99.90% on the ISCXIDS 2012 dataset.

Keywords: Intrusion detection, RESNETCNN, Deep learning.

1. Introduction

With the digitalization of the Internet [13], cyberspace security issues have become in-
creasingly complex and diverse. On June 22, 2022, Northwestern Polytechnical Univer-
sity released a statement about a cyber attack in which multiple Trojan samples were
found in the university’s information network. In recent years, tens of thousands of ma-
licious cyber attacks on domestic Chinese network targets, resulting in network devices
have been controlled and high-value data have been stolen. Therefore, cybersecurity pro-
tection is extremely imminent.Intrusion detection is the detection of intrusions or intru-
sion attempts on a system through operational behavior, security logs, audit data, or other
available network information, etc. When running on the inspected system, the Intrusion
Detection System (IDS) [31]] is responsible for scanning the current network activity of
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the system, monitoring and recording the network traffic of the system. Then IDS detects,
records and judges the legitimacy of various processes running on the system, filtering
abnormal network traffic from the host according to defined rules, and finally provides
real-time alerts,which can effectively guarantee the network security.

Existing intrusion detection systems may suffer from overfitting, low classification
accuracy, and high false alarm rate (FPR) when facing [32] with huge and diverse network
data.Jun ho Bang et al.[1] used HsMM to model WSAN and developed an LTE signal-
ing attack detection scheme. Compared with other detection schemes, the attack detection
effect was better, but the accuracy was lower. M. Nazari et al.[26] proposed an ARIMA
time series model and a new DoS and DDoS attack detection algorithm, which improved
the classification performance of abnormal traffic, but had a high false positive rate.

Machine learning [42]] has been widely used to identify various types of cyber at-
tacks. Yang et al.[38]] proposed an abnormal network traffic detection algorithm that in-
tegrates mixed information entropy and SVM to detect abnormal network traffic in cloud
computing environment. K. Li [[15] combined principal component analysis (PCA) and
random forest (RF) algorithm to extract and combine features from different network lay-
ers, reducing redundancy and noise caused by multi-layer combination.However, most
traditional machine learning methods are shallow learning, that usually emphasizes fea-
ture engineering and feature selection, which cannot solve classification problems for
large-scale data in real network environments. And the classification accuracy of multiple
classification tasks decreases with the dynamic growth of the dataset. Thus shallow learn-
ing is not suitable for intelligent analysis and high-dimensional massive data learning.

In the face of network traffic data with large scale and high dimensions, deep learn-
ing has greater advantages. Zhang [40] proposed an intrusion detection model based on
deep hierarchical network, which combined CNN and LSTM (CNN_ISTM for short) and
achieved good performance on CICIDS2017 data set. Zhong [41] proposed HELAD, a
network abnormal traffic detection algorithm integrating multiple deep learning technolo-
gies. Although HELAD has better adaptability and detection accuracy, its bit error rate is
slightly higher. At present, the intrusion detection system based on deep learning has the
following two problems: 1. With the further increase of network traffic, the current intru-
sion detection system with high-speed detection capability is not very ideal in terms of
packet capture capability and detection performance. 2. Data imbalance in real environ-
ment seriously affects the detection accuracy of most current intrusion detection systems.

To alleviate the above problems, an intrusion detection model, referred to as
RESNETCNN is proposed that fuses RESNET and a parallel cross-convolutional neu-
ral network. The main contributions of this paper are as follows.

(1) By introducing the oversampling method to process the ISCXIDS 2012 dataset,
we can extract multiple types of unbalanced data stream features simultaneously, which
effectively solves the problems of incomplete data feature extraction and low classifica-
tion accuracy in unbalanced dataset.

(2) The top layer of the proposed model adopts RESNET network structure and the
bottom layer of the network adopts traditional convolutional neural network (CNN) struc-
ture. The combination of the top and bottom layers can effectively perform feature fusion
and improve the detection accuracy of abnormal data streams in unbalanced datasets.

(3) Three improved versions of RESNETCNN are proposed. Simulation experiments
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are conducted on the CICIDS 2017 and ISCXIDS 2012 datasets, and the corresponding
detection accuracy can reach 99.98% and 99.90%, respectively.

The rest of the paper is organized as follows. The second part describes the evolu-
tion of the imbalanced dataset processing method, RESNET network model, and parallel
cross-convolutional neural network. The third part describes the data processing method
and the network structure of RESNETCNN, afterwards, ablation experiments are con-
ducted on the CICIDS 2017 and ISCXIDS 2012 datasets to evaluate the effectiveness of
the proposed model in the fourth part. Finally, the fifth part concludes the paper.

2. Related Work

This section discusses the related work from three aspects, namely, unbalanced dataset
processing methods, RESNET network models, and the evolution of parallel
cross-convolutional neural networks.

2.1. Evolution of Methods for Processing Unbalanced Data Sets

The number of samples of each category in real intrusion detection datasets is often unbal-
anced, and the methods to deal with this problem mainly include feature selection-based,
and resampling-based methods. The feature selection-based approach [35] first identifies
highly relevant features from the source and target domains, then removes irrelevant or re-
dundant features, and finally applies the highly relevant features to the target problem.This
method has two problems: first, it does not consider the correlation between features and
data; second, the selected feature data usually tend to be in the majority class with large
amount of data. The resampling-based methods change the data distribution through spe-
cific data sampling to equalize the data distribution of different classes in the dataset. The
common methods are divided into two categories: random downsampling and random
oversampling. Random oversampling is performed by randomly sampling a small num-
ber of samples in the dataset, and then adding the sampled samples to the original dataset.
Random oversampling can restore the data of the real scene and improve the detection
rate of the small number of data in the unbalanced abnormal traffic.

2.2. [Evolution of the RESNET Model

ImageNet classification with deep convolutional neural network(Alexnet) [[14] unveiled
the dominance of neural networks in computer vision by incorporating a variant of the
neural network model in the ImageNet Large Scale Visual Recognition Challenge
(ILSVRC) 2012. Visual geometry group(VGG) [27]] investigated the effect of convolu-
tional network’s depth on the accuracy of large-scale image recognition, where
(3 x 3) Convolutional filter architecture was used to evaluate the depth of the network.
And the results showed that pushing the network’s depth to 16-19 weight layers achieves a
significant improvement over existing technology configurations.Going deeper with con-
volutions (InceptionV1) [29] is a 22-layer deep network, which won the first place in the
2014 ILSVRC challenge. It increases the depth and width of the network while keep-
ing the computational budget the same. Its disadvantage is that the network is difficult
to change, and the cost will increase four times if the number of filter sets is doubled.
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Batch normalization: accelerating deep network training by reducing internal covariate
shift(InceptionV2) [12]] improves InceptionV1 with a Batch Normalization(BN) layer,
achieving a top-5:4.9% result in the ILSVRC competition, but also increases the weight
consumption by 25% and the computational consumption by 30%.Rethinking the incep-
tion architecture for computer vision (InceptionV3) [30]] improves InceptionV2 by reduc-
ing the initial module and parallelizing the network structure. RESNET [10] improves
InceptionV3 by introducing a residual structure that smoothly propagates the gradient
from backward to forward, which extends the RESNET structure to thousands of layers
and further alleviates the gradient disappearance problem in deep neural networks.

2.3. Evolution of Parallel Cross Convolutional Neural Networks

There is an imbalance of different categories of data in intrusion detection dataset. In or-
der to improve the detection accuracy of few categories of data, many researchers have
proposed parallel cross-convolutional neural network. It draws temporal, spatial, and se-
mantic features of anomalous traffic dataset through feature fusion of two or three layers
of different convolutional neural networks, greatly improving the classification accuracy
of anomalous traffic dataset.

[39] proposed parallel cross-convolutional neural network based on deep hierarchi-
cal network [40],called PCCN. This network model fused fully convolutional networks for
semantic segmentation(FCN) [25] and convolutional neural network (CNN). Although its
overall accuracy reached 0.9991 at CICIDS 2017, there are problems of excessive amount
of parameters, long training time ,and low classification accuracy. An anomaly network
traffic detection model integrating temporal and spatial features(ITSN) [22]] and an effi-
cient hybrid parallel deep learning model(HPM) [4] are both parallel deep learning mod-
els that fuse long short-term memory(LSTM) [L1] and CNN,which have the advantage
of introducing LSTM to extract spatial features.Compared with PCCN, the classification
accuracy of minority classes is improved, but the classification accuracy of GlodenEye,
Hulk, slowhttp and slowloris in CICIDS 2017 dataset is lower.A network abnormal detec-
tion method(PCCS) [34] combines single-stage headless face detector algorithms(SSH)
and parallel crossover neural network, and consists of two parallel convolutional network
layers. It has the advantage that the overall accuracy is improved compared to ITSN,
reaching 0.9996, but the classification accuracy is lower on GlodenEye, Hulk, slowhttp,
and slowloris in the CICIDS 2017 dataset.

RESNETCNN adopts a parallel crossover network structure with RESNET at the
top and CNN at the bottom. RESNET absorbs semantic features and CNN absorbs high-
resolution features. After three stages of feature fusion, the overall accuracy reaches 99.96%
at CICIDS 2017, and the classification accuracy of GlodenEye, Hulk, slowhttp, and
slowloris in the dataset is greatly improved.Compared with the traditional work,
RESNETCNN has fewer parameters, high classification accuracy and fast speed, which
is suitable for the classification of large anomalous traffic datasets.

3. Data Pre-processing

This section mainly discusses the algorithm of data preprocessing and verifies the validity
of random oversampling method.
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The ISCXIDS 2012 dataset suffers from data imbalance in different categories, and
the classification accuracy of different abnormal traffic categories varies greatly. Thus, a
random oversampling method is used with the following algorithm.

First, the data classified by the confusion Matrix is marked as
X (i=1...m,j=1---n).

Step1 calculates the ratio of the number of incorrect classifications to the number of
correct classifications for each category in the confusion Matrix (misclassification ratio).

2?21 Xij (J # Z)

ratio =
Xii

ey

Observe whether the proportion of misclassified data in most minority classes is less
than the proportion of misclassified data in most classes, and if so, proceed to step2.

Step2 random oversampling, that is, the minority class data in the dataset is amplified
according to the maximum data volume of the majority class.

(1) Integrates all categories of data in anomalous traffic datasets.

(2) Classifies large data sets into m classes based on labeled features and store them
in a collection of lists.

(3) lists stores the m-class data set, expands the data amount of minority class to the
maximum data amount Max of majority class, and then stores it in the excell table.

The pseudo code for the oversampling algorithm is shown in AlgorithmI] Descrip-
tion of the argument in Algorithm 1 is shown in table[T]

Algorithm 1 Resampling of a Small Number of Data Sets

Input: all data[];
Output: Expanded data;
: temp_list=[]; # Store the final processed data
: label_list=[]; # Store raw data label set
MAX;
: length;# The length of raw data
: for iin range(0,m) do
#Generate m empty list sets to temporarily store the generated m feature sets
temp_list.append([]);
: end for
7: for iin range(0,length) do
7: #Get the index number of the tag
data_index = label list.index(all data[i]);
temp_lists[data_index].append(all data[i]);
8: end for
9: #Expand the small number of data sets to at least Max, and then store them.
10: for ¢ in range(0,temp_lists.length) do
11:  while len(temp_lists[i]) < MAX do

[=))

11: temp_list[i].expend(temp_list[i])
12: end while
13: end for

14: #Save the descended data to the specified csv file
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Table 1. Description of the argument in Algorithm 1

Argument Description
all Data[] Enter the csv file data in the ISCXIDS 2012 data set
temp_list[] Generate m empty list sets to temporarily store the generated m feature sets
Label list Raw data label set
Max Maximum data size for most classes
Length The number of rows of all Data[]

We found that in the intrusion detection dataset ISCXIDS 2012, the misclassification
ratio of most minority data is lower than that of most majority data, namely, the dataset
is unbalanced. So we conducted random oversampling on ISCXIDS 2012. After random
oversampling, we trained on the RESNETCNN3 model, and the accuracy increased by
0.0001. The results are shown in Fig. [T}
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Fig. 1. (1) Data Set before Random Oversampling (2)Data Set after Random Oversam-
pling

4. System Model

This section details the network structures of RESNETCNN and three improved versions
of RESNETCNN.

4.1. Network Structure of RESNETCNN

As shown in Fig. 2Jthe basic idea of RESNETCNN is mainly inspired by the residual
structure RESNET, and the model is divided into two layers, top branch and bottom
branch. Top branch adopts the first three layers of RESNET version 18, while bottom
branch adopts the traditional CNN structure, which consists of three convolutional pool-
ing layers. In order to improve the detection accuracy of a few classes, top branch and
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bottom branch are fused into three stages: the first two stages are add feature fusion and
the third stage is concatenateenate feature fusion.
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Fig. 2. Network Structure of RESNETCNN

1) TOP BRANCH

RESNET structure is applied to RESNETCNN upper layer. To solve the problem of
network degradation, Kai-Ming He proposed the residual learning. Generally speaking,
the deeper the network layer, the stronger the network fitting ability, and the smaller the
network training error should be. But in fact, the deeper the network layer, the easier it
is to overfit, and the network optimization is more difficult. RESNET takes a cue from
LSTM, introduces a gating unit, and adds a computational path, shortcut mapping, to the
traditional forward propagation.Shortcut mapping is beneficial to gradient propagation.

OH O0F 90X OF 1 )
9X ~0X Tax  ax ' @

The constant mapping of Eq. (2) allows the gradient to propagate unimpeded from
back to front, which enables the RESNET structure to expand to thousands of layers (1202
layers).

As shown in Fig. [B|the residual structure is stacked in two ways, Basic block and
Bottleneck block. Basic block uses two 3 x 3 convolutional stacking mode. First input
parameter x, then perform 3 x 3 convolution, relu function, and 3 x 3 convolution to get
F(x), finally calculate H(x)=F(x)+x. Fitting F(x) makes the convolutional block easier to
learn constant mapping. When F(x)=0, H(x)=x,in which case the precision of the deep
network is higher than that of the shallow network and the network achieves constant
mapping.

F(z) =Wy x Relu(W; X x) 3)

H(z)=F(z)+x =Wy x Relu(W; x z) + x 4)

Unlike the former,the number of channels in multiple network layers is like a bottle-
neck. The input channels change from large to small, and then from small to large.Bottleneck
block uses 1 x 1 convolution kernel. The first 1 x 1 decreases the number of channels by
1/4 and the second 1 x 1 increases the number of channels by 4 times, which is more
conducive to extracting advanced features by first descending and then ascending, and at
the same time reduces computation and saves training time.
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Fig. 3. Basic Block and Bottleneck Block

The upper layer is structured with RESNET18, which consists of 6 Basic blocks
with 3 x 3 convolutional kernels, to learn the semantic features of unbalanced anomalous
traffic.

2) BOTTOM BRANCH

The lower layer of RESNETCNN adopts CNN structure.CNN is a mathematical
model that imitates the structure and function of biological neural network. CNN can
be divided into three categories: convolutional layer, pooling layer, and fully-connected
layer. The main role of convolutional layer and pooling layer are feature extraction and
downsampling respectively. The pooling layer retains the most significant features and
discards other useless information to reduce the operation. The introduction of pooling
layer also ensures the translation invariance, i.e., the same image after flipping and de-
forming can get similar results. The fully-connected layer is mainly responsible for clas-
sifying the features derived from the previous convolution and pooling layers. After each
neuron feedback a different weight, it will adjust the weight and network to get the clas-
sification results.

The lower layer of RESNETCNN consists of three sets of convolutional pooling lay-
ers stacked, which are used to extract high-level traffic features of unbalanced a.nomalous
traffic.

3) FEATURE CROSS FUSION

Feature fusion is an important tool to improve classification performance. Low-level
features have higher resolution, and contain more location and detail information. But
they are less semantic and more noisy because they go through fewer convolutional layers.
High layer features have stronger semantic information, but have very low resolution and
poor perception of details. How to fuse the two is the key to improve the classification
model. According to the order of fusion and prediction, they are divided into early fusion
and late fusion. The former first fuses the features of multiple layers first, and then trains
the predictor on the fused features. Two classical fusion methods are 1) concatenate: series
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feature fusion, where two features are directly connected. If the dimension of two input
features x and y are p and g, and the dimension of output feature z is p+q; 2) add:parallel
strategy fusion, combining these two feature vectors into a complex vector. After features
x and y are input,z = x + ¢ X y will be output,where i is an imaginary unit. Late fusion
improves detection performance by combining detection results from different layers in
two ways: 1) multi-scale features are first predicted separately, and then the results are
fused. 2) multi-scale features are first pyramid fused, and then the results are predicted.
RESNETCNN uses concatenate and add of the early fusion.

In the first stage, the upper layer passes through two Basic blocks with 64 channels
and 3 x 3 convolutional kernels in RESNET18, and the lower layer passes through two
convolutional pooling layers with 64 channels, 3 x 3 convolutional kernels, padding=1
and stride=1 in CNN. Add fusion is used for feature fusion in the first and second stages.
Compared with the first stage, in the second stage, the stride of the second block of the
upper layer is changed to 2, the stride of the second pooling layer of the lower layer is
changed to 2, and the size of the convolutional kernel is reduced by 1/2. The purpose
of this approach is to extract richer semantic information through downsampling. The
third stage of feature fusion uses concatenate fusion, where the number of channels is
expanded twice. It realizes the complementary advantages between different features, and
is more conducive to fully learning the intrinsic features of traffic data, thus weakening
the impact of data imbalance on traffic data feature learning. In the fourth stage, after full
convolution, average pooling and fc layer, the information extracted from the feature layer
is classified, and the final accuracy reaches 99.96% on the CICIDS 2017 dataset.

4.2. Three Improved Versions of RESNETCNN

Version 1 is RESNETCNN1 (MINIRESETS50 Cross Convolutional Neural Network), as
shown in Fig. 4] which contains top branch and bottom branch. Top branch is the
RESNETS0 structure, consisting of six Bottleneck blocks, and bottom branch is the CNN
structure, consisting of six convolutional and pooling blocks. The output of the two
branches is fused with concatenate channels, and finally the classification features are
output through the fully connected layer. Version 2 is RESNETCNN2 (RESNETS50 Cross
Convolutional Neural Network),as shown in Fig. [5] The top branch adopts RESNET50
structure and the bottom branch is CNN structure. Different from version 1, Version 2
performs feature fusion in three stages. The top two Bottleneck block and the lower two
CNN convolutional pooling layers in the first and second stages perform ADD fusion and
extract semantic features of the data. In the third stage, two Bottleneck blocks in the upper
layer and two CNN convolutional pooling layers in the lower layer perform concatenate
channel fusion to improve the detection performance of few classes of data in imbalanced
datasets. Version 3 is RESNETCNN3 (RESNET Cross Convolutional Neural Network),as
shown in Fig. [Bjwhich differs from versions 1 and 2 in that (1) the top branch adopts the
structure of RESNEXT [37]. RESNEXT introduces a grouped convolution with a group-
ing number of 32, where each block is divided into 32 groups and the convolutional kernel
size is 4; (2) feature fusion is performed in two stages, each stage the upper three Bottle-
neck blocks and the lower two CNN convolutional pooling blocks are fused. The upper
and lower layers of the first stage are add fused to extract low-level traffic features. In the
second stage, the upper and lower layers perform concatenate fusion to extract high-level
traffic features, and finally the final result is obtained through the classification layer.
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5. Experimental Results and Analysis

This section first describes the environment required for the experiments, including the
hardware environment, the software environment, and the datasets. In addition, the eval-
uation metrics used in the experiments and the configuration of parameters during model
training are presented. In the last part of this section, the content of the experiment is
introduced in detail and the experimental results are analyzed.

5.1. [Experimental Environment

The experimental environment is shown in Table

Table 2. Experiment Environment

Equipment Example
CPU 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz
GPU Quadro P4000
Memory 64GB
Hard Disk 2T
(0N Ubuntu 16.04
Compile software PyCharm 2021.2.3
Python 3.8
Database ISCXIDS 2012,CICIDS2017

5.2. Hyperparameter Setting

In RESNETCNN, we fix the size of the convolutional kernel to 3 x 3. The model uses
a batch size of 256 during training, where the momentum is fixed at 0.9 and the weight
decay is set to 1 x 10-4 to prevent overfitting and the model falling into local optima. Also,
we use a cross-entropy loss function to continuously optimize the model parameters and
an Adam optimizer to accelerate the convergence of the network. Setting the learning rate
too large or too small can affect the convergence of the model and cause the model to
miss the optimal point. Therefore, a total of 10 iterations are designed in this paper. The
learning rate settings for each iteration are shown in Table[3]

Table 3. Learning Rate Setting

Epoch 0 1 2 3 4 5 6 7 8 9
Learning Rate 0.0001 0.0001 0.0001 0.0001 0.0001 0.00002 0.00002 0.00002 0.000004 0.000004
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5.3. [Evaluation Indicators

The horizontal axis in the confusion matrix [33] is a count of the number of categories
predicted by the model, and the vertical axis is a count of the number of true labels of
the data.The diagonal line, represents the number of model predictions that agree with
the data labels, so the sum of the diagonals divided by the total number of test sets is the
accuracy rate. The larger the number on the diagonal, the better, and the darker the color
in the visualization results, indicating the more accurate the model’s prediction in that
category.

True Positive (True, TP): predicts the positive class as the number of positive classes,
True Negative (True Negative, TN): predicts the negative class as the number of negative
classes, False Positive (False Positive, FP): predicts the negative class as the number of
positive classes, and False Negative (False Negative, FN): predicts the positive class as
the number of negative classes.

1. PreCISl()l‘l
P ecltsion = ———————— 5
Tectsion TP FP ( )

The fraction of predicted positive cases that are determined to be positive, as a per-

centage of all predicted positive cases.

2. Recall Tp
Recallrate = m (6)

The fraction of cases predicted to be positive and that are indeed positive, as a per-
centage of all classes that are indeed positive.

3. Accuracy
TP+TN

A — ;

ccuracy A o

All positive and negative cases with correct predictions, as a percentage of all sam-

ples.

4. F1_Score

F1_score =2 x PT@C?S?OH x Recall ©

precision + Recall

F1_Score, also known as the balanced F_score, is the summed average of Precision
and Recall, which combines the results of Precision and Recall. F1_Score ranges from 0
to 1, with 1 and O representing the best and the worst output of the model respectively.
The two metrics, Precision and Recall, are commonly used to evaluate the analytical ef-
fectiveness of two classification models. However, when these two metrics are in conflict,
it is difficult to compare between models. For example, we have two models A and B.
Model A has a higher recall than model B, but model B has a higher precision than model
A. This is where F1_Score is used to judge the overall performance of the two models.

5.4. Experimental Analysis

To further explore the detection performance of RESNETCNN for unbalanced data streams
in complex environments, we conducted ablation experiments on the CICIDS 2017 dataset.
Fig.|7|and Table4-8 show the experimental results, where the data of PCSS are cited from
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Tables 3, 4, 5, 6, and 7 in PCSS . From Fig. m it can be seen that the RESNETCNN series
network model proposed in this paper outperforms the PCCN, PCSS, and ITSN mod-
els in the four evaluation indexes of average recall, average F1_score, average precision,
and average accuracy. It shows that the PCSS and RESNETCNN are the same in average
accuracy, but the average precision of RESNETCNN is lower than that of PCSS.In com-
parison, the three improved versions of RESNETCNN in the experiments are better than
PCSS.Compared with RESNETCNN2 and RESNETCNN3 , RESNETCNNI1 shows an
increasing trend in average accuracy, average precision, and average F1_score, but the av-
erage recall of RESNETCNNI is better than that of PCSS. RESNETCNNI1 outperforms
the other two models in average recall, indicating that multiple feature fusion will reduce
the callback rate while improving the accuracy.
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Fig. 7. Experimental Comparison of Various Abnormal Traffic Detection Algorithms

In Table ] RESNETCNN3 has the highest overall accuracy, reaching a classi-
fication accuracy of 0.999876. Meanwhile, it can be seen that the overall accuracies
of RESNETCNN, RESNETCNN1, RENETCNN2, and RENETCNN3 show a stepwise
trend of increasing, indicating that the three improved versions proposed in this paper in
the network model with RESNETS50 to replace RESNET18 is effective.Tables 5 to 8 show
the classification precision, F1_score, recall, and False-positive rate of 12 types of anoma-
lous traffic data in the CICIDS 2017 dataset for PCCN, ITSN , PCCS, RESNETCNN,
RESNETCNNI1 , RESNETCNN?2, and RESNETCNN3 on eight network models. In Ta-
ble [6]and [7] except for the third category of anomalous traffic with recall and f1_score
that reaches the optimum on PCSS, the other categories of anomalous traffic all achieve
the optimum on RESNETCNN3. In Table [5]and [§] RESNETCNNS3 achieves the opti-
mum on precision, F1_score, recall, and False_positive rate.In order to prevent overfitting,
the RESNETCNN?3 model is validated on the ISCXIDS 2012 dataset, with an overall
accuracy of 99.9%.
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Table 4. Accuracy Compare

Label PCCN ITSN PCSS RESNETCNN RESNETCNNI RESNETCNN2 RESNETCNN3

Accuracy 0.9992 0.9995 0.9996 0.9996 0.9997 0.99982 0.99987

Table 5. Precision Compare

Label 0 1 2 3 4 5 6 7 8 9 10 11
PCCN 1 1  0.9955 0.9989 0.9759 0.9928 1 110999 1 0.9981
ITSN 1 1 0.9946 0.9996 0.9803 0.9943 1 1 1 0.9999 0.9998 0.9986
PCSS 1 0.9998 0.9985 0.9997 0.9948 0.9981 0.9992 0.9995 1 1  0.9976 0.9948
RESNETCNN 1 1  0.9949 0.9997 0.9897 0.9934 1 1 1 1 09998 0.9976
RESNETCNNI 1 1  0.9985 0.9998 0.9941 0.9948 1 1109999 1 0.9986
RESNETCNN2 1 1  0.9981 0.9999 0.9933 0.9957 1 1 1 1 0.9995 0.9991
RESNETCNN3 1 1 0999 09999 09978 09967 1 111 1 09991
Table 6. F1_score Compare
Label 0 1 2 3 4 5 6 7 8 9 10 1
PCCN 1 1 0.98410.9994 0.9798 0.9886 1 1 1 0.9999 0.9998 0.9988
ITSN 1 1 0.9919 0.9997 0.9846 0.9912 1 1 1 0.9999 0.9999 0.9993
PCSS  0.9927 0.9998 0.9984 0.9998 0.993 0.9969 0.9991 0.99720.9943 1  0.9987 0.9959
RESNETCNN 1 1 0.99310.9997 0.9889 0.9934 1 1 1 0.9999 0.9997 0.9988
RESNETCNNI 1 1 0.997 0.9999 0.9911 0.996 1 1 1 0.9999 0.9999 0.9993
RESNETCNN2 1 1 0.99770.99990.9911 0.996 1 1 1 1 0.9996 0.9995
RESNETCNN3 1 1 0.9982 0.9999 0.9945 0.9976 1 1 1 1 09999 0.9995
Table 7. Recall Compare
Label 0 I 2 3 4 5 6 7 8 9 1011
PCCN 1 1 0.973 0.99990.9838 0.9843 1 1 1 1 0.9996 0.9995
ITSN 1 1 0.98930.9998 0.989 0.9881 1 1 109999 1 1
PCSS  0.98550.9999 0.9983 0.9999 0.9912 0.9957 0.999 0.9949 0.9887 1  0.9998 0.9971
RESNETCNN 1 1 0.99120.9998 0.9882 0.9934 1 1 1 0.99990.9996 1
RESNETCNNI 1 1 09954 1 0.99820.9972 1 1 1 1 09998 1
RESNETCNN2 1 1 09973 1 0.989 0.9962 1 1 1 1 09998 1
RESNETCNN3 1 109973 1 09912 0.9986 1 1 1 1 09998 1
Table 8. False Positive Rate Compare
Label 0 1 2 3 4 5 6 7 8 9 10 11
PCCN 0 0 0.0001 0.0008 0.0001 0.0001 0 0 0 O 0 0
ITSN 0 0 0.0001  0.0003 0.0001 0.0001 0 0 0 O 0 0
PCSS 0 0.0001 0 0.0002 0 0 0 0 0 0 00001 O
RESNETCNN 0 0 0.0001 0.0002 0.0001 0.0001 0 0 0 O 0 0
RESNETCNNI 0 0 0 0.0001 0 0 0 0 0 O 0 0
RESNETCNN2 0 0 0 0.0001 0 0 0 0 0 O 0 0
RESNETCNN3 0 0 0 0.0001 0 0 0 0 0 0 0 0




RESNETCNN:an Abnormal Network Traffic... 1011

To understand the errors in the experimental results of the RESNETCNN family
of models, the heat map shown in Figure [§]is generated according to the results of the
experiments performed on the RESNETCNN3 model. The diagonal numbers represent
the number of correct predictions and the remaining numbers are the number of incorrect
predictions.It can be seen that the RESNETCNN3 network model proposed in this paper
achieves a high detection success rate for monitoring twelve types of abnormal traffic in
the CICIDS 2017 dataset, which proves that our proposed method is effective.
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Fig. 8. Confusion Matrix of RESNETCNN3

6. Conclusion

In this paper, an intrusion detection model (RESNETCCN) is proposed that fuses RESNET
and parallel cross-convolutional neural networks, and three improved versions of the
RESNETCNN network model are designed. In addition, a data oversampling method
is introduced to improve the detection accuracy of imbalance data in the ISCXIDS 2012
dataset. The experimental results show that the four RESNETCNN network models pro-
posed in this paper can effectively handle the unbalanced abnormal traffic data and pro-
vide an effective solution for network security intrusion detection systems.

Although the RESNETCNN network model achieves extremely h