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Editorial

Mirjana Ivanović, Miloš Radovanović, and Vladimir Kurbalija

University of Novi Sad, Faculty of Sciences
Novi Sad, Serbia

{mira,radacha,kurba}@dmi.uns.ac.rs

Welcome to Volume 22, Issue 4 of the Computer Science and Information Systems
journal, which encompasses 10 regular articles and one special section, “Emergences in
Computing and Information Technologies: Towards a Sustainable Wellbeing Environ-
ment,” which features 9 articles. As is customary, we acknowledge the efforts and en-
thusiasm of our authors, reviewers, and guest editors, without whom the current issue and
the publication of the journal itself would not be possible.

The first regular article, “FAP: A Time Series Analysis and Mining Framework for
Scientific and Practical Applications” by Zoltán Gellér et al. presents the main capabilities
of the Framework for Analysis and Prediction (FAP), a free and open source Java library
designed for processing and mining time series data that has been successfully applied
both in research and education since its initial presentation. In this moment, the FAP
library contains implementations of all main concepts needed for time-series mining: a
significant number of distance measures, various variants of the NN classifier, multiple
representations of time series, the main techniques for evaluating classifier performance,
as well as classes for training classifiers and tuning parameters of distance measures.

In the second regular article, “VSAF: Verifiable and Secure Aggregation Scheme for
Federated Learning in Edge Computing,” Shiwen Zhang et al. focus two issues in fed-
erated learning (FL): (1) privacy protection of the parameters uploaded by clients, and
(2) verification of the correctness of the aggregated result from a cloud server. To this
end, the article proposes VSAF, a verifiable and secure aggregation scheme for feder-
ated learning in edge computing by designing a single masking protocol which combines
the Bloom filter and Shamir’s secret sharing, and introducing a lightweight verification
algorithm for aggregated gradients based on a linear homomorphic hash function.

“Augmented Reality Mobile Application as a Support in Presentation of Orthodox
Iconography,” by Dušan Tatić et al. presents a mobile application based on augmented re-
ality technology that facilitates and speeds up access to iconographic content stored on the
Virtual Encyclopedia of Bulgarian Iconography (BIDL) platform. The main goal, based
on image recognition by a specially designed augmented reality module, is providing in-
stantaneous and on-site information about the concrete icon observed by visitors, while
avoiding classical search over a large database (requiring keywords such as geographical
location, name of the church, etc.) since the icons are immediately recognized.

Lang Wu and Yi Dong, in “Federated Learning with Committee Mechanism for Class
Imbalance,” introduce FedCCSM, a federated learning framework designed to address
class imbalance and malicious client behavior. Firstly, to accelerate model optimization, a
client selection mechanism is introduced based on specific criteria. Secondly, the adoption
of a committee mechanism involves selecting a client committee to screen the model
before aggregation, enhancing system security. And finally, by simulating mechanisms
for unbalanced clients, the algorithm’s practical application effectiveness is strengthened.
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“Data-Driven Traffic Management: Enhancing Road Safety through Integrated Digital
Twin Technology,” by Miloš Durković et al. proposes a data-driven approach to enhancing
traffic safety through the integration of digital twins, in-vehicle monitoring system, and
machine learning. The main goal of the approach is to contribute to solving problems re-
lated to driver behavior, inadequate road signage infrastructure, and delayed maintenance,
by developing a digital twin model that leverages real-time data for predictive analysis,
coaching, and maintenance.

Shunxiang Zhang et al., in their article “Fire Detection Models Based on Attention
Mechanisms and Multiscale Features,” propose the attention mechanisms and multiscale
features (AMMF) model for fire detection, which integrates an attention mechanism and
multi-scale feature fusion to improve accuracy and real-time performance. The model
incorporates a dynamic sparse attention mechanism in the backbone network to enhance
feature capture and restructures the neck network using CepBlock and MPFusion modules
for better feature fusion.

The article “Defining the Attractiveness Concept for Cyber Incidents Forecasting,”
authored by Javier García-Ochoa et al., presents a methodology that defines the attrac-
tiveness concept to address challenges in analysing the proneness of an entity to be at-
tacked by an adversary evaluating the relevance of different target features or behaviours.
Attractiveness is the possession of features or the exhibition of behaviours in entities that
raise interest for potential adversaries. Thus, the more significant the attractiveness value
is, the greater the proneness to being attacked is to be considered.

In “Hyperparameter Optimisation in Differential Evolution Using Summed Local Dif-
ference Strings, A Rugged but Easily Calculated Landscape for Combinatorial Search
Problems,” Husanbir Singh Pannu and Douglas B. Kell analyse the effectiveness of dif-
ferential evolution hyperparameters in large-scale search problems, i.e., those with very
many variables or vector elements, using a novel objective function that is easily calcu-
lated from the vector/string itself. A neural network is trained by systematically varying
three hyper-parameters, viz population (NP), mutation factor (F) and crossover rate (CR).

“Digital Transformation in Public Accounting and Finance Management: A Clusters
Literature Review,” by Ambrósio Teixeira et al., investigates the literary corpus on the
role and potential of digital transformation in public accounting and finance manage-
ment, encompassing 890 relevant research papers, out of which 24 publications, divided
into two clusters, were selected for an in-depth analysis. The findings demonstrate that
technologies have significantly transformed accounting and public finance by automat-
ing processes to reduce errors and save time, increasing transparency and accountability,
preventing fraud with analytical tools, improving budget planning and monitoring, and
integrating systems for a comprehensive financial view.

Finally, Xin Su et al., in “HRSP: A High-Risk Social Personnel Risk Assessment
Model Based on Graph Attention Label Propagation Algorithm,” first analyze and con-
struct a knowledge graph of high-risk individuals based on their backgrounds, trajectories,
and related information. Subsequently, they propose a high-risk personnel risk assess-
ment model based on a graph attention-label propagation algorithm. The model employs
a multi-label feature selection method, a basic classifier based on a graph attention net-
work for the label propagation algorithm, and an adversarial data augmentation algorithm
to enhance the gradient-based adversary during training.
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With rapid advances in computing and information technologies, society faces an 

inflection point: the integration of these capabilities must demonstrably advance human 

well-being while safeguarding environmental sustainability. As digital infrastructures 

reshape the contours of interaction and decision-making, their design, development, and 

deployment must adopt a socio-technical lens that centers people and the environment. 

This special issue aims to chart a responsible innovation agenda—one that aligns 

technical progress with sustainability-by-design principles. Our goal is to catalyze a 

shared effort toward inclusive, equitable, and resilient digital ecosystems that are 

consistent with global sustainability goals. Through open calls, this special issue 

received 41 submissions; approximately one third passed editorial pre-screening and 

proceeded to double-blind peer review under rigorous editorial standards, after which 

nine papers were accepted. 

Against this backdrop, the nine accepted contributions articulate complementary, 

operational directions: (1) advances in perception and computational imaging that 

enable robust downstream inference and decision support; (2) humane, fatigue-aware 

immersive systems for extended reality (XR) that integrate human factors and 

ergonomics; (3) data-driven methods for health and the life sciences, spanning 

multimodal analytics and clinical decision support; (4) real-time, embodied interaction 

for remote participation via edge computing, real-time systems, and telepresence; (5) 

explainable and accountable modeling (XAI) to increase transparency and trust in digital 

services; (6) user-centered approaches to equitable data discovery and governance, 

including FAIR principles and participatory design; (7) privacy-preserving collaborative 

learning at scale (e.g., federated and split learning with differential privacy and secure 

aggregation); (8) analytics for sustainable mobility within intelligent transportation 

mailto:ahnbt@anyang.ac.kr
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systems to inform resource-efficient planning; and (9) inclusive multilingual language 

technologies that reduce cross-cultural miscommunication, with attention to low-

resource settings. Collectively, these threads illustrate credible pathways by which 

technical innovation can translate into improved quality of life, greater social inclusion, 

and more sustainable resource use. The following summaries introduce these 

contributions in turn. 

The first paper, titled “A study on Multi-scale Attention dense U-Net for image 

denoising method,” by Mingshou An, Xuhang Zhao, Dae-Seong Kang, and HyeYoun 

Lim, proposes an enhanced denoising architecture that layers multi-scale attention atop a 

dense U-Net backbone. By improving perceptual fidelity and structural consistency, the 

method supports more reliable downstream analysis in sensing-intensive pipelines; such 

quality gains can, in principle, reduce reprocessing and error propagation in large-scale 

imaging workflows. 

The second paper, “The Intersection of Digital Wellbeing and Collection Exhibition: 

A Study on the Impact of AR Interactive Display Models on Visitor Experience,” by 

Min-Feng Lee, Guey-Shya Chen, Hui-Chien Chen, and Jian-Zhi Chen, examines 

augmented-reality interaction models for cultural exhibitions. Through a mixed-method 

study with a sizable visitor cohort, the work reports enhanced engagement, 

comprehension, and satisfaction, alongside indications of reduced digital fatigue—

evidence toward humane, fatigue-aware immersive systems in XR settings. 

The third paper, “Application of the Inception-ResNet-V2 algorithm to the analysis of 

embryo microscope images for the prediction model of assisted reproduction,” by Yu-

Yu Yen, Shao-Ping Weng, Li-Jen Su, Jui-Hung Kao, and Woei-Chyn Chu, applies a 

state-of-the-art deep vision backbone to embryo microscopy for outcome prediction in 

assisted reproduction. The approach leverages high-capacity feature learning to improve 

discriminative performance in a clinically consequential setting, pointing to decision 

support that may enhance effectiveness and reduce unnecessary interventions. 

The fourth paper, “A Study of Real-Time Operations by Converting Human Skeleton 

Coordinates to Digital Avatars,” by Fei-lung Lin, Jui-Hung Kao, Yu-Yu Yen, Kuan-

Wen Liao, and Pu Huang, investigates a real-time pipeline that transforms skeletal 

coordinate data into responsive digital avatars. The system advances fidelity and 

responsiveness for motion-capture-based interaction, opening practical opportunities in 

rehabilitation, remote collaboration, and education through accessible, low-latency 

embodiment. 

The fifth paper, “Implementing Persona in the Business Sector by A Universal 

Explainable AI Framework Based on Byte-Pair Encoding,” by Zhenyao Liu, Yu-Lun 

Liu, Wei-Chang Yeh, and Chia-Ling Huang, introduces an explainable persona-

modeling framework grounded in byte-pair encoding. By clarifying feature attributions 

and decision rationales, the study supports transparent and auditable deployment in data-

driven business settings; we highlight its contribution primarily as an advance in 

interpretability and accountability. 

The sixth paper, “Formative Interviews for a User-Centered Design Study on 

Developing an Effective Gateway for Health Research Data Search – Towards a 

Sustainable Wellbeing Environment,” by Hsiu An Lee, Tung Lin, Hsin-I Chen, Wei-

Chen Liu, Yen-Ju Shen, Wen-Chang Tseng, Chien-Yeh Hsu, and Yi-Hsin Yang, reports 

formative interviews that surface requirements for an effective, user-centered gateway to 

health research data. The findings map pain points and design principles for findability, 
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usability, and transparency—laying groundwork for equitable data access and 

reproducible research. 

The seventh paper, “Elastic-Trust Hybrid Federated Learning,” by Yi-Cheng Chen, 

Lin Hui, and Yung-Lin Chu, presents a federated learning scheme that hybridizes 

training modes with an elastic-trust mechanism to address client heterogeneity and 

variable data quality. The framework calibrates contribution and enhances aggregation 

robustness while safeguarding privacy, aiming to preserve utility under real-world non-

IID conditions. 

The eighth paper, “A Comparative Study of Key Factors in Travel Time Prediction 

for Sustainable Mobility and Well-Being,” by Chuang-Chieh Lin, Min-Chu Ho, and 

Chih-Chieh Hung, systematically evaluates modeling choices—such as preprocessing, 

temporal windows, and exogenous signals (e.g., weather)—that materially affect 

accuracy and stability. The analysis offers practitioners actionable guidance for building 

efficient, reliable travel-time predictors and discusses implications for congestion 

mitigation and commute reliability. 

The ninth paper, “Cultural Pragmatics and Causal Connectives: A Contrastive Study 

of Korean and English Using the AI-Hub Parallel Corpus,” by Sujeong Choi and Sinhye 

Nam, provides a contrastive analysis of causal connectives through a cultural-pragmatics 

lens. The results illuminate systematic cross-lingual differences with implications for 

natural-language understanding and generation, informing more context-sensitive 

multilingual technologies. 

Acknowledgments. The guest editors extend their sincere appreciation to all authors 

who submitted interesting and challenging papers; their creativity and willingness to 

engage with rigorous feedback have substantially enriched the scope and depth of this 

special issue. We are equally indebted to the reviewers for their insightful evaluations—

their constructive critiques materially improved the clarity and rigor of the accepted 

manuscripts. We also gratefully acknowledge the leadership of the Editor-in-Chief, Prof. 

Mirjana Ivanovic, whose guidance and high editorial standards shaped the vision and 

execution of this issue, as well as the journal’s editorial assistants for their professional 

support. Finally, we are grateful to our readers for their continued engagement; we hope 

that the contributions gathered here will stimulate further research and practice at the 

intersection of computing, human well-being, and sustainability. 



Computer Science and Information Systems 22(4):1379–1403 https://doi.org/10.2298/CSIS240910029G

FAP: A Time Series Analysis and Mining Framework for
Scientific and Practical Applications

Zoltán Gellér1, Vladimir Kurbalija2, and Mirjana Ivanović2
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Abstract. Given the exponential growth of data in modern society, data analysis
tools have become increasingly pivotal in a wide range of fields, such as business,
advertising, economy, medicine, biology, meteorology, astronomy, agriculture, and
others. As the time component often plays an essential role in data analysis, the ap-
plication and research of different methods for examining temporal data is among
the current interests of both practitioners and researchers. This paper presents the
main capabilities of the Framework for Analysis and Prediction (FAP), a free and
open source Java library designed for processing and mining time series data that
has been successfully applied both in research and education since its initial presen-
tation.

Keywords: time series, data mining, open source, software library, Java.

1. Introduction

Past two decades influenced significant changes in processing huge amounts of data. The
need to process such ever-growing amounts of data from different sources all over the
world, importance of developing and applying different approaches of data mining and
machine learning has gained more and more attention. They are unavoidable instruments
of applications in computer science, ICT, and education [3, 57].

An emerging sub-field of data mining is temporal data mining that is focused on
knowledge discovery from huge amounts of temporal data [51]. Time series are the most
common form of temporal data which are composed of real values usually sampled at reg-
ular time intervals [28]. The chronologically represented arrays of numbers are collected
in different domains and they are used to express the change of the observed phenomena
over time, like financial sector, economics, engineering, meteorology, medicine [58, 31]
as well as in other areas of natural and social sciences [9].

Statistical analysis of time series [37] is mainly focused on identifying patterns, trend
analysis, seasonality and forecasting [17]. On the other hand, data mining of time series
is focused on tasks like prediction, classification, clustering, indexing, anomaly detec-
tion, data representation, distance measures and others [20, 63]. Laxman and Sastry [45]
considered and presented significant differences between statistical analysis and tempo-
ral data mining: data-mining approaches effectively analyze much larger volumes of data.
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More important is that their field of interest exceeds the scope and limitations of statistical
time-series analysis.

The numerous possibility of applying time series for storage, analysis, and visualiza-
tion of big data collections influenced a significant growth of interest in researching in
significant aspects and tasks of time-series data mining. The methods presented in [63]
have always claimed a particular superiority over previously achieved results.

Contemporary research in domain of time series data mining inspired authors to pro-
duce free and open sourced support and services that could assist and facilitate researching
new and comparing existing techniques in this domain. Usefulness of such freely avail-
able high-quality services could help in more productive and quality research but also
educational processes.

All mentioned highly motivated us to significantly improve our previously developed
framework for time series processing and analysis [24]. The extended version of FAP
(Framework for Analysis and Prediction) implements significant number of essential al-
gorithms in the field of time-series data mining: time-series representations, distance/simi-
larity measures, preprocessing, classification, classifier evaluation techniques with a focus
on efficiency, multi-threading, and resumability of time-consuming tasks.

In this paper, we will give a comprehensive analysis of the newly developed function-
alities and capabilities of FAP that are essential for researchers and educators to facilitate
their research and applications of time series data mining. All the features provided by
FAP were implemented from scratch; it does not utilize any other underlying libraries.

The rest of the paper is organized as follows. The second Section is devoted to an
extensive review of related work. Central Section 3 deals with various concepts of time
series analysis and data mining and their realization within FAP. Concluding remarks are
given in last Section.

2. Related Work

The interest in time series has increased dramatically in the past decade. The main rea-
son is the exponential growth of data available for various machine learning and decision
support system. A significant part of this data is available in form of time series. Conse-
quently, a large number of frameworks and systems which can help in time-series analysis
was developed and improved recently. This section will give an overview of these systems,
and also will elaborate the context and motivation for developing FAP.

The investigation of time series is usually based on two important methodologies: sta-
tistical analysis and data mining. Time series statistical analysis is an approach used to
analyze data points collected or recorded at specific time intervals using well established
methods from statistics and econometrics. This type of analysis helps identify patterns,
trends, and other characteristics within the data over time. On the other hand, data min-
ing is a newer discipline focused on analyzing complex, massive datasets to extract useful
knowledge. Time-series data mining involves analyzing time-dependent data for tasks like
forecasting and anomaly detection. Both approaches (statistical analysis and data mining)
have numerous systems which can offer assistance in corresponding time-series analy-
sis. Additionally, several high-level programming languages offer powerful packages and
libraries which can considerably help in various time-series tasks.
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In the market, there is a considerable number of systems that enable time-series analy-
sis relying on statistical and econometric concepts. Probably the most widely used is SAS.
SAS3 (Statistical Analysis System) is a complete software suite widely used for statistical
analysis and data management [38]. It offers several tools for time series modeling and
forecasting. Key components for time series analysis include:

1. SAS/ETS (Econometric Time Series): A specialized module designed for time series
analysis and forecasting, supporting models such as ARIMA, exponential smoothing,
state space models, and multivariate time series analysis. It includes functions for
model estimation, diagnostics, forecasting, and simulation.

2. SAS/STAT: Provides a wide range of statistical procedures, including time series
decomposition, autocorrelation analysis, spectral analysis, and structural time series
models. It also incorporates ARIMA and GARCH model fitting, unit root tests, and
handling missing values.

3. SAS Forecast Studio: A graphical interface that simplifies building and evaluating
time series forecasting models. It enables visual exploration, model selection, param-
eter specification, and forecast accuracy assessment, integrating with SAS/ETS and
SAS/STAT for seamless model estimation and forecasting.

SPSS4 is also very widely used and influential statistical software which provides
tools for statistical analysis, data management, and documentation. It offers following
key features for time series analysis: data management (import, merge, clean, recode, and
handle missing values in time series data), descriptive statistics (calculate measures like
mean, median, standard deviation, and percentiles to summarize time series data), time
series visualization, autocorrelation analysis, and forecasting (methods like ARIMA and
exponential smoothing, with accuracy assessment options).

GRETL5 (GNU Regression, Econometrics and Time-series Library) is a platform-
independent, open source software package for econometric analysis [6]. It offers a very
intuitive interface, parallelization, and an integrated powerful scripting language. In time-
series analysis several concept are provided; ARIMA, GARCH-type models, VARs and
VECMs (including structural VARs), unit-root and cointegration tests, Kalman filter, etc.

Stata6 is a widely used statistical software developed by StataCorp for data manipu-
lation, visualization, statistics, and automated reporting. It is widely used by researchers
in various fields, such as: economics, epidemiology, biomedicine, and sociology. Stata
also offers comprehensive tools for time series analysis: time series data management,
descriptive statistics, graphical analysis, and time series modeling.

On the other side of the spectrum of available time-series software there is general
data mining software with support for time-series. Since the number of these systems is
huge, we will limit our analysis only on non-commercial, research oriented software.

Weka7 (Waikato Environment for Knowledge Analysis) [64] is an open-source soft-
ware suite designed for machine learning and data mining tasks. It provides a collection
of algorithms and tools for data preprocessing, classification, regression, clustering, asso-
ciation rules, and visualization. Weka is particularly popular in educational and research

3 http://www.sas.com
4 https://www.ibm.com/spss
5 http://gretl.sourceforge.net/
6 https://www.stata.com/
7 https://ml.cms.waikato.ac.nz/weka
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communities due to its ease of use and comprehensive documentation. It has good ca-
pabilities for time series analysis and forecasting through a dedicated environment that
can be accessed via its graphical user interface. This environment allows users to de-
velop, evaluate, and visualize forecasting models. Additionally, there are packages like
TS-Classification that facilitate time series classification tasks in Weka.

RapidMiner8 is a Java-based data mining and machine learning platform offering fea-
tures like data loading, transformation, preprocessing, visualization, predictive analytics,
statistical modeling, evaluation, and deployment. It provides a graphical user interface
to design and execute analytical workflows called "Processes," which consist of multiple
"Operators" each performing a specific task. The output of one operator serves as input
for the next. RapidMiner can also be accessed via an API or command line, and its func-
tionality can be extended using R and Python scripts for custom operations. It provides
strong capabilities for time series analysis through its integrated time series extension.

ELKI9 (Environment for DeveLoping KDD-Applications Supported by Index Struc-
tures) is an open-source data mining software written in Java. It is primarily designed
for research in algorithms, with a strong focus on unsupervised methods such as cluster
analysis and outlier detection. ELKI facilitates time series analysis through its ability to
evaluate various distance measures and algorithms specifically designed for time series
data. Several time-series concepts are implemented in ELKI: distance measures, various
time-series algorithms and visualization tools.

KNIME10 (KoNstanz Information MinEr) [8] is a free, open-source platform for data
analytics, reporting, and integration. It uses a modular, "Building Blocks of Analytics"
concept for machine learning and data mining, allowing users to blend data sources and
perform tasks like preprocessing, modeling, and visualization through a graphical inter-
face, minimizing the need for programming. KNIME provides comprehensive tools for
time series analysis through its various components and extensions.

The third large group of time-series software is the group of programming languages
with powerful libraries for time-series analysis. Here we will give an overview of modern
and actively used languages with this property.

Python is a general-purpose programming language [69] which can be used for time
series analysis due to its extensive ecosystem of libraries and tools. These libraries offer a
variety of tools and models that can help in analysis and forecasting time series. Libraries
with functionalities for time-series forecasting, anomaly detection, and feature extraction
include: Tsfresh, Darts, Kats, GreyKite and AutoTS.

R11 is a comprehensive language that is well-suited for a wide variety of statisti-
cal analyses. It also offers a variety of packages designed for handling time series data.
Key packages include: forecast (methods like exponential smoothing, ARIMA, and state
space models for time series forecasting), tseries (tools for unit root tests, seasonality
tests, time series decomposition, detrending, and differencing), and zoo (support for ir-
regularly spaced time series, with efficient data structures for manipulation, subsetting,
merging, handling missing values, and aggregating data over irregular intervals).

8 https://altair.com/altair-rapidminer
9 https://elki-project.github.io/

10 https://www.knime.org/
11 https://www.r-project.org
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MATLAB is a high-level programming and numeric computing platform developed
by MathWorks [25]. It is widely used by engineers and scientists for a variety of appli-
cations, including data analysis, algorithm development, and modeling. Key features for
time-series manipulation include: time series objects (Timeseries and timetable objects
for efficient manipulation, indexing, and visualization of time series data), signal process-
ing toolbox (functions for filtering, spectral analysis, Fourier and wavelet analysis, and
time-frequency analysis on time series data), econometrics toolbox (tools for economet-
ric time series analysis, including model estimation, forecasting, unit root tests, panel data
analysis, and multivariate time series models), and financial toolbox (focuses on financial
time series analysis, offering tools for analyzing market data, portfolio optimization, and
risk measurement).

Julia [59] is a high-level, high-performance programming language designed for tech-
nical computing, particularly in areas like data science, machine learning, and numerical
analysis. It also has strong capabilities for time series analysis. Two popular packages are:
(1) TimeSeries.jl - A comprehensive package for handling time series data with efficient
structures like TimeArray and TS. It provides tools for data manipulation, visualization,
resampling, merging, differencing, and rolling window calculations, models such as AR,
MA, and ARIMA; (2) Econometrics.jl - Focused on econometric modeling, it offers
functions for time series models like ARDL, VAR, GARCH, and structural time series.
The package includes tools for model estimation, hypothesis testing, diagnostic checking,
and forecasting in econometrics.

Clearly, three types of software packages for time-series analysis and mining can be
distinguished:

1. Statistical and econometric software systems that provide methods and tools for time-
series data.

2. General-purpose data mining and machine learning systems that have extensions for
time-series tasks.

3. General-purpose programming languages with libraries for time-series analysis.

Evidently, all of these packages, frameworks and systems have some disadvantages.
Some of them are not free or open sourced, many of them are not primarily made for time
series and the systems from the third group can’t be used by non-programmers.

The system FAP, presented in this paper, tries to overcome all of these disadvantages.
It is free and open-sourced. It is designed to work with time series and encompasses all
main concepts for time-series analysis (pre-processing tasks, distance measures, time-
series representations); and for time-series mining (indexing, classification, prediction).
Finally, it can be used by experts from various fields since it can be used without any pro-
gramming experience. In the past 15 years we have developed and constantly upgraded
FAP system making it up-to-date with modern findings in time-series mining field. Fur-
thermore, we successfully applied FAP in various domains both for research [42] and
educational [41] purposes.

3. Essential functionalities of FAP for high quality time-series data
mining

The core sub-packages of the FAP library (Fig. 1) define basic interfaces and classes
for implementing various time series analysis and data mining concepts such as data
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points, time series, datasets, representations (data), distance measure (distance), clas-
sifiers (classifier), classifier performance evaluators (evaluator), classifier trainers and
distance measure tuners (trainer), predictors (predictor), as well as for loading data
points from strings (input), and basic classes for checked and unchecked exceptions
thrown within the library (exception).

callback

classifierdistance

dm

evaluator

exceptioniopredictor

representation trainer

util

core

exception

distancedata classifier evaluator trainer

inputpredictor

Fig. 1. Sub-packages of the FAP library

Specific implementations of the various time series processing tasks are provided in
the appropriate first-level sub-packages. For example, the fap.core.distance package de-
fines the Distance interface along with the auxiliary abstract class AbstractDistance, and
classes that represent various distance measures by implementing that interface or extend-
ing the auxiliary class are placed in the fap.distance sub-package.

Since all base interfaces extend the Serializable interface and all classes offer pa-
rameterless constructors as well as public getter and setter methods for their properties,
the FAP library also supports the JavaBeans standard.

In the rest of this section, we will provide an overview of the capabilities of the FAP
library. The review will not cover the predictors (since they are in early stage of devel-
opment) nor the fap.core.input, fap.io, and fap.dm sub-packages (since they deal with
technical issues that are not necessary to understand the main functionalities of the frame-
work). Furthermore, for brevity, the utility classes of the fap.util sub-package, which
contain mathematical, statistical, and accessory methods intended to facilitate working
with threads, strings, files, datasets, and time series (including preprocessing algorithms
such as shifting, scaling, z-normalization, mean normalization, min-max normalization,
maximum absolute normalization, and decimal scaling), will also be omitted.

To provide a more comprehensive view, the UML diagrams show only a represen-
tative subset of the constructors and methods of the classes, and only the types of their
parameters.
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3.1. Time Series and Representations

Time series are implemented in the form of a list of two-dimensional data points (Fig.
2) where the y coordinate describes the observed phenomenon at the timestamp specified
by the x coordinate. A general assumption of all FAP classes that perform tasks related
to time series processing (for example, calculating the distance between them) is that the
data points are chronologically ordered (i.e., the x coordinate of the i-th element of the
time series is less than the x coordinate of the (i+ 1)-th element).

TimeSeries
- int index
- double label
+ TimeSeries()
+ TimeSeries(boolean)
+ void addRepr(Representation)
+ <T extends Representation> T getRepr(Class<T>)
+ Collection<Representation> getAllReprs()
+ int getIndex()
+

void setIndex(int)+
double getLabel()

+ void setLabel(double)

Dataset

+ Dataset()
+ Dataset(boolean)
+
+ List<Dataset> split(int, Random, boolean)

List<Dataset> divide(double, Random, boolean)

<<interface>>
Representation

+ double getValue(double)
+ Object[] getRepresentation()

DataPoint

+ double getX()

void setX(double)+
+ double getY()

+ void setY(double)

DataPoint()+
DataPoint(double, double)+

Serializable Comparable

List

Serializable

Fig. 2. Basic classes and interfaces

Each time series can be assigned a class label, an index, and a collection of repre-
sentations. The index represents the unique identifier of the time series within the dataset
to which it belongs (providing unique indices is the user’s responsibility). It is used by
distance measures to store calculated distances in memory (an optional feature that, when
performing certain tasks, allows avoiding multiple calculation of distances between the
same pairs of time series and thereby speeding up execution) and by kNN classifiers in
combination with distance and neighbor matrices. A more detailed insight into how the
index is used is given in the corresponding subsections.

To create an (indexed) time series, it is sufficient to specify the class label, index, and
chronological list of its values. The x coordinates will be automatically initialized with
values from 0 to n-1, where n is the number of elements in the list. For example, the
following line of code creates a new time series with label 1.0, index 0, and values 2.0,
3.0, and 4.0 at timestamps 0.0, 1.0, and 2.0:

TimeSeries ts = new TimeSeries (1.0, 0, 2.0, 3.0, 4.0);

By default, time series are stored in ArrayLists. If we want to use LinkedLists instead,
we just need to add true as the first parameter of the constructor:

TimeSeries ts = new TimeSeries(true , 1.0, 0, 2.0, 3.0, 4.0);

Datasets represent lists of time series, where, analogously to time series, ArrayLists
are used for storage by default. By specifying the boolean value true as the first parameter
of the constructor, the data structure for storing the time series will be LinkedList.

The Dataset class offers several methods for partitioning datasets into two (divide)
or two or more subsets of approximately the same size (split), with the ability to control
shuffling and stratification. Thus, by applying the divide(20.0) method, a list containing



1386 Zoltán Gellér, Vladimir Kurbalija, and Mirjana Ivanović

two stratified subsets of the given dataset is obtained: the first subset will contain 20% and
the second 80% of its time series. Similarly, a list of 10 stratified subsets of approximately
the same size is obtained utilizing the split(10) method. The obtained subsets will be
stored in the same type of list as the original dataset.

According to the definition given by Esling and Agon [20], a representation of a time
series A of length n is a model Ā of length m (where m≪n) that closely approximates
A. FAP’s interface requires classes implementing time series representations to be able to
return the value of the time series at a given timestamp according to their model, and also
the representation itself in the form of an array (Fig. 2).

The fap.representation sub-package offers implementation of several time-series
representations: based on discrete Haar wavelet transform [36, 23, 1, 62, 12], discrete Fourier
transform [4, 21, 54, 55, 66], spline [40], Piecewise Linear Approximation (PLA) [34],
Piecewise Aggregate Appoximation (PAA) [32, 67, 35, 47], Indexable Piecewise Linear
Approximation (IPLA) [15], Piecewise Aggregate Appoximation (PAA) [32, 67, 35, 47],
Adaptive Piecewise Constant Approximation (APCA) [33], and Symbolic Aggregate Ap-
proximation (SAX) [47, 46].

3.2. Distance Measures

Distance measures should implement the Distance interface, declaring a single method
whose task is to return the distance between two time series passed as its parameters (Fig.
3).

AbstractDistance

+ void clearStorage()
+ void setStoring(boolean)
+ boolean isStoring()
+ void store(TimeSeries, TimeSeries, double)
+ double recall(TimeSeries, TimeSeries)

<<interface>>
Distance

+ double distance(TimeSeries, TimeSeries)Serializable

Fig. 3. Distance measures

All the distance measures in the fap.distance sub-package inherit the abstract class
AbstractDistance offering the ability to store calculated distances between pairs of time
series for reuse, which can speed up the execution of some tasks. The basic condition for
using this mechanism is that the time series are assigned unique indices (see the previous
subsection), namely, distances are stored in a (thread-safe) hash map whose keys are the
indices of the time series. In addition, all of the distance measures implement the Copyable

auxiliary interface discussed in subsection 3.6.
Listing 1 shows the implementation of the Manhattan distance as an example of uti-

lizing this mechanism. Before calculating the distance between two time series, it should
be checked whether the distance has already been calculated and saved in memory. This
is achieved by relying on the recall method which returns NaN if the requested distance is
not yet stored in the hash map. Memorizing new distances is achieved by calling the store

method, and the utilization of the storage mechanism is controlled via the setStoring
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Listing 1. Implementation of the Manhattan distance relying on the mechanism for storing
calculated distances

double distance = recall(series1 , series2);
if (! Double.isNaN(distance))

return distance;

int len = IncomparableTimeSeriesException.checkLength(series1 , series2);

distance = 0;

for (int i = 0; i < len; i++) {

double y1 = series1.getY(i);
double y2 = series2.getY(i);

distance += Math.abs(y1 - y2);

}

store(series1 , series2 , distance);

return distance;

method. Additionally, any distance measure that uses this feature must clear the contents
of the underlying hash map by calling the clearStorage method if the value of any of its
parameters that affect the distance between time series changes.

Currently, the following distance measures based on linear matching of time series
data points are implemented [18, 11, 2]: Euclidean, Manhattan, Chebyshev, Minkowski,
Canberra, Kulczynski, Lorentzian, Soergel, Sørensen (Bray-Curtis), and Wave-Hedges.
Within them, 0/0 is treated as 0, and the zero denominator is replaced with the value
provided by the getZeroDenominator method of the MathUtils auxiliary class of the fap.

util sub-package, as recommended in [11].
The list of implemented elastic distance measures includes Dynamic Time Warp-

ing (DTW) [7], Longest Common Subsequence (LCS) [61], Edit distance with Real
Penalty (ERP) [13], Edit Distance on Real sequence (EDR) [14], and Time Warp Edit
Distance (TWED) [49]. Their elasticity can be adjusted by applying the Sakoe-Chiba
[56] or Itakura [30] global constraints.

3.3. Classifiers

In order for a class to be used to classify time series, it must implement the Classifier

interface (Fig. 4), which declares two methods. The initialize method serves for (op-
tional) initialization of the classifier and is not intended for its training. Classification is
realized through the classify method, which should return the predicted class label.

Distance-based classifiers should implement the DistanceBasedClassifier interface
that extends the base interface with getter/setter methods to access and update the distance
measure to rely on. The abstract convenience class AbstractDistanceBasedClassifier

stores the distance measure in the distance field with protected access level.
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<<interface>>
Classifier

+ void initialize(Dataset)
+ double classify(TimeSeries)

Serializable

<<interface>>
DistanceBasedClassifier

+ Distance getDistance()
+ void setDistance(Distance)

AbstractDistanceBasedClassifier
# Distance distance
+ Distance getDistance()
+ void setDistance(Distance)

Fig. 4. Classifiers and distance-based classifiers

Presently, the fap.classifier.NN sub-package offers the implementation of the near-
est neighbor (1NN) rule [16], the majority-voting kNN classifier [22, 50] and several of its
weighted variants relying on the inverse of the distances [19], the inverse of the squared
distances [50, 44, 60], Dudani’s weighting scheme [19], the dual distance-weighted func-
tion [26], the uniform and dual-uniform weighting techniques [27], Zavrel’s weighting
scheme [68], Macleod’s weighting function [48], the neighbours’ ranks [19], and the
Fibonacci weighting function [52]. In the case of weighted kNN variants based on the
inverse and inverse of the squared distances, to avoid division by zero, a small value
is added to the denominator. By default, it is initialized with the value returned by the
getZeroDenominator method of the utility class MathUtils of the fap.util sub-package.

By implementing the Multithreaded and Copyable auxiliary interfaces, all NN classi-
fiers enable multi-threaded execution of the classification process and making copies of
themselves (see subsection 3.6 for details).

For additional acceleration of classification, NN classifiers also support the use of
pre-generated distance and neighbor matrices which can be set and accessed through the
setDistances, setNeighbours, getDistances, and getNeighbours methods.

A distance matrix is a (diagonal) matrix that in the intersection of the i-th row and
the j-th column contains the distance between the time series with indices i and j of the
given dataset. As an example, part of the distance matrix generated by applying the DTW
distance measure to the SyntheticControl dataset from the UCR Time Series Classification
Archive [5] is given in Table 1. Sub-package fap.dm contains classes for (multi-threaded)
generation of distance matrices.

The intersection of the i-th row and the j-th column of the neighbor matrix contains
the index of the j-th nearest neighbor of the time series with index i in the given dataset.
Table 2 shows part of the neighbor matrix generated by applying the DTW distance mea-
sure to the SyntheticControl dataset.

3.4. Evaluators

Classifier evaluators should implement the Evaluator interface depicted in Fig. 5. The
classifier performance evaluation algorithm should be implemented within the evaluate

method, which has three parameters: the trainer (see the next subsection), the classifier,
and the whole dataset. The evaluator should split the dataset into test and training subsets,
train the classifier using the training set and the trainer, and evaluate the performance of
the trained classifier on the test set. As the result, the method should return the classifica-
tion error rate. This same value should be returned by the getErrorRate method, and the
result of the call to the getMisclassified method should be the number of misclassified
time series.
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Table 1. The first ten rows and columns of the distance matrix of the SyntheticControl dataset
generated by applying the DTW distance measure

1 2 3 4 5 6 7 8 9 10
1 0
2 24.42 0
3 25.33 22.43 0
4 22.90 26.85 25.74 0
5 31.99 23.16 30.41 30.67 0
6 35.06 22.19 33.38 31.65 23.53 0
7 34.63 25.50 31.03 28.95 25.81 24.12 0
8 26.52 32.72 30.17 24.70 34.85 35.59 31.54 0
9 32.69 26.65 25.22 33.74 41.46 41.56 31.07 30.77 0
10 21.22 26.66 31.62 23.26 32.28 32.32 28.81 26.14 27.32 0

Table 2. Ten nearest neighbors of the first ten time series of the SyntheticControl dataset obtained
by applying the DTW distance measures

1 2 3 4 5 6 7 8 9 10
1 322 305 320 10 12 14 26 49 321 4
2 342 322 338 17 348 313 324 49 12 31
3 310 323 38 347 333 2 340 315 349 316
4 12 310 305 22 28 343 21 1 10 322
5 309 345 12 311 47 48 50 330 319 2
6 44 2 36 5 30 7 346 339 311 50
7 41 324 330 348 44 12 48 311 309 47
8 18 12 28 16 27 305 328 350 4 341
9 303 334 38 329 307 337 315 350 306 37
10 305 317 1 49 20 28 17 4 320 350
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The abstract convenience class AbstractEvaluator stores the classification error in
the errorRate and the number of missclassified time series in the misclassified field
with protected access level.

<<interface>>
Evaluator

+ double getErrorRate()
+ int getMisclassified()
+ double evaluate(Trainer, Classifier, Dataset)

AbstractEvaluator
# double errorRate
# int misclassified
+ double getErrorRate()
+ int getMisclassified()

Serializable

Fig. 5. Classifier evaluators

The fap.evaluator sub-package provides the following classes that implement the
most common evaluation techniques [1, 60, 29]:

– HoldoutEvaluator - applies the Holdout method: a given percentage of the dataset
constitutes the training set, and the rest is used as the test set.

– CrossValidationEvaluator - performs the cross-validation algorithm: the dataset is
divided into k approximately equal subsets of which the union of k−1 subsets is used
for training and one for testing. The procedure is repeated until each of the k subsets
has been used as a test set (exactly) once. The classification error is calculated as the
average of the errors obtained over the k test subsets.

– LeaveOneOutEvaluator - executes the leave-one-out procedure: the classifier is trained
on a training set that contains all the time series of the original dataset except for one
that is reserved for testing. The procedure is repeated until each time series of the
initial dataset is excluded from the training process (and used for testing) exactly
once.

The parameters of the HoldoutEvaluator and CrossValidationEvaluator classes allow
the choice between stratified and non-stratified partitioning. In addition, by specifying an
array of random seed values, a repeated variant of these two methods can be applied,
where before each application, random shuffling of the initial dataset is performed based
on the corresponding seed value. The final error rate is obtained by averaging over all
repeated evaluations.

All three classes implement the Callbackable, Resumable, Multithreaded, and also
the Copyable auxiliary interfaces (see subsection 3.6). Evaluator multi-threading takes
precedence over trainer and classifier multi-threading, which means that in the case of
multi-threaded evaluation, the number of threads of the trainer (when the evaluator per-
forms the training multi-threaded) and the classifier will be set to 1 (if they implement the
Multithreaded interface).

In the case of the LeaveOneOutEvaluator class multi-threaded execution requires that
both the trainer and the classifier implement the Copyable interface (otherwise it will revert
to single-threaded execution). This is necessary because the evaluation of the classifier
in each iteration is reduced to the classification of a single time series, while all other
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time series of the dataset are used for training the classifier, i.e. multi-threaded evaluation
requires parallelization of training: each thread must have its own trainer and classifier.

The leave-one-out and cross-validation methods also offer the possibility of sequen-
tial evaluation of the classifier over individual splits of the dataset into training and test
subsets. In each iteration, the classifier is tested multi-threaded on the test set after train-
ing on the training set. This approach does not require the implementation of the Copyable

interface by either the trainer or the classifier.
In Figures 6 and 7, which illustrate the difference between full and partial paralleliza-

tion on the example of m-fold cross-validation, C denotes the classificator, C(i) the i-th
copy of C trained on the training set trainset(i) constructed in the i-th iteration, and
testset(i, j) the j-th time series of the test set corresponding to the i-th iteration. If
both the trainer and the classifier implement the Copyable interface (or if no trainer is
specified and the classifier implements it), the holdout and cross-validation evaluators
apply full parallelization by default.

 

train(C(1), trainset(1))
train(C(2), trainset(2))

train(C(m), trainset(m))
...

C(1) ← testset(1, 1)

C(1) ← testset(1, n1)

...

C(m) ← testset(m, nm)

C(m) ← testset(m, 1)

...
...

FixedThreadPool

Fig. 6. Full parallelization of m-fold cross-validation

 

C ← testset(i, 1)
C ← testset(i, 2)

C ← testset(i, ni)

...train(C, trainset(i))

1 ≤ i ≤ m
FixedThreadPool

Fig. 7. Partial parallelization of m-fold cross-validation

Listing 2 demonstrates the evaluation of the 1NN classifier paired with the DTW dis-
tance measure over the FiftyWords dataset using 3 times repeated 10-fold cross-validation.
The first parameter of the constructor of the evaluator determines the number of folds (10),
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Listing 2. Evaluating the 1NN classifier paired with the DTW distance measure on the
FiftyWords dataset with 3 times repeated 10-fold stratified cross-validation

Dataset dataset = DatasetUtils.loadDataset("FiftyWords");
Distance distance = new DTWDistance ();
Classifier classifier = new NNClassifier(distance);
Trainer trainer = null;
Evaluator evaluator =

new CrossValidationEvaluator (10, new long[] {1, 2, 3}, 0);

double error = evaluator.evaluate(trainer , classifier , dataset);
ThreadUtils.shutdown(evaluator);

the second parameter is an array of seed values (1, 2, 3) that should be used to initialize
the random number generator utilized for shuffling the dataset before each run, and the
last parameter defines the number of threads (0 means that it should use as many threads
as processors are available to the Java Virtual Machine). Due to optimization, the under-
lying executor service is not automatically shut down after the evaluation is completed.
Currently, shutdown should be initiated by the user.

The getResults() method of the HoldoutEvaluator and CrossValidationEvaluator

classes returns an array of FoldResult objects (Fig. 8) that describe the results of individ-
ual iterations. In the case of the Holdout evaluator, iterations represent runs, and in the
case of cross-validation, they correspond to folds. The FoldResult class defines only pub-
lic fields that store the training and test sets, the number of misclassified time series of the
test set along with the error rate, as well as the expected error and the list of the optimal
parameter values found by the trainer (provided that the trainer supports retrieving them
by implementing the ParameterTrainer interface presented in the next subsection).

+

FoldResult
+ Dataset testset
+
+

Dataset trainset

double error
double expectedError
List<Comparable<?>> bestParams

int misclassified

+
+

Fig. 8. A class for storing the results of individual iterations of the holdout and cross-validation
evaluators

3.5. Trainers

Training a classifier on a given training set is the task of the train method declared by
the Train interface shown in Fig. 9. Its result should be the expected classification error,



FAP: A Time Series Analysis and Mining Framework 1393

which should also be returned by the getExpectedError method. In the case of distance-
based classifiers, through the affectsDistance method, the trainer should report whether
it changes the parameters of the distance measures (this information is used by the evalua-
tors described in the previous subsection to optimize the evaluation process when storing
calculated distances between pairs of time series is enabled). Its default return value is
false.

For convenience, the AbstractTrainer class stores the expected error and information
about whether the training affects the distance measure in fields with protected access
level.

Serializable

<<interface>>
Trainer

+ boolean affectsDistance()
+ double getExpectedError()
+ double train(Classifier, Dataset)

AbstractTrainer
# boolean affectsDistance
# double expectedError
+ boolean affectsDistance
+
+

void setAffectsDistance(boolean)
double getExpectedError

Fig. 9. Classifier trainers and distance measure tuners

The ParameterTrainer interface (Fig. 10) of the fap.trainer sub-package extends the
Trainer interface by declaring methods for trainers that tune the value of a single param-
eter of a classifier or a distance measure (the type T of the parameter must implement the
Comparable interface). Such trainers should provide getter and setter methods for the list
of possible parameter values, the evaluator that evaluates their impact on classifier per-
formance, and the sub-trainer that tunes some other parameter of the classifier or distance
measure. In this way, specifying sub-trainers opens up the possibility of chaining a series
of trainers.

After completing the training, the getBestValue method should return the optimal
value of the parameter (the one that generated the smallest classification error). The return
value of the getParameters method should be a list of optimal values of all the parameters
tuned by the chained trainers: the first element of the list is the optimal value of the
parameter tuned by the given trainer (and returned by the getBestValue method), the
second element is the optimal value of the parameter tuned by the sub-trainer, and so on.
Furthermore, when the setParameters method is called, the parameter trainer should set
the parameter value to the first value of the specified list, and pass the rest of the list via
the same method to the sub-trainer.

The AbstractParameterTrainer abstract class (Fig. 10) provides basic fields and meth-
ods for parameter trainers (it implements the ParameterTrainer interface and extends the
AbstractTrainer class), including both sequential and parallel finding the optimal value.
Since such a general implementation has no knowledge of which parameter it is tuning,
nor whether it is a classifier parameter or a distance measure parameter, it is necessary
to provide an auxiliary object that will assign the current value with the corresponding
parameter. Such an object should implement the Modifier interface (Fig. 11), which de-
fines two methods: set for assigning a given value to the parameter, and affectsDistance,
which should report whether the parameter belongs to a distance measure (true) or a clas-
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<<interface>>
ParameterTrainer

+ List<T> getValues()
+ void setValues(List<T>)
+ Evaluator getEvaluator()
+ void setEvaluator(Evaluator)
+ ParameterTrainer<?> getTrainer()
+ void setTrainer(ParameterTrainer<?>)
+ T getBestValue()
+ List<Comparable<?>> getParameters()
+ void setParameters(Classifier, List<Comparable<?>>)

T

Trainer

+

AbstractParameterTrainer
+ List<T> values
+
+

Evaluator evaluator

T bestValue
List<Comparable<?>> parameters
Modifier<T> modifier
Modifier<T> getModifier()
setModifier(Modifier<T> modifier)

ParameterTrainer<?> trainer

+
+
+
+

T

DoubleTrainer IntegerTrainer

Fig. 10. Types for tuning the values of individual parameters of classifier or distance measures

sifier (false). The DistanceModifier and ClassifierModifier sub-interfaces contain only
the corresponding (default) implementation of the affectsDistance method.

<<interface>>
Modifier

+ void set(Classifier, T)
+ boolean affectsDistance()

T <<interface>>
DistanceModifier

T

<<interface>>
ClassifierModifier

T

Fig. 11. Interfaces for parameter-modifier classes

An example of using trainers and modifiers to evaluate the weighted kNN classifier
based on the Dudani’s weighting function [19] and paired with the Sakoe-Chiba [56] con-
strained DTW [7] distance measure using nested cross-validation [65] is given in Listing
3. The optimal combination of the number of nearest neighbours and the width of the
warping window is determined by applying 9-fold cross-validation within each iteration
of the 10-fold cross-validation algorithm used to evaluate the classifier performance. The
number of nearest neighbors is chosen from the interval between 1 to 10, and the (rela-
tive) width of the warping window from the interval between 0% to 25% of the time series
length, both values are increased in unit steps.

Based on the result shown in Listing 4, it can be seen that the (average) classifica-
tion error (rounded to 3 decimal places) was 0.050, i.e. approximately 5% of the time
series of the MoteStrain dataset were misclassified (the dataset was preprocessed using
Paparizzo’s script [53]). In the first iteration of the evaluation process, the smallest error
(0.046) over the training subset was obtained by a combination of one (1) nearest neigh-
bor and a warping-window width that was 14% of the length of the time series. The actual
classification error was 0.023 (calculated over the test subset by applying the classifier
and distance measure trained over the training subset).
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Listing 3. Evaluation of the weighted kNN classifier using nested cross-validation (utiliz-
ing Dudani’s weighting function in combination with the Sakoe-Chiba constrained DTW
distance measure)

Dataset dataset = DatasetUtils.loadDataset("MoteStrain");
Distance distance = new SakoeChibaDTWDistance(true);
Classifier classifier = new DudaniKNNClassifier(distance);

Evaluator subEvaluator = new CrossValidationEvaluator (9);
DoubleTrainer subTrainer =

new DoubleTrainer(Modifiers.ELASTICITY , 0d, 25d);
subTrainer.setEvaluator(subEvaluator);

IntegerTrainer trainer = new IntegerTrainer(Modifiers.KNN , 1, 10);
trainer.setTrainer(subTrainer);

Evaluator evaluator = new CrossValidationEvaluator (10, 0);
double error = evaluator.evaluate(trainer , classifier , dataset);

ThreadUtils.shutdown(evaluator);

System.out.format("%.3f\n", error);

System.out.println("error , expected , parameters");
for (FoldResult fr : (( CrossValidationEvaluator) evaluator).getResults ())

System.out.format("%.3f, %.3f, " + fr.bestParams + "\n",
fr.error , fr.expectedError);

The fap.trainer.Modifiers class defines a modifier for each parameter of each classi-
fier of the sub-package fap.classifier.NN and each distance measure of the sub-package
fap.distance that relies on parameters. Listing 3 uses two of these modifiers: KNN to set
the number of nearest neighbors and ELASTICITY to set the relative width of the warping
window. Their source codes are given in Listing 5.

3.6. Auxiliary Interfaces

The fap.util and fap.callback sub-package auxiliary interfaces and classes briefly de-
scribed in this subsection are intended to support mechanisms for monitoring, terminating,
and resuming long-running processes, as well as their parallelization.

By implementing the Resumable interface (Fig. 12), classes that perform long-running
tasks indicate that their execution can be interrupted and resumed from near the break-
point. Via the isDone method, they should report whether the task has already been com-
pleted, and the isInProgress method should report whether it is still in progress (if the
result of both methods is false, it means that the execution has not yet started). The func-
tion of the reset method is to reset the internal state of the object for reuse (for example, if
the same trainer is to be used to train another classifier after finishing training the previous
one).

Classes supporting multi-threaded execution must implement the Multithreaded inter-
face (Fig. 12), which declares getter/setter methods to set and read the number of threads,
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Listing 4. The output of the code shown in Listing 3

0.050
error , expected , parameters
0.023, 0.046, [1, 14.0]
0.055, 0.042, [6, 23.0]
0.039, 0.043, [4, 17.0]
0.071, 0.041, [6, 17.0]
0.055, 0.045, [1, 25.0]
0.039, 0.045, [4, 21.0]
0.063, 0.049, [6, 6.0]
0.063, 0.033, [4, 16.0]
0.024, 0.045, [4, 16.0]
0.063, 0.039, [6, 21.0]

Listing 5. Implementation of the modifiers of the number of nearest neighbors of the kNN
classifier, and the width of the warping window of constrained elastic distance measures

public static final ClassifierModifier <Integer > KNN =
new ClassifierModifier <>() {

@Override
public void set(Classifier classifier , Integer value) {

(( KNNClassifier) classifier).setK(value);
}

};

public static final DistanceModifier <Double > ELASTICITY =
new DistanceModifier <>() {

@Override
public void set(Classifier classifier , Double value) {

Distance distance =
(( DistanceBasedClassifier) classifier).getDistance ();

(( ConstrainedDistance) distance).setR(value);
}

};
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and for stopping them (threads might not be stopped automatically after completing a
task in order to optimize resource usage in case of reusing the same object for executing
multiple tasks).

Parallel execution of some tasks requires that each thread be provided with a copy
of the objects involved in the process of the task realization. For example, for each par-
allel partitioning of the dataset into testing and training subsets within repeated holdout
evaluation, it is necessary to provide a copy of the trainer and classifier, and if the trainer
changes the parameters of the distance measure used by the classifier, then also a copy
of the distance measure. The ability of a class to make copies of objects of its type is
indicated by implementing the Copyable interface (Fig. 12). Whether it is necessary to
make a deep copy of the object is indicated by the value of the boolean parameter of the
makeACopy method. For example, if a trainer changes the parameters of a distance mea-
sure, different copies of a classifier cannot share the same distance measure, and when
copying a classifier, a copy of the associated distance measure must also be made. The
parameterless form of this method is a shortcut for deep copying. The result of calling
these methods should be a copy of the corresponding object.

<<interface>>
Multithreaded

+ int getNumberOfThreads()
+ void setNumberOfThreads(int)
+ void shutdown()

<<interface>>
Resumable

+ void reset()
+ boolean isDone()
+ boolean isInProgress()

<<interface>>
Copyable

+ Object makeACopy()

+ Object makeACopy(boolean)

Fig. 12. Interfaces for resumable, multi-threaded and copyable tasks

Supporting monitoring the progress of task execution is indicated by implementing
the Callbackable interface (Fig. 13) and it should be realized by regularly calling the
callback method of the provided Callback object. The Callback object should report
the desired number of callbacks via the getDesiredCallbackNumber method, and through
setPossibleCallbackNumber, the Callbackable object can indicate the maximum number
of callbacks it can perform. For example, if a Callback object requests 100 callbacks, but
the task in question consists of only 60 steps, the number of possible callbacks should
be reported as 60. Initialization and reading of the current number of callbacks should
be enabled via the setCallbackCount and getCallbackCount methods. The purpose of the
getProgress methods is to map the number of callbacks from the range of the possible
number to the range of the desired number of callbacks.

The AbstractCallback abstract class provides basic data structures and a basic im-
plementation of the methods of the Callback interface. The fap.callback sub-package
besides it (and the Callback and Callbackable interfaces) also contains two concrete
implementations: the SystemOutCallback class prints a specified character on the stan-
dard output with each callback, and the ProgressBarCallback class displays the progress
through a given progress bar.
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<<interface>>
Callback

+
int getDesiredCallbackNumber()+

void setPossibleCallbackNumber(int)

+ int getPossibleCallbackNumber()

+

int getCallbackCount()

+

void setCallbackCount(int)

+ void callback(Object)

+ int getProgress()

+ int getProgress(int)

<<interface>>
Callbackable

+ void setCallback(Callback)

+ Callback getCallback()

AbstractCallback

# int desiredCBNumber =  30

# int possibleCBNumber =  30
# int cbCount =  0

+ AbstractCallback()

+ AbstractCallback(int)

Fig. 13. Interfaces for callbackable tasks

4. Conclusions

In this paper, we presented the basic interfaces and classes around which our FAP library
was built and demonstrated the ease of its utilization through examples of applying re-
peated and nested stratified cross-validation [65] to evaluate the performance of the 1NN
and the variant of the weighted kNN classifier based on Dudani’s scheme [19], paired
with the unconstrained and the Sakoe-Chiba [56] constrained Dynamic Time Warping
[7] (dis)similarity measure. In addition, we gave an insight into some more advanced
capabilities of the framework, such as storing calculated distances between time series
in memory to avoid multiple calculations, multi-threaded classification, evaluation and
training of classifiers, and tuning of distance measure parameters for more efficient use
of modern, multi-core processors, using pre-generated distance and neighbour matrices
to speed up NN classifiers, as well as mechanisms for monitoring, interrupting and con-
tinuing interrupted long-term processes (considering environments where the availability
of computers to run long-term experiments is not continuous - for example, university
computer centers and classrooms).

Motivated by the need to develop a new representation of time series based on cubic
splines [40, 43], the library was gradually expanded with new capabilities that enabled its
application in both research [42, 39, 24, 10] and education [41]. Currently, the FAP library
contains implementations of a number of distance measures based on linear matching of
time series data points, the basic elastic measures whose elasticity can be constrained by
applying either the Sakoe-Chiba band or the Itakura parallelogram [30], various variants
of the NN classifier, multiple representations of time series, the main techniques for evalu-
ating classifier performance (holdout, leave-one-out, cross-validation) with the possibility
of multiple repetitions and nested evaluation, as well as classes for training classifiers and
tuning parameters of distance measures.

In the future, we plan not only to expand the already existing sub-packages of the
FAP library with additional capabilities, but also to implement solutions related to other
areas of time series analysis and mining (such as, for example, clustering, anomaly de-
tection, and prediction). Furthermore, believing that it may also be useful to other re-
searchers and practitioners, the FAP library is open source and freely available via GitHub
(https://github.com/zgeller/FAP.git).
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10. Bratić, B.: Approximation algorithms for k-NN graph construction. Phd thesis, University of
Novi Sad, Serbia (2021), https://nardus.mpn.gov.rs/handle/123456789/18059

11. Cha, S.H.: Comprehensive Survey on Distance/Similarity Measures between Probability Den-
sity Functions. International Journal of Mathematical Models and Methods in Applied Sciences
1(4), 300–307 (2007), http://www.gly.fsu.edu/∼parker/geostats/Cha.pdf

12. Chaovalit, P., Gangopadhyay, A., Karabatis, G., Chen, Z.: Discrete wavelet transform-
based time series analysis and mining. ACM Computing Surveys 43(2), 1–37 (jan 2011),
https://dl.acm.org/doi/10.1145/1883612.1883613

13. Chen, L., Ng, R.: On The Marriage of Lp-norms and Edit Distance. In: Nasci-
mento, M.A., Özsu, M.T., Kossmann, D., Miller, R.J., Blakeley, J.A., Schiefer, K.B.



1400 Zoltán Gellér, Vladimir Kurbalija, and Mirjana Ivanović
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Abstract. Federated Learning (FL) has gained attention for its promising privacy
protection. In FL, clients train local gradients on their data without sharing raw data
to update the global model. However, security issues persist. Attackers can infer
original data from local gradients, compromising privacy, while a malicious cloud
server may tamper with uploaded parameters, leading to incorrect aggregation. Con-
sidering this, we focus on the above issues in FL: (1) privacy protection of the pa-
rameters uploaded by clients and (2) verification of the correctness of the aggregated
result from a cloud server. In response to these issues, this article proposes VSAF,
a verifiable and secure aggregation scheme for federated learning in edge comput-
ing. Using a linear homomorphic hash function, we design a lightweight verifica-
tion algorithm for aggregated gradients. To protect gradient privacy, we combine
the Bloom filter and Shamir’s secret sharing to design a single masking protocol.
Detailed analyses and experiments demonstrate the security and efficiency of the
proposed scheme.

Keywords: Federated Learning, Privacy-preserving, Correctness Verification, Edge
Computing.

1. Introduction

As the Internet of Things (IoT), along with mobile devices, becomes more widespread,
more and more computing tasks can be processed on the edge devices [6,33,37]. In recent
years, edge devices have become increasingly intelligent and more powerful, enabling the
use of edge computing [26]. This allows for transferring computing tasks and stored data
from central servers to devices at the network’s edge [34, 35]. As a result, both comput-
ing efficiency and data privacy protection are improved. Therefore, how to effectively use

⋆ Corresponding author
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these large numbers of IoT devices and the data they generate has become a hot research
topic in academia and industry [26, 36]. Many institutions and enterprises are conducting
machine learning on edge nodes [5, 7, 11]. For example, the Google team has used its
users’ smartphones for training to predict the next word on the virtual keyboard and per-
form a music recognition search [11]. However, a critical and sensitive issue is that users
would not like Google to access their private data for these services.

To address such an issue, Federated Learning (FL) has received widespread atten-
tion since it has performed well in privacy protection and ensured data security. FL is
a technology that can achieve distributed machine learning whilst protecting data pri-
vacy [25, 27, 31]. In edge computing scenarios like vehicular networking, healthcare,
and finance, FL has been widely used to achieve cross-device, cross-platform, and cross-
institutional machine learning cooperation. Nonetheless, FL still has two issues that need
to be addressed.

The first is how to prevent privacy leakage [12, 18, 24, 41]. Attackers or servers can
infer information about the dataset used for training by the client from the gradients up-
loaded by the client, resulting in privacy leakage of the client. Some works depict this
attack. For instance, Melis et al. [18] proved that the uploaded gradients may expose
the privacy of clients’ local data. Zhu et al. [41] trained on an image dataset and proved
that the client’s gradients would leak information about the images in its private dataset.
Again, the second issue effectively verifies the aggregated result’s correctness [29, 38].
It is possible for a malicious central server to modify the aggregated result of gradients
and return incorrect results, leading to a failure of convergence of the training model. In
addition to this, a lazy server may deliberately omit some users’ gradients to save com-
putational overhead and only aggregate the gradients of some other users, resulting in an
inaccurate global model and affecting the model’s convergence and efficiency [16, 29].
Hence, verifying the correctness of aggregated results while simultaneously protecting
users’ data privacy in an edge computing environment is challenging.

To solve the privacy protection problem, some researchers have contributed their
mechanisms [1, 2, 4, 20] on privacy-protected FL. Phong et al. [20] used additive homo-
morphic encryption to protect model parameters and achieve secure aggregation. How-
ever, homomorphic encryption generates higher communication and computational over-
heads. M. Abadi et al. [1] designed a deep learning framework that integrates differential
privacy and a gradient descent algorithm to protect users’ data privacy. Nevertheless, dif-
ferential privacy can cause an accuracy loss problem. Another more direct method is to
blind the gradient directly. Keith Bonawitz et al. [4] introduced a double masking scheme,
based on the (t, n) threshold secret sharing, to protect users’ gradients. However, this
scheme has a considerable restriction on the threshold t; that is, if the threshold t is less
than or equal to ⌊n2 ⌋, the cloud server may divide all users into two sets: A and B on
average, deceive users in set A (or B) to obtain the secret shares of users in set B (or A);
thereby infringing on the privacy of users in set B (or A). Of course, if the value of t is
too small, the cloud server can divide more sets and then resist such a privacy attack. In
addition, the double masking scheme masks the user’s local gradient twice to protect user
privacy, and two masks will generate more computational overhead and communication
overhead to a certain extent.

To verify the aggregated result’s correctness in FL, existing schemes [16, 29] use ho-
momorphic hash functions HH to verify the aggregated result. Each user uses HH to



VSAF: Verifiable and Secure Aggregation Scheme... 1407

generate proof for local gradients and uploads the hash values to the cloud server. The
users receive the aggregated result of proofs from the server and verify the correctness
of the gradients’ aggregated result by determining if the aggregated result of proofs is
consistent with the proof of the gradients’ aggregated result. However, researches [16,29]
allows the cloud server to collude with some users, and then the cloud server can obtain
the homomorphic hash function owned by the users. Thus, after maliciously modifying
the gradients’ aggregated result, the server can change the aggregated result of hash values
to prevent users from detecting this malicious behavior [9].

To avoid this problem, researchers [8,13,40] delegate the authority to aggregate proofs
to each user, as each user sends gradient’s proof to the cloud server, and the cloud server
broadcasts them to the other users. Next, each user verifies the other users’ proofs. Af-
ter verification passes, all proofs are aggregated and used to verify the correctness of the
aggregated result. These approaches increase the users’ computational and communica-
tion overhead and cannot resist lazy servers’ deletion attacks (Deletion attack refers to the
sluggish behavior of lazy servers to save computing resources and communication over-
head by only summarizing or broadcasting some users’ data. From the user’s perspective,
it is as if the server has ‘deleted’ some users’ data). Therefore, these approaches may
cause inaccurate aggregated results and affect model convergence efficiency.

To address the above issues, we propose a verifiable and secure aggregation scheme
for federated learning in edge computing called VSAF. To protect the privacy of user
gradients, we design a single masking protocol based on the (t, n) threshold secret shar-
ing mechanism and the Bloom technique. This protocol supports the dropout of some
users while also protecting their privacy. To verify the correctness of the aggregated result
while also discovering lazy servers, we developed a lightweight verification algorithm.
This algorithm combines a homomorphic hash function with dual servers, reducing the
computation and communication overheads of the user for verification. The users send
the proofs for verification to the Trusted Authority (TA) and local gradients to the aggre-
gation server, preventing the lazy and tampering behavior of the server by leveraging the
mutual distrust between these two servers. To optimize verification efficiency, we plan to
outsource the verification operation to the TA to reduce the user’s computation overhead.
In addition, since we use the homomorphic hash function for verification, the overhead
for verification is independent of the gradient dimension, which can reduce the user’s
computation and communication loads.

The key contributions of this work are as follows:

(1) Design a single masking scheme to protect the privacy of user gradient and also tol-
erate the dropout of some users. Compared with the double masking scheme, we lift
the restriction on the threshold t and simultaneously reduce some communication and
computation overheads.

(2) Put forward a lightweight verification algorithm that leverages linear homomorphic
hash function to realize the verification for the correctness of aggregated results. This
method gives the aggregation authority of hash values to a trusted authority, which
reduces the computation overhead of user verification, and it can also detect the lazy
aggregation server in time.

(3) Achieve that the communication overhead for verification is independent of the gra-
dient dimension, the dropout rate, and the number of users; thereby diminishing the
communication overhead for verification.
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(4) Implementation and evaluation VSAF. The comprehensive theoretical analysis and
experimental results of the proposed scheme demonstrate its security and efficiency.

The remainder of this article is organized as follows: we first review the related work
in Section 2 and introduce the preliminaries in Section 3. Then, we depict the problem
statement in Section 4, followed by the description of our scheme VSAF in Section 5.
After that, we analyze the security of VSAF in Section 6, and evaluate the performance
in Section 7, and finally, concluding remarks and future directions are given in Section 8.

2. Related Work

2.1. Privacy Protection Schemes in Federated Learning

To address the privacy leakage problem caused by intermediate parameters in federated
learning, many privacy protection schemes [1,4,15,20,23] have been proposed. To prevent
attackers from recovering the training set from intermediate parameters through numer-
ical methods, Phong et al. [20] use additive homomorphic encryption to protect model
parameters and achieve secure aggregation. However, all participants employed the same
key for the encryption and decryption of the model parameters. If any participant leaks the
key pair to the attackers, the privacy of all participants will be at risk of being revealed. In
addition, homomorphic encryption has a high computational overhead. Li et al. [15] use
homomorphic encryption to encrypt the training data and directly train on the ciphertext,
so thus, the data privacy is protected, but the computational overhead is still significant.

Bonawitz et al. [4] propose a double masking scheme, implemented based on secure
multi-party computation and pseudo-random generator. This scheme can achieve privacy
protection for the parameters uploaded by participants while also achieving robustness for
users who are dropping out. However, it incurs high communication and computational
overheads. Shokri et al. [23] propose a joint deep learning framework that prevents the
server from directly accessing the training dataset and uses differential privacy to perturb
some of the gradients. Abadi et al. [1] introduce a deep learning scheme that integrates
differential privacy with a gradient descent algorithm, adding appropriate Laplace noise
during gradient descent so that the local gradient satisfies differential privacy. However,
the differential privacy can lead to the model’s accuracy loss. Although these works [1,23]
achieve privacy protection with smaller computational and communication overheads, it
is necessary to balance privacy and accuracy.

2.2. Verifiable Aggregation Schemes in Federated Learning

Several researches on verifiable federated learning have been done in recent years, such
as [10, 16, 19, 30, 32, 39, 40], and many of them are verifiable federated learning schemes
focused on verifying the correctness of aggregated results [10, 16, 19, 30, 40]. Specifi-
cally, these schemes detect malicious or lazy dishonest behavior of aggregation servers
by verifying the correctness of aggregated results. Other schemes [32, 39] focus on vari-
ous aspects of verification, which are mainly related to detecting server failure issues and
verifying the integrity of the gradients.

In [10,19,30], the server returns the aggregated result and its proof to the users, so they
can utilize the proofs to verify the correctness of aggregated results and justify whether
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the server is trusted or malicious. Zhou et al. [40] utilized homomorphic hashing com-
bined with signature techniques to verify the aggregated result, in which all clients must
take part in the verification process to verify the correctness of the parameters of other
clients. However, with the increase in the number of participants, the time cost of the
verification process increases. Li Lin et al. [16] proposed a discrete logarithm-based ver-
ification scheme that verifies the correctness of the aggregated result and discovers inert
cloud servers simultaneously. However, in the above schemes, each user must validate
other users’ data before verifying the accuracy of the aggregated result. Furthermore, the
increase in the number of users will lead to an increase in verification operations. There-
fore, the larger the number of users, the higher the verification costs. At the same time,
the communication overhead of the verification operation is also increased linearly with
the dimension of the gradient.

To detect the server failure issues and verify the integrity of the gradients, Zhao et
al. [39] and Zhang et al. [32] have proposed different schemes. Zhao et al. [39] intro-
duced the PVD-FL framework that employs a cryptographic-based matrix multiplication
(EVCM) algorithm for the encryption and verification of parameters. However, it can only
verify the incorrect aggregated result caused by problems such as insufficient computing
power and device failure of honest users and does not support detection and verification of
malicious behavior by the dishonest cloud server. Zhang et al. [32] designed a verifiable
federated learning scheme based on an online/offline signature method that realizes the
integrity verification of gradients during the transmission process. However, this scheme
cannot verify the incorrect aggregated result or detect the malicious behavior of the cloud
server.

Unlike previous works, we propose a verifiable and secure aggregation scheme for
federated learning in edge computing (VSAF). The proposed scheme can protect users’
privacy, detect the aggregation server’s tampering and lazy behavior, and effectively re-
duce verification communication and computational overheads.

3. Preliminaries

3.1. Federated Learning

The general federated learning framework is shown in Fig. 1, existing one cloud server
and N clients. Each client is a user, denoted as ui:1≤i≤N , who trains a local gradient
xi:1≤i≤N based on the local dataset Di:1≤i≤N and sends xi to server.

During this training process, the user ui’s gradient is typically computed using the
Stochastic Gradient Descent (SGD) algorithm. Specifically, ui first uses the global model
W and the local dataset Di to compute the gradient, xi

xi = ∇L(W,Di) (1)

Here, xi represents the direction of the steepest descent. The loss function is denoted by
L(•), and its derivative is represented by∇L(•). The inputs to this function are the global
model W and the dataset Di.
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Fig. 1. The general federated learning framework

After receiving enough gradients, the cloud server acts as an aggregation server to ag-
gregate the gradients and send users the aggregated result, which is computed as follows:

z =

N∑

i=1

xi (2)

in which z is the aggregated result.
The users update the global model W based on z and use W to carry out the next

round of training. The global model update is computed as follows:

W = W − η
z

N
(3)

in which, η is the learning rate.
Finally, repeat the above steps until the model converges or reaches the desired train-

ing accuracy.

3.2. Secret Sharing

This scheme employs Shamir’s (t,N)-threshold secret sharing protocol [22]. The secret is
divided into N shares, where N represents the number of users. A pre-set threshold, t, is
established. The secret can only be reconstructed by gathering at least t shares. Precisely,
the (t,N) threshold secret sharing protocol consists of the following steps:

(1) {(ui, si)}ui∈U ← S.share(s, t, U): This sharing algorithm divides the secret s into
N shares. The inputs include the secret s, the threshold t (satisfying t ≤ ∥U∥), and
the user set U (∥U∥ = N represents the number of users in the user set). The output
is the share si for each user ui.

(2) s ← S.recon({(ui, si)}ui∈U ′ , t): This is a reconstruction algorithm. The inputs in-
clude the secret share si from users in the set U ′ and the threshold t, where ui ∈
U ′ ⊆ U and t ≤ u′. The output of the algorithm is the secret s.
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3.3. Homomorphic Hash

We use homomorphic hash functions to construct our verification scheme to achieve ver-
ification for the correctness of the aggregated result from the server and to defend against
forgery attacks and deletion attacks from the server. Here, forgery attacks refer to when
the Cloud Server (CS) forges aggregated results and sends them to the users.

If a file is divided into several file blocks, the homomorphic hash function can inde-
pendently compute the hash value for each block. By aggregating these hash values, we
can derive the hash value for the entire file. This scheme’s homomorphic hash algorithm
comprises three main components:

(1) hi ← HH.hash(x): the Hash algorithm, input, and output are a d-dimensional vector
x and a hash of x. In this scheme, the d-dimensional vector x refers to the user ui local
gradient, and hi is the gradient’s hash value of the user ui. The specific calculation
process of the hash value hi can be expressed as follows:

hi =

d∏

j=1

g
xj

j mod p (4)

Here, we randomly select d distinct elements from the cyclic group G of prime order
q, where gj is the jth element. xj denotes the jth dimensional element of vector x and
p is a large prime number.

(2) HH proof ← HH.agregate(hi): This is the aggregation algorithm for hash val-
ues. The input is the hash value of each user, and the output is the aggregated value
of all the user hashes, called HH proof in this scheme, which is used to achieve
verification for the accuracy of aggregated results from the server.

(3) HH va← HH.verify(HH proof, z): This is a verification algorithm designed to
check the correctness of the aggregated result from the cloud server. The inputs are
the aggregated result HH Proof of all the user hashes and the aggregated result z of
all the user local gradients. The output is HH va, representing the evaluation of the
aggregated result, and its value is either 0 or 1: the result is correct, and verification
passes with value 1, and 0 if otherwise. The above process is specifically formulated
as follows:

HH proof
?
= HH.hash(z) (5)

3.4. Bloom Filter

This work employs the Bloom filter [3] to efficiently determine whether a query element
belongs to a given set S of n elements. Using k independent hash functions BFH1, BFH2,
. . . , BFHk, each element in S is mapped to k positions in an m-bit vector BF , initially
set to 0. Adding an element involves setting the k mapped positions to 1. To check mem-
bership of an element w, BFHi(w) (1 ≤ i ≤ k) is used to verify if all k positions are 1.
If any position is 0, w /∈ S; otherwise, w is assumed to be in S. While Bloom filters opti-
mize query efficiency and memory usage, they are prone to false positives, where w /∈ S
but is falsely identified as a member. The false positive rate is (1 − e

nk
m )k, minimized to

2−k when k = (ln 2) · mn .
In this scheme, we use the Bloom filter to defend the server against deceiving attacks

by verifying that the user requested by the server is dropped. The process unfolds as
follows:
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(1) BFi ← BFH(ui): This is a hash algorithm, where the input is the identity number
ui of the online user and is mapped onto the vector BFi through k independent hash
functions BFHi:1≤i≤k. BFi represents the online status of the user ui and is the
proof that the user is online.

(2) BF ← BF.aggregate(BFi): This aggregation algorithm will map all online users
to a vector BF . The input is the mapping vector for each user, and the output vector
represents the online status of all users. The calculation process of vector BF is:

BF =
⋃

ui∈µ

BFi (6)

where µ denotes the set of online users.
(3) BF va← BF.verify(BF, S): This is a verification algorithm. The input is the set S

of some users and the vector BF that reflects the user’s online status. This algorithm
is used to verify whether the users in set S belong to online users. The output value
is 0 or 1. If BF va = 0, it indicates that users in set S are not online. If BF va = 1,
it indicates that the users in set S are online users.

3.5. Key Agreement

This scheme uses the Diffie-Hellman (DH) key agreement protocol to create a secure
channel between any two users, and this channel is used to negotiate the generation of
shared random numbers. Specifically, we acknowledge that a group G has a prime order
q, and g is the generator of G. Subsequently, the DH protocol in this scheme is composed
of these two algorithms:

(1) (ski, g
ski) ← DH.gen(G, p, q): This algorithm is a key pair generation algorithm.

The output key pair (ski, gski) is the public and private keys of the user ui respec-
tively.

(2) ski,j ← DH.agree(ski, g
skj ): The algorithm is a shared key generation algorithm.

The inputs are the private key ski and the public key gskj , which belong to user ui

and user uj , respectively. The output is the shared key si,j , enabling secure commu-
nication between users ui and uj .

4. Problem Statement

In this section, we initially present the system model, followed by an introduction to the
threat model, our design goals, and an overview of our VSAF.

4.1. System Model

The proposed system contains three types of entities: N users provide data at the edge, a
cloud server (CS), and a trusted authority (TA), as depicted in Fig.2 the system model of
the proposed VSAF.

Users: The participants who join federated learning are typically computing nodes at
the network edge, such as smartphones, computers, and other IoT devices. Each user has
a local dataset and is trained based on the local dataset.
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Cloud server
Trusted authority

Users

∙
∙
∙

1. Keypair generation and distribution2. Share secrets and compute mask

3. Send masked gradients

4. Return the aggregated result

5. Verify result

3. Send the proofs of gradients and Online

4. Return the aggregated proofs

Fig. 2. System model of VSAF

Cloud Server (CS): In this system, the cloud server collects the local gradients that
the users upload and aggregates the gradients. Then, the server sends the aggregated result
to the users. Using this result, users update the global model and proceed to the next round
of training.

Trusted Authority (TA): TA mainly generates and distributes initialization parame-
ters in this system. Specifically, TA generates some initialization parameters for the user,
such as the initial global model and the key pairs for encryption. In addition, it is respon-
sible for generating the users’ online proofs, which can help the users resist the deceiving
attack of the server. TA also generates the aggregation verification proof, assisting the
users to verify the correctness of the aggregated result from the server.

4.2. Threat Model

We assume the following threat model:

(1) Malicious and lazy CS: We consider that CS may tamper with users’ data or omit
some users’ data to save computational load during the aggregation process. There-
fore the CS in this scheme is not honest but a curious server.

(2) Semi-honest Users: In this system, the users perform the protocol honestly despite
interested in other users’ data, and attempting to get access to other users’ data.

(3) TA: TA is trustworthy, and will strictly adhere to the protocol, and will strive to
maintain the privacy of users.

In this scheme, we have the following assumptions for the threat model: the CS cannot
collude with the TA but may collude with fewer than t users and tamper with or delete
user-uploaded data during aggregation. The CS can also launch deception and deletion
attacks during parameter aggregation and verification to extract users’ local gradients or
compromise the aggregated result.

Deceiving attacks: While resolving the dropout problem, since the CS is not trust-
worthy, it may deceive the online users by falsely claiming that certain users have dropped
out to obtain their secret shares. Then, CS reconstructs the masks of these users, enabling
it to compute their local gradients and thus violate their privacy.

Deletion attacks: In typical verification schemes, users send their local gradients and
corresponding proofs to the CS, which then aggregates and distributes the results along
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with the proofs to the users for verification. However, to reduce computational and com-
munication overhead, the lazy CS may aggregate only the gradients from a subset of users
and send the aggregated result along with their proofs. It appears the server has ”deleted”
the data from specific users, and users cannot detect this deletion through the verification
algorithm.

4.3. Design Goals

Specifically, this work should meet the following design goals:

• Privacy. Our proposed VSAF aims to protect users’ gradients’ privacy, preventing
adversaries from recovering users’ sensitive data from the gradients and defending
against deceiving attacks.

• Verification. VSAF should be able to detect deletion attacks to ensure the correctness
of the aggregated results.

• Efficiency. VSAF aims to achieve efficient communication and computation for ver-
ification, saving on communication and computational overheads.

4.4. Overview of VSAF

The processes of VSAF are divided into four rounds: negotiation and distribution of keys,
generation and distribution of shares, generation and uploading of ciphertexts and proofs,
and aggregation and verification of parameters. We will explain these four rounds in detail
in the next section.

(1) Negotiation and Distribution of Keys (Round 1): TA generates key pairs for each
user and public parameters HHpp and BFpp for the homomorphic hash function and
bloom filter algorithm. Then, TA distributes key pairs and public parameters to the
corresponding users.

(2) Generation and Distribution of Shares (Round 2): All users share their one private
key through Shamir’s secret sharing technique. Then, the users encrypt the shares and
distribute the ciphertext of the shares to the corresponding users with the help of the
server.

(3) Generation and Uploading of Ciphertexts and Proofs (Round 3): According to
the DH protocol, any two users negotiate a shared key and then use this key as a
seed to generate a mask for encrypting the local gradient. Each user uses the bloom
filter and homomorphic hash function to generate online proof and verification proof.
Finally, the ciphertexts and proofs are sent to CS and TA.

(4) Aggregation and Verification of Parameters (Round 4): The users verify the CS’s
request based on the online proof and upload the secret shares of the dropped users.
CS recovers the masks using the secret shares, then derives the unbiased aggregated
result based on these masks, and finally sends this result to online users. The users
verify the correctness of the aggregated result based on the proof of verification.
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Implementation of VSAF

Round 1 (Negotiation and Distribution of Keys)
TA :
• Generate two key pairs (Npk

i , Nsk
i )← DH.gen(G, p, q) and (Mpk

i ,Msk
i )← DH.gen(G, p, q) for each user ui.

• Generate public parameter HHpp of the linear homomorphic hash algorithm.
• Generate public parameter BFpp of the bloom filter algorithm.

• Send (Npk
i , Nsk

i ), (Mpk
i ,Msk

i ), HHpp and BFpp to the corresponding users.
User ui :
• Receive {(Npk

i , Nsk
i ), (Mpk

i ,Msk
i ), uid

i , HHpp, BFpp} from TA.

• Send two public keys (Npk
i ,Mpk

i ) to CS, and use the CS to broadcast the public keys (Npk
i ,Mpk

i ) to other users.
CS :
• Receive (Npk

i , Nsk
i ) from users. Set µ1 as the set of users whose messages are received by CS, in which µ1 ⊆ µ and µ1 is the set of all users.

Moreover, ensure that |µ| ≥ t.
• Generate the id number ui for user ui ∈ µ1, so that CS can number the users who sent the messages, where all the ui are different from

each other and used to generate users’ online proofs.
• Send {ui, N

pk
i ,Mpk

i }ui∈µ1
to each user ∈ µ1.

Round 2 (Generation and Distribution of Shares)
User ui :
• Receive {ui, N

pk
i ,Mpk

i }ui∈µ1
from CS.

• Generate the shares of Nsk
i as {(ui, si,j)}uj∈µ1

← S.share(Nsk
i , t, | µ1 |), where si,j is the share of user ui to user uj .

• Compute Ci,j ← DH.Enc(DH.agree(Msk
i ,Mpk

j ), ui || uj || si,j), where Ci,j is the ciphertext of user ui to user uj .
• Send the ciphertext {Ci,j}uj∈µ1 to CS.

CS :
• Receive the ciphertext {Ci,j}uj∈µ1

from user ui ∈ µ2, in which µ2 ⊆ µ1 and µ2 is the set of users whose messages are received by CS. In
addition, ensure that | µ2 |≥ t.

• Broadcast the ciphertext {Ci,j}uj∈µ1 to user uj ∈ µ2.
Round 3 (Generation and Uploading of Ciphertexts and Proofs)
User ui :
• Receive the ciphertext {Cj,i}ui∈µ2,uj∈µ1

and ensure that µ2 ⊆ µ1 and | µ2 |≥ t.

• Negotiate the shared key Si,j ← DH.agree(Nsk
i , Npk

j ) with user uj ∈ µ2 according to the DH protocol, where Si,j is the shared key between
user ui and user uj .

• Compute the masks mski,j ← PRG(Si,j), where PRG() is a pseudorandom generator.
• Get a local gradient xi, after training on local dataset.
• Mask the gradient xi as x̂i ← xi +

∑
uj∈µ2:i<j mski,j −

∑
uj∈µ2:i>j mski,j .

• Compute the verification proof of the local gradient hi ← HH(xi).
• Compute the online proof BFi ← BFH(uid

i ), where uid
i is the identity number for user ui.

• Send the encrypted gradient {x̂i} , and proofs {hi, BFi} to CS and TA, respectively.
CS :
• Receive {x̂i} from user ui ∈ µ3, where µ3 is the set of users who send messages to CS and TA. Besides, ensure that µ3 ⊆ µ2, | µ3 |≥ t.
• Send a list of µ2\µ3 to each user in µ3.

TA :
• Receive {hi, BFi} from user ui ∈ µ3, where µ3 is the set of users who send messages to CS and TA. Furthermore, ensure that µ3 ⊆ µ2,
| µ3 |≥ t.

• Compute the verification proof of the aggregated result as HH proof ← HH.aggregate(hi).
• Compute the online proof of all the users in the set µ3 as BF ← BFH.aggregate(BFi).
• Send the proofs {HH proof,BF} to each user ui ∈ µ3.

Round 4 (Aggregation and V erification of Parameters)
User ui :
• Receive a list of µ2\µ3 form CS and the proofs {HH proof,BF} from TA.
• Compute BF va ← BF.verify(BL, µ2\µ3), where BF va is used to determine whether the users in µ2\µ3 are online or dropout. If the

verification passes, then continue. Otherwise, abort and start over.
• Decrypt Ci,j from dropped users as {ui || uj || si,j} ← DH.Dec(DH.agree(Msk

i ,Mpk
j ), Ci,j).

• Send {ui || uj || si,j}uj∈µ2\µ3
to CS.

CS :
• Receive {si,j}uj∈µ2\µ3

form users ui ∈ µ4, where µ4 ⊆ µ3 and | µ4 |≥ t, otherwise, abort and start over.

• Reconstruct private keys Nsk
i ← S.recon({ui, si,j}uj∈µ4

, t) for users ui ∈ µ2\µ3.

• Compute the shared key Si,j ← DH.agree(Nsk
i , Npk

j ) and the masks mski,j ← PRG(Si,j), where ui ∈ µ2\µ3 and uj ∈ µ3.
• Compute the aggregated result as ∑

ui∈µ3

xi ←
∑

ui∈µ3

x̂i −
∑

ui ∈ µ3,
uj ∈ µ2\µ3 : i < j

mski,j +
∑

ui ∈ µ3,
uj ∈ µ2\µ3 : i > j

mski,j

• Broadcast the aggregated result z =
∑

ui∈µ3
xi to the user ui ∈ µ4.

User ui :
• Receive the aggregated result z form CS and verify the correctness of the aggregated result z as HH va← HH.verify(HH proof, z).
• Accept z and move to Round 1, if the HH va = 1. Otherwise, abort and start over.

Fig. 3. The detailed description of VSAF

5. The Proposed VSAF

The proposed scheme VSAF includes three types of entities: N users at the edge, a cloud
server (CS), and a trusted authority (TA). In addition, it also includes four rounds: Nego-
tiation and Distribution of Keys (Round 1), Generation and Distribution of Shares
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(Round 2), Generation and Uploading of Ciphertexts and Proofs (Round 3), Aggre-
gation and Verification of Parameters (Round 4). The interaction details of each entity
in different rounds are shown in Fig. 3.

5.1. Negotiation and Distribution of Keys (Round 1)

TA mainly generates key pairs (Npk
i , Nsk

i ) and (Mpk
i ,Msk

i ) for users, as well as the
necessary public parameters HHpp and BFpp for the homomorphic hash function and
the bloom filter algorithm. Then, the TA assigns an identifier to each user. After that, it
sends the key pairs and the public parameters to the corresponding users. Specifically, the
key pairs generated by TA for user ui are as follows:

(Npk
i , Nsk

i )← DH.gen(G, p, q) (7)

Similarly, (Mpk
i ,Msk

i ) is also generated in this way. Npk
i and Mpk

i are public keys,
and Nsk

i and Msk
i are private keys.

After receiving messages from TA, all users will use the CS to broadcast the public
keys Npk

i and Mpk
i to other users. Set µ1 as the users who send messages to the CS.

After receiving the messages, the CS generates the identifier ui to number the users who
sent these messages and then sends {ui, N

pk
i ,Mpk

i }ui∈µ1
to each user. Note that all users

have only two states: online or dropped.

5.2. Generation and Distribution of Shares (Round 2)

Let µ2 be the set of users who perform secret sharing in Round 2. After completing the
Round 1, the user ui(ui ∈ µ2) secretly shares private key Nsk

i to other users. The purpose
of secret sharing is to allow the CS to request the secret shares of the dropped users from
the online users, thereby recovering the dropped users’ private keys. Subsequently, the CS
calculates the masks to correct its aggregated result. The secret share procedure is shown
below:

{(ui, si,j)}uj∈µ1
← S.share(Nsk

i , t, | µ1 |) (8)

where S.share(•) is the Shamir’s (t,N) threshold secret sharing algorithm. In the input,
Nsk

i is the private key of user ui, |µ1| is the number of shares into which Nsk
i needs to

be divided, and t represents the minimum number of shares required to reconstruct Nsk
i .

The output includes |µ1| secret shares si,j that user ui sends to user uj .
User ui sends shares to the CS, which forwards them to the corresponding users. The

message sent is shown below:

Ci,j ← DH.Enc(DH.agree(Msk
i ,Mpk

j ), ui || uj || si,j) (9)

where DH.Enc(•) is an encryption algorithm based on the DH protocol that encrypts
the user identity numbers ui, uj , and the secret share si,j using DH.agree(Msk

i ,Mpk
j )

as the encryption key. Ci,j denotes the ciphertext sent from user ui to user uj .
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5.3. Generation and Uploading of Ciphertexts and Proofs (Round 3)

After Round 2, the users receive Ci,j from CS and will decrypt them in Round 4.
After that, any two users negotiate the shared key Si,j between them according to the

DH protocol. The negotiation procedure is as follows:

Si,j ← DH.agree(Nsk
i , Npk

j ) (10)

Here, DH.agree(•) is the shared key negotiation algorithm, which takes as input the
private key Nsk

i of user ui and the public key Npk
j of user uj . The output is the shared

key Si,j between user ui and user uj . The shared key Si,j serves as the seed for a pseudo-
random generator responsible for producing masks. The generation formula is as follows:

mski,j ← PRG(Si,j) (11)

where PRG(•) is a pseudo-random generator. It takes as input a shared key, which is
negotiated between users ui and uj following the DH protocol. The output is the mask
mski,j , which is used by user ui and user uj for masking the local gradient; moreover,
the mask is equal in length with the gradient.

Every user performs training on their local dataset and obtains their local gradient,
denoted as xi.

After local training, user ui encrypts the local gradient xi as follows:

x̂i ← xi +
∑

uj∈µ2:i<j

mski,j −
∑

uj∈µ2:i>j

mski,j (12)

In the abovementioned formula, mski,j is the mask shared by users ui and uj , where
both ui and uj belong to µ2. ui uses mski,j to mask the local gradient xi, and then
obtains the encrypted gradient xi by adding mski,j to the local gradient xi (where i<j),
subtracting mski,j (where i>j).

Next, the user ui calculates both the local gradient’s verification proof and the online
proof:

hi ← HH(xi) (13)

BFi ← BFH(ui) (14)

Finally, ui sends the encrypted gradient {x̂i} to the CS, the verification proof, and the
online proof {hi, BFi} to the TA.

Let µ3 be the set of users who send messages to CS and TA. The CS sends a list of
µ2\µ3 to each user in µ3, requesting the offline users’ shares for unmasking the aggre-
gated result. Here, µ2\µ3 represents the users in set µ3 but not in set µ2.

TA aggregates the verification proofs hi and online proofs BFi of all users and broad-
casts the two aggregated proofs to users. The aggregation mechanism is as follows:

HH proof ← HH.aggregate(hi) (15)

BF ← BFH.aggregate(BFi) (16)

where HH proof denotes the verification proof of the aggregated result, which is used to
verify the correctness of the gradient aggregated by CS. BF denotes the online proof of
all users in the set µ3, and any user can verify whether a particular user is online through
BF .
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5.4. Aggregation and Verification of Parameters (Round 4)

After receiving the list µ2\µ3 from the CS, to defend against the CS’s deceiving attack, the
users will verify whether the users in µ2\µ3 are dropped users. The verification procedure
is as follows:

BF va← BF.verify(BL, µ2\µ3) (17)

The BL.verify(•) algorithm is a verification algorithm, used to verify whether the users
in µ2\µ3 are dropped out. The inputs are the set of dropped users µ2\µ3 sent by CS and
the users’ online proof BL sent by TA. If the output is 1, it indicates that all users in the
set µ2\µ3 are offline, and the verification is successful. If not, the verification fails, and
users decline to send the shares of users in the set µ2\µ3 to the CS.

In Round 3, each online user receives the ciphertext Ci,j of the secret shares from
other users. Therefore, after the verification is passed, users will only decrypt the Ci,j of
those who have been dropped, specifically those who have shared their secret shares but
have not uploaded the ciphertext of their gradients. The decryption algorithm is expressed
as follows:

{ui || uj || si,j} ← DH.Dec(DH.agree(Msk
i ,Mpk

j ), Ci,j) (18)

where DH.Dec(•) is a decryption algorithm based on the DH protocol that decrypts the
ciphertext Ci,j using DH.agree(Msk

i ,Mpk
j ) as the decryption key.

Next, users send the shares of the dropped users to CS. Let µ4 represent the set of
users who send information to the CS. CS receives shares from at least t users; otherwise,
it stops. After receiving enough shares, CS reconstructs the private key Nsk

i of the dropped
user ui, where ui ∈ µ2\µ3. The reconstruction algorithm is as follows:

Nsk
i ← S.recon({ui, si,j}uj∈µ4

, t) (19)

CS calculates the masks of the dropped users based on Nsk
i , and calculated as follows:

mski,j ← PRG(DH.agree(Nsk
i , Npk

j )) (20)

For the subscripts i and j, where ui ∈ µ2\µ3, and uj ∈ µ3

Afterwards, CS uses mski,j to correct the aggregated result:
∑

ui∈µ3

xi ←
∑

ui∈µ3

x̂i −
∑

ui ∈ µ3,
uj ∈ µ2\µ3 : i < j

mski,j +
∑

ui ∈ µ3,
uj ∈ µ2\µ3 : i > j

mski,j (21)

Lastly, CS sends the aggregated result z =
∑

ui∈µ3
xi to each user. After receiving z, the

users will verify it. The verification process is as follows:

HH va← HH.verify(HH proof, z) (22)

where HH.verify(•) represents the aggregated result verification algorithm, and the in-
puts are the verification proof HH proof and the aggregated result z. If the output is 1, it
indicates the aggregated result is accurate, the verification is successful, and users accept
the aggregated result z, moving on to the next training round. If not, the verification fails,
leading to a halt in training and a restart.
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6. Security Analysis

This section will analyze and prove the security of our scheme. Firstly, we will demon-
strate that our scheme will protect user local gradients’ privacy (Input Privacy). Secondly,
we will conduct a security analysis on server forgery and deletion attacks. Finally, we will
demonstrate that our verification scheme is correct.

6.1. Privacy Protection of the Gradients

Firstly, as can be inferred from the previous text, we employ a single masking scheme to
ensure the privacy and security of the user’s local gradient. Every user masks the local
gradient as:

x̂i = xi +
∑

uj∈µ2,i<j

mski,j −
∑

uj∈µ2,i>j

mski,j (23)

There is a lemma that, if we have some uniformly random numbers added to the inputs
of users, the result will appear uniformly random.

In our threat model, the server is honest but curious. Moreover, it may collude with
fewer than t − 1 users to infer a specific user’s input privacy. In addition, if the server is
malicious, the subsequent sections on correction of the aggregated result and correction
of verification will ensure that our scheme is secure. Next, before proving our scheme’s
input privacy, we must introduce some useful notation. We denote Cloud Server by the
set S, the n users participating in federated learning by the set U , and introduce a security
parameter k for the cryptographic primitives, using t to denote the threshold in Shamir’s
secret sharing. Because of the user dropout problem, we denote by Ui the set of users
whose local parameters are received by the CS in round i − 1. The number of users may
change each round as users can drop out of training anytime. Hence, we have U3 ⊆ U2 ⊆
U1 ⊆ U . We denote by Ui\Ui+1 the users whose messages were received by the server
in round i− 1, but not received in round i.

Let W ⊆ U ∪ S be a set of corrupt parties. The combined perspective of all parties
within W is characterized by a random variable REALU,t,k

W (xU , U1, U2, U3), where k
stands for a security parameter and t is the threshold in our protocol. This view includes
the parties’ input in W , randomness, and all communications received from parties out-
side of W . Additionally, the party will remain receiving messages until it drops out and
stops receiving messages. Then, we will postulate two theorems to discuss the security
of the input privacy in our protocol. In these theorems, one considers the collusion of ac-
tive adversarial users, and the other is based on the collusion between Cloud Servers and
users. Ultimately, they can show that any collusion between these parties cannot infringe
on the privacy of others.

Theorem 1: (Safeguarding against collaborative assaults from multiple users) For
all k, t, xU and U3 ⊆ U2 ⊆ U1 ⊆ U , a PPT simulator SIM exists with an output
indistinguishable from REALU,t,k

W :

REALU,t,k
W (xU , U1, U2, U3) ≡ SIMU,t,k

W (xU , U1, U2, U3) (24)

Proof: As we only consider the collusion between multiple users excluding the Cloud
Server, the joint view of the parties in set W is independent of the inputs from users not
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in W . A perfect simulation can be achieved by having the simulator operate all honest
users on false inputs while running the honest but curious users on their actual inputs. As
the messages received by users from Cloud Server only include the set of the online users
and final aggregation but do not (contain) the true value of x̂n, the simulator can utilize
random numbers to mask all honest users’ inputs, instead of using true values. Hence,
the parties in W will be unable to determine if the input from honest users is true or
dummy. Ultimately, the simulated perspective of parties in set W is identical to the actual
perspective REALU,t,k

W .
Theorem 2: (Guarding against collaborative assaults from users and the Cloud Server)

For all k, t, U, xU ,W ⊆ U ∪ S, nW = |W\S|, nW < t, and U3 ⊆ U2 ⊆ U1 ⊆ U , a
PPT simulator SIM exists, generating an output that, computationally, cannot be differ-
entiated from the output of REALU,t,k

W :

REALU,t,k
W (xU , U1, U2, U3) ≡ SIMU,t,k

W (xU , U1, U2, U3) (25)

Proof: We will employ a conventional hybrid argument to provide proof for the above
theorem. The approach is gradually executing an array of secure alterations on the actual
view, which eventually results in the output of the simulated view being computationally
identical to the output of the real view.

Hyb1: In this hybrid, regarding the interaction among users in Round 1, we em-
ploy a random numeral to substitute the shared key among any interacting entities for
the message’s encryption/decryption. Specifically, assuming that we fix any two users
ui, uj ∈ U2\W,ui ̸= uj , ui and uj are honest users, so then the simulator modifies the
conduct of all upright participants by employing a uniformly random numeral ri,j as a
replacement for the shared key DH.agree(Nsk

i , Npk
j ) between ui and uj . Subsequently,

ui and uj will use a random number ri,j to encrypt and decrypt the messages based on the
symmetric encryption system. Eventually, the DDH assumption will ensure this hybrid
is computationally identical to the real protocol.

Hyb2: In this hybrid, the simulator will use a random number (this random number is
the same length as the data that honest users need to encrypt) to replace the data that all
honest users ui(ui ∈ U2\W ) want to encrypt. In the subsequent Rounds, when the CS
requires users to upload the offline users’ shares to unmask the ciphertexts of the offline
users, all honest users will upload the real shares (i.e., the shares of random numbers used
by this hybrid). By altering the data to be encrypted, we ensure, through the properties
of symmetric authenticated encryption, that this hybrid is distinguishable from the actual
protocol.

Hyb3: Here, the simulator will use shares of random numbers with appropriate length
instead of NSK

i ’s shares from all honest users ui who are in the set U2 but not in W .
Hence, the security of Shamir’s secret sharing ensures the indistinguishability of this hy-
brid from the actual protocol.

Hyb4: In this hybrid, we first select any two users ui and uj′ , who are from the set
U2\W and ui ̸= uj′ . Then, for the shared key Si,j′ = DH.agree(Nsk

i , Npk
j′ ) between ui

and uj′ , the simulator selects a random number S
′

i,j′ uniformly for replacement. Specifi-
cally, for the user ui, instead of sending
x̂i = xi +

∑
uj∈U2:i<j PRG(Si,j) − ∑

uj∈U2:i>j PRG(Si,j),
SIM submits
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ŵi = wi+
∑

uj∈U2\{uj′}:i<j PRG(Si,j)−
∑

uj∈U2\{uj′}:i>j PRG(Si,j)+△i,j′PRG(S
′

i,j),

where△i,j′ =

{
1, i < j′

−1, i > j′

For uj′ , there exists x̂j′ = xj′ +
∑

ui∈U2
△i,j′PRG(S

′

i,j)
Subsequently, the DDH assumption certifies this hybrid as indistinguishable from

the authentic protocol.
Hyb5: Based on the previous hybrid, the simulator, in this hybrid, replaces the output

of PRG(s
′

i,j′) with a random number that is uniformly selected. The simulator merely
replaces the output of PRG, thus the security of the pseudo-random generator makes this
hybrid indistinguishable from the actual protocol.

As can be seen from the previous hybrids, the distribution of these hybrids cannot be
differentiated from the actual protocol, so thus, this completes and finalizes the proof.

6.2. Correctness of the Aggregated Result

By following our scheme honestly, the server can ensure that an accurate aggregated result
z is ultimately obtained by the users. If the users and Cloud Server (CS) follow our scheme
honestly, users can ultimately get a correct aggregated result z.

In Round 4, the CS requests the shares of dropout users after receiving parameters
uploaded by the online users. After the request from the CS, is verified by the users, the
CS receives the secret shares from the users who have dropped out. The CS retrieves the
dropout users’ private key Nisk and calculates its mask mski,j . Finally, the CS calculates
the aggregated result:

z =
∑

ui∈U3

xi =
∑

ui∈U3

x̂i −
∑

ui∈U3,uj∈U2\U3

△i,jmski,j (26)

where△i,j =

{
1, i > j

−1, i < j

Therefore, according to the above formula, CS can ultimately obtain the correct ag-
gregated result for online users.

6.3. Correctness of Verification

Up to t− 1 users are allowed to collude with the server in our scheme, which means that
the CS can obtain the homomorphic hash function HH and users’ verification scheme.
Therefore, if we make the CS aggregate the hash values of the users’ gradients or make
the CS broadcast the hash values to each user to aggregate the hash values, a malicious CS
may tamper with the aggregated result of the users’ gradients and modify the aggregated
result of the hash values at the same time, or a lazy CS may ”delete” the local gradients
and the hash values of some users in order to save computational resources, which may
result in inaccurate aggregated result.

Under our assumptions above, neither of these two malicious behaviors of the CS will
be detected by users, which will violate the original intention of verifiable federated learn-
ing. Therefore, our scheme delegates the operation of merging the hash values of the local
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gradient updates from the users to the TA. In this scenario, the CS may tamper with the
users’ gradients or omit some users’ gradients during aggregation to save computational
overhead. Alternatively, the CS may add noise to affect the aggregated result’s accuracy.
However, since the TA and CS are not colluding, these actions will cause the hash value
of the aggregated result to differ from the aggregated result of hash values. By comparing
these two values, each user can detect these malicious behaviors by the server. Therefore,
this scheme can resist malicious attacks such as forgery and deletion from CS.

7. Performance Analysis and Evaluation

7.1. Performance Analysis

In this subsection, we choose five MPC (Multi-Party Computation) based schemes, which
are VerifyNet [29], VerSA [9], PFLM [13], VERIFL [8] and PVFL [40] as well as a
HE (Homomorphic Encryption) based scheme (VPFL [32]) to analyze and compare the
communication and computation overheads. In Table 1, n is used to represent the total
number of users, d stands for the gradient dimension, and ϕ signifies the count of users
who have dropped out.

Communication Overhead Analysis In Table 1, we analyze the outgoing communica-
tion of the user and the server in these schemes. [29] first proposed a secure and verifiable
federated learning scheme, but it did not achieve the independence of the communica-
tion overhead for verification from the gradient dimension. Analysis of this scheme re-
veals that the communication overheads for each user and the server are O(n + d) and
O(n2 + nd + n + d), respectively. In [9], the main communication overhead lies in the
user uploading the encrypted gradient and n secret shares and the server forwarding the
data uploaded by the user. Thus, the communication overhead for each user is O(n+ d),
while for the server, it is O(n2 + nd). [13] adopts a double masking protocol to protect
privacy, and the user needs to receive n − 1 masked messages from the server to verify
the correctness of the aggregated result. Thus, the communication overheads for each user
and the server are O(nd) and O(n2 + nd), respectively.

Again, in the work [8], all users need to receive the commitments and hash values of
other online users from the server, which leads to some communication overhead, we can
derive that the communication overhead for each user is O(n + d), while for the server
is O(n2 + nd). In [40], the communication overhead is mainly caused by the differential
privacy mechanism, and the user needs to negotiate noise with other users. Therefore, its
communication overhead is O(nd) for each user and is O(n2d) for the server. [32] pro-
poses a distributed encryption of gradients algorithm, which can reduce the computational
overhead of encryption but increases the communication overhead. Therefore, the com-
munication overheads for each user and the server are O(nd) and O(n2d), respectively.

Computation Overhead Analysis. Since VPFL [32] realizes the integrity verification
of gradients during the transmission process, but it cannot verify the incorrect aggregated
result or detect the malicious behavior of the cloud server, we only analyze and compare
the computational overhead of these schemes [8,9,13,29,40]. The comparison of the com-
putation overheads between these schemes is shown in Table 1. The privacy-preserving
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Table 1. computation and outgoing communication overhead
Outgoing Communication Computation Overhead

Schemes Each user Server Each user Server
VerifyNet [29] O(n+ d) O(n2 + nd+ n+ d) O(nd+ n) O(n2 + nd+ d)

VerSA [9] O(n+ d) O(n2 + nd) O(nd+ n) O(n2 + nd)

PFLM [13] O(nd) O(n2 + nd) O(n2 + nd+ n) O(n2d)

VERIFL [8] O(n+ d) O(n2 + nd) O(nd+ n+ d) O(n2 + nd)

PVFL [40] O(nd) O(n2d) O(nd+ n+ d) O(nd)

VPFL [32] O(nd) O(n2d) \ \
Our scheme O(n+ d) O(n2) O(nd) O(n2)
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Fig. 4. The comparison of our scheme VSAF and PFLM [13] and VerSA [9] with respect
to communication overhead for verification and total communication overhead. (a), (b),
(c), and (d) compare the three schemes under 0% and 30% dropout rates, showing how
the communication overhead varies with gradient dimension. Specifically, (a) illustrates
the communication overhead for verification for each user per iteration, (b) illustrates the
communication overhead for verification of CS per iteration, (c) illustrates the total
communication overhead for each user per iteration, and (d) illustrates the total
communication overhead of CS per iteration. (e), (f), (g), (h) compare the three schemes
under 0% and 30% dropout rates, showing how the communication overhead varies with
the number of users. Specifically, (e) illustrates the communication overhead for
verification for each user per iteration, (f) illustrates the communication overhead for
verification of CS per iteration, (g) illustrates the total communication overhead for each
user per iteration, and (h) illustrates the total communication overhead of CS per iteration
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Fig. 5. Comparison of the time costs for each user and server under different dropout
rates in our scheme. (a), (b), (c) show the time cost variations with gradient dimension
for each user and CS in our scheme under 0%, 10%, 20%, and 30% dropout rates.
Specifically, (a) illustrates the time cost for verification of each user per iteration, (b)
illustrates the total time cost for each user per iteration, and (c) illustrates the total time
cost for CS at each iteration. (d), (e), (f) show the time cost variations with the number of
users for each user and CS in our scheme under 0%, 10%, 20%, and 30% dropout rates.
Specifically, (d) illustrates the time cost for verification of each user per iteration, (e)
illustrates the total time cost for each user per iteration, and (f) illustrates the total time
cost for CS at each iteration
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Fig. 6. The comparison of our scheme VSAF and PFLM [13] and VerSA [9] in terms of
time cost for verification and total time cost. (a), (b), (c) compare the three schemes
under 0% and 30% dropout rates, showing the time cost varies with gradient dimension.
Specifically, (a) illustrates the time cost for verification of each user per iteration, (b)
illustrates the total time cost for each user per iteration, and (c) illustrates the total time
cost for CS at each iteration. (d), (e), (f) compare the three schemes under 0% and 30%
dropout rates, showing the time cost varies with the number of users. Specifically, (d)
illustrates the time cost for verification of each user per iteration, (e) illustrates the total
time cost of each user per iteration, and (f) illustrates the total time cost of CS at each
iteration
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schemes in [8, 9, 13, 29] are mainly based on the double masking protocol, so the com-
putation overhead of these schemes mainly comes from generating secret shares, masks,
and ciphertexts.

[29] designs a verification scheme based on a homomorphic hash function and pseudo-
random technology. The computation overhead for each user and server is O(nd+n) and
O(n2 + nd + d), respectively. In [9], the proposed scheme of the computation overhead
for verification lies in generating secret shares, masks, and proofs. Therefore, the compu-
tation overhead is O(nd+n) for each user and O(n2+nd) for the server. [13] proposes a
verification scheme based on a variant of ElGamal encryption, the computation overhead
amounts to O(n2 + nd + n) for each user and O(n2d) for the server. Using homomor-
phic hash technology and commitment scheme, [8] develops a verification scheme. The
computation overhead of this scheme is O(nd+n+ d) for each user and O(n2 +nd) for
the server. [40] combines a variant of double masking protocol and differential privacy
to design a privacy-preserving scheme, and uses a linear homomorphic hash to design a
verification scheme. Thus, the computation overhead for each user is O(nd + n + d),
while for the server, it is O(nd).

7.2. Experimental Settings

We implemented a prototype of our scheme, VSAF, by Python 3 and Charm-Crypto. Since
our encryption scheme is based on MPC (Multi-Party Computation), the model accuracy
is unaffected. Therefore, we set the gradient data in the same way as PFLM [13], randomly
selecting data from a normal distribution N(50, 20). We implemented the DH protocol
based on the discrete logarithm problem. Then, using this DH protocol and Shamir’s
(t,N)-threshold secret sharing protocol, we implemented the relevant parts of our VSAF.
In our scheme, we also implemented a linear homomorphic hash function for verification
using the charm-crypto library. This function is irreversible and does not leak gradient
information. Every experiment was conducted on a 64-bit Ubuntu OS 20.04.6 version,
equipped with an Intel i3-10105 CPU and 4GB memory.

7.3. Experimental Results

Since VerifyNet is a classic secure and verifiable FL scheme, PFLM [13] and VerSA
[9] are more representative than the other four masking-based schemes. Therefore, we
compare the simulation experimental results of the proposed scheme with the PFLM and
VerSA. We analyzed the performance of these three schemes by continuously adjusting
the number of participating users N , the gradient dimension d, and the users’ dropout
rate.

Communication Overhead. In our scheme, the communication overhead for verifica-
tion of each user mainly consists of the following two aspects: (1) In the Generation and
Uploading of Ciphertexts and Proofs phase (Round 3), the user must upload proof of the
gradient. (2) In the Aggregation and Verification of Parameters phase (Round 4), each
user must receive a cryptographic proof from the TA validating the aggregated result. In
Fig.4(a) (b) (c) (d), these subfigures illustrate the communication overhead varies with
the gradient dimension and we set the number of users N = 20, with a threshold of
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t = ⌊N2 ⌋ + 1, i.e., t = 11. In Fig.4(e) (f) (g) (h), these subfigures illustrate the varia-
tion in communication overhead with the number of users. and we set gradient dimension
d = 10000 and threshold t = ⌊N2 ⌋+ 1.

In Fig.4(a) (b), in both the PFLM [13] and VerSA [9] schemes, we see that, for both
users and CS, the communication overhead for verification linearly varies with the di-
mension of the gradient. However, in the case of the VSAF scheme, the communication
overhead for verification does not vary with the gradient dimension. This is due to our
verification scheme utilizing a linear homomorphic hash function. It should be noted that
the function we designed can compress d-dimensional data into one-dimensional data,
thereby achieving independence of the communication overhead for verification from the
gradient dimension.

As shown in Fig.4(e), in both the PFLM [13] and VerSA [9] schemes, both users and
CS, the communication overhead for verification grows directly with the number of users.
We can see that the communication overhead for verification of our VSAF almost remains
constant regardless of the number of users. The reason is that, in PFLM and VerSA, each
user needs to process the proofs of other users, which will result in the number of users
affecting each user’s communication. However, the users of our scheme only send their
verification proofs and receive the aggregated verification proofs, so the change in the
number of users has no impact on the per-user communication overhead for verification.
Thus, our VSAF realizes that the verification’s communication overhead for users does
not depend on the number of users.

As we can see from Fig.4(a) (e), whether the dropout rate is 0% or 30%, the commu-
nication overhead of users for verification does not significantly change with the variation
of the dropout rate. In VSAF, the users only send their verification proofs and receive
the aggregated verification proofs, so the change in the dropout rate does not affect each
user’s communication overhead for verification. Thus, our proposed VSAF ensures the
independence of users’ communication overhead for verification from the dropout rate.

From Fig.4, we can see that the communication overhead of VSAF is more negligible
than the PFLM [13] and VerSA [13]. Both PFLM [13] and VerSA [9] use a double mask
scheme for privacy protection, while we use a single masking scheme, which reduces the
users’ communication overhead by O(n). In addition, in PFLM [13], each user is required
to receive other users’ proofs, while in our scheme, the users do not need to receive the
proofs of other users. Thus, the users of our scheme have an additional O(n) reduction in
communication overhead compared to PFLM [13].

Computation Overhead In Fig.5 and Fig.6, for sub-figures (a)(b)(c), we set the number
of users N = 20, and the threshold t = ⌊N2 ⌋+1, that is, t = 11. For sub-figures (d)(e)(f),
we set the gradient dimension d = 10000, and the threshold t = ⌊N2 ⌋+1.

As shown in Fig.5(d), each user’s time cost for verification of these schemes does not
significantly vary with a rise in the number of users. In our scheme, users only need to
generate verification proofs of their own gradients through a homomorphic hash function,
without requiring other users’ data. Hence, the user’s computation overhead for verifica-
tion of our scheme should be independent of the number of users. Furthermore, as we
can see from Fig.5(a) (d), the time cost for verification per user does not change with the
variation of the dropout rate. Since the dropout rate reflects the changes in the number of
users, and each user’s computation overhead for verification is independent of the number
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of users, the computation overhead for verification of each user is also independent of the
dropout rate.

In Fig.5(b) (e) (c) (f), it is clear that the total time cost for users and CS increases with
the growth in either the gradient dimension or the number of users. The reason is that, as
the gradient dimension and the number of users increases, the data volume that users and
CS need to process also increases, leading to an increase in total time cost. Furthermore,
in these four sub-figures, the total time cost for users or CS increases as the dropout rate
increases. This is due to the fact that our scheme uses the Shamir secret-sharing technique,
and a rise in dropout users results in more secrets needing recovery, thereby increasing
the total time cost. Additionally, as in sub-figures (b) (e), the changes in user time cost
are not evident with the increases in the dropout rate, because we use a single masking
scheme that is improved from the double mask scheme. In our scheme, online users only
need to decrypt the shares’ ciphertext of the dropout users and send it to CS; unlike the
double mask scheme, where online users need to decrypt the ciphertext of all users.

From Fig.6, compared with the VerSA [9] and PFLM [13] schemes, it is clear that
our VSAF is superior in terms of computation overhead, because our scheme is more
lightweight than VerSA and PFLM concerning privacy protection and verification. In
terms of privacy protection, VerSA [9] and PFLM [13] use a double mask scheme, while
our VSAF uses a lightweight single masking scheme improved from the double mask
scheme. Furthermore, in terms of verification, PFLM [13] uses Identity-Based Aggregate
Signature technology and a variant of ElGamal encryption, which will generate a lot of
time cost. VerSA [9] still designs a verification scheme based on the double mask, while
VSAF uses a linear homomorphic hash function to construct a lightweight verification
scheme and outsources the aggregation process of verification proofs to a third party that
does not collude with CS, thereby reducing the verification cost.

Defending Against Gradient Reconstruction Attacks As shown in Fig.7, both our
VSAF scheme and the FedAvg scheme [17] were trained via federated learning on the
MNIST and CIFAR-10 datasets, respectively. During training, we applied a Gradient Re-
construction Attack to each method. The results indicate that under this attack, the FedAvg
scheme was able to recover image information after approximately 70 rounds on MNIST
and around 210 rounds on CIFAR-10. In contrast, our VSAF scheme did not leak any
image information.

8. Concluding Remarks and Future Work

In this work, we propose VSAF, a verifiable and secure aggregation scheme designed for
federated learning in edge computing. VSAF employs a combination of single masking
with Bloom filtering for lightweight, dropout-tolerant privacy protection of user gradients.
A linear homomorphic hash function is used to design a verification algorithm that ensures
correct aggregation while minimizing verification overhead. Security analysis confirms
the high security and correctness of VSAF, supported by comprehensive theoretical and
experimental results.

In future work, we aim to reduce computational and communication overheads whilst
ensuring robustness to user dropouts. In addition, we seek to develop methods to correct
erroneous aggregated results while verifying their correctness.
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Fig. 7. Defending against gradient reconstruction attacks
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Abstract. Orthodox Christian icons are a very valuable part of the national his-
torical heritage of Bulgaria. To preserve and properly present data about icons, it
was created a web-based platform Virtual Encyclopedia of Bulgarian Iconography
(BIDL). It contains icon descriptions and context explanations as well as informa-
tion about icon painters, drawing methods, and painting techniques used, for a large
number of icons all over Bulgaria. Observation and contemplation about the icons
can be motivated by religious feelings, in which case icons are viewed as an aid in
worship, or by interest in their artistic features. In both cases, it is important and
useful to get information about an observed icon at the site of observation and at
the time while observing. In this work, we presented a mobile application based on
augmented reality technology that facilitates and speeds up access to iconographic
content stored on the BIDL platform. The main goal, based on image recognition
by a specially designed augmented reality module, is providing instantaneous and
on-site information about the concrete icon observed by the visitors of churches and
monasteries, or museums and galleries. The classical search over a large database,
requiring keywords such as geographical location, name of the church, and sim-
ilar, to access the proper information is avoided, since the icons are immediately
recognized.

Keywords: Augmented reality, Mobile applications, Cultural heritage, Orthodox
iconography.

1. Introduction

Icons are pictures on wood, fabric, glass, stones, or other materials, representing God’s
images, the Lord Jesus Christ, the Mother of God, Saints, holy persons, and biblical scenes
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and events. They are expressions of Orthodox Faith, teaching, and worship. Icons are trea-
sured in churches, monasteries, and other holy places, but also in homes, museums, and
art galleries. To properly present these immeasurably valued items of Bulgarian national
heritage, it was developed a web-based platform called the Virtual Encyclopedia of Bul-
garian Iconography (BIDL) [22]. This Encyclopedia contains information about hundreds
of Bulgarian icons from the 9th to the 19th century located in many churches, monasteries,
museums, and other places.

The primary purpose of icons is to help in worship by aiding the observer to focus
on the divine things while observing an icon. At the same time, icons are very valuable
artistic artifacts from ancient times to date. For an observer, motivated by either religious
or artistic interest, it is important to get more detailed information about a concrete icon,
the subject of his interest. It is reasonable to assume that observers desire to get this
information on the site and at the time when an icon is in focus of their interest. In that
respect, searching over BIDL appears as a time-consuming option, uncomfortable to be
performed on-site, and which also requires providing additional data to find the icon in the
database. This data necessary for a BIDL search might not be available for an observer
which can also misinterpret similar icons. Further, a kind of disappointment would be
receiving the answer that the related information is unavailable in BIDL after spending
some time on the search. Therefore, in this paper, we present an augmented reality (AR)
technology-based application for mobile devices that overcomes these disadvantages.

The main idea is that the AR technology-based application for mobile devices rec-
ognizes an icon by the camera of the mobile device and immediately leads to the corre-
sponding link with the desired information or, in rare, but still possible cases, issues the
answer that such data is not available. The recognition is performed by a specially de-
signed Augmented Reality Icon Recognition (ARIR) mobile application. This application
is realized for both Android and iOS supported devices and it will be freely accessible
on the corresponding markets Google Play and App Store, respectively. The ARIR appli-
cation is implemented as an upgrade to the BIDL, and, therefore, the complete system is
called AR-BIDL.

The remaining sections of the paper are structured as follows. In section 2, we review
the literature that concerns the usage of augmented reality for the presentation improve-
ment of cultural and religious heritage. In section 3 we present the motivation for this
work and identify the main goals. Based on the main goals we define the system archi-
tecture and provide the implementation details in section 4. In section 5 we explain how
the system is used and identify the potential users of the system. Experimental testing and
verification of the system are given in section 6. The scalability of the system of potential
growth is discussed in section 7 while section 8 presents the conclusion.

2. Related work – AR at religious places

Augmented reality, as one of the emerging trends and technologies in libraries, galleries,
museums, and archaeological sites helps increase interest and knowledge about cultural
heritage, especially among the younger generation [18], [11], [3]. Various types of AR so-
lutions have been explored in order to immerse visitors in cultural heritage content [24],
[5], [12]. Literature reviews on the application of augmented reality in cultural heritage
show that augmented reality mobile applications have a positive impact on the immersion
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and engagement of visitors to cultural sites [26]. Such mobile applications can provide
guided tours to enhance visitor’s experience at cultural heritage sites [15]. Also, appli-
cations can provide interactive storytelling to visitors by recognizing the monuments or
their parts [28]. AR applications can be used to show educational content about artworks
in galleries or outdoors, as for instance pictures on ancient rocks [23], [1], [30].

Special types of applications concern the usage of augmented reality at religious
places for digital storytelling about historical and spiritual content. AR in religious places
is used to provide an innovative interactive way that enhances visitors’ understanding and
meaning of the religious content. Moreover, augmented reality technologies can be used
to preserve, and display virtual reconstructions of religious places to visitors.

A mobile application based on augmented reality is developed to better present the
cultural heritage of the religious place of Piazza dei Miracoli in Pisa [6]. Augmented re-
ality technology is used to provide historical information about important landmarks in
the open space of this location. The application guides visitors to nearby places through
different periods and shows information about important stages using augmented reality.
The visitor chooses between nearby landmarks that he wants to explore and visualize the
important data for that selection by using augmented reality. A virtual timeline is embed-
ded to explore data from different epochs and the chosen period overlays 3D models or
images over the current state. The study’s findings showed that this engaging application
can improve visitors’ experiences in exploring the information at the location [6].

To preserve and better present religious heritage the AR is used for the virtual outdoor
reconstruction of the demolished Reformed Church from Brasov City [2]. The application
developed for mobile devices was used to recognize the place where the church existed.
The recognition of the current state is based on image recognition and uses photos cap-
tured from different angles and stored in the local database. The application shows vir-
tual reconstruction based on the visitor’s location and recognition of the place where the
church existed. The old photos overlap the current state which is the field of view of the
visitor camera. The results of the visitor’s survey showed that the AR application for the
reconstruction of religious and cultural heritage is easy, interesting, and enjoyable to use.

The paper [14] presents how a 3D scanned model was used to reconstruct the Ex-
eter Cathedral west front. This reconstruction is used to recreate the colors of the façade
stonework that existed in the past. The main goal was to optimize the 3D colored model
for augmented reality visualization. In this way, visitors can use augmented reality to
recognize the current façade and see the colorized reconstruction of stone parts.

The photogrammetry technique for 3D model generation can be used to preserve vir-
tual religious architecture. In [17], photogrammetry is used to create 3D models of the
most representative altars of the Cathedral of San Pedro in Guayaquil, Ecuador. Using
augmented reality, the photogrammetric generated 3D altar models are used to present re-
ligious heritage and increase learning about religious content. The survey results showed
that combining AR with photogrammetric technology is effective and improves knowl-
edge about cathedral heritage [17].

Virtual reconstruction of the Ayazini Virgin Mary Church interior using augmented
reality is realized with the aim of better presentation of old religious heritage [27]. The
interior elements of the church are ruined over time and reconstruction is complex and
expensive. Therefore, the demolished church elements such as columns are modeled in
3D based on expert opinions. The mobile application is used to recognize QR codes placed
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at the exact places of demolished columns in the interior of the church. When applications
capture QR codes inside the church virtual reconstruction of columns is visible. In this
way, visitors can better explore and sense the church space.

Illustrated pages of promotional or learning material can be used for AR recognition
and immersive presentations for multimedia education about cultural and religious her-
itage. Interactive brochures created for guiding through the Temple of Debod in Madrid
are used for AR recognition [8]. AR is implemented to provide interactive storytelling
about important parts of the site. Pictures of the eight most significant engravings from
the temple walls were used in the brochure. AR recognition of temple engravings is over-
laid with multimedia historical content and enables visitors to acquire more knowledge
about them. Similarly, AR applications have been created to attract students to learn bet-
ter Malang temple history and understand temple relief art [10]. Images of temples and
temple reliefs have been used as AR markers printed on flyers and textbooks. Recognition
of AR markers shows virtual overlays as reconstructions of temples and colorization of
reliefs.

A guide based on augmented reality technology was created to recognize religious
artworks in Museo Diocesano of Milan [7]. This is a religious museum that has a col-
lection of sacred artworks. Augmented reality is used to establish interaction with the
museum exhibition and provide a deeper meaning of religious artworks. Five paintings
have been chosen for recognition with religious scenes and different meanings. Also, the
depicted scenes are not understandable to regular visitors. Recognizing the paintings and
the depicted scenes with AR technology multimedia content is used to provide detailed
explanation and interpretations.

Augmented reality may be used for the recognition of the relics in order to provide
interactive storytelling. As an example of such applications, we point out the application
designed for the Basilica of Saint Catherina of Alexandria in Galatina as an aid for the
enhancement and understanding of religious and cultural heritage [4]. The AR is imple-
mented to recognize the most famous frescoes located on the interior walls of the Basilica.
An image tracking solution is used with eleven frescos that are stored as image markers.
Recognizing the frescos, storytelling is realized by overlaying relevant multimedia con-
tent such as audio interpretation or image reconstructions. The survey results show that
this AR application is an effective and attractive tool for interpretation and learning about
frescos in this basilica as well as other places with frescos from related periods or artistic
styles.

In the related literature, AR technology was used to present, explain, and improve the
presentation of cultural and religious heritage. These applications concern the usage of
AR technology for solving specific problems on concrete indoors and outdoors in partic-
ular religious places. In such situations, the number of AR tracking objects is small, and
related multimedia content is limited in quantity and easy to handle with contemporary
digital devices and their memory capacities. Thus, all necessary data is stored locally in
the memory of the mobile device as a part of the application. Therefore, the authors didn’t
consider solutions for the storage problems and scalability of the systems.

AR system scalable architecture for large areas that uses large numbers of multi-
media objects for cultural heritage is given in [25], [16]. These systems consider out-
door location-based AR tracking technology for showing historical information to visitors
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throughout the city. The systems are made for big city areas and discuss the techniques of
optimization for content that is used in the application.

In our work, we consider image tracking solutions for a wide area that considers cul-
tural and religious heritage focused on indoor usage. The BIDL platform contains infor-
mation about many places such as churches and monasteries stored in the database and
each of these places typically has a large number of icons. Thus, the number of AR targets
is large, as well as the multimedia content associated with them. However, as a visitor can
be at only one place at a time, locally stored image markers for other locations can cause
unnecessary usage of the local memory of mobile devices. Further, the BIDL platform
enables adding new content or updating information in the server database. If icon im-
age markers are stored locally, each content modification in the BIDL, will necessarily
require an update of the mobile application AR-BIDL. Accordingly, our solution is cre-
ated to store the icon image markers on the BIDL server system. This enables scaling the
system and overcoming local storage problems. Also, the AR recognition system enables
quick information retrieval from a remote server about nearby icons.

3. Motivation

The motivation for realizing this work is based on twofold goals:

– using AR technology to speed up information retrieval about icons in visitors’ sur-
roundings,

– to provide optimized AR recognition content concerning storage of icon image mark-
ers for the visitor’s current location.

3.1. Searching problem

The BIDL platform stores a wide spectrum of places such as churches or monasteries
with descriptions of hundreds of iconographic objects stored on the server. That data is
available to visitors using web technologies. Concrete information about icons is available
using keywords or in a predefined list of icons ordered by title, author, scene, etc. This
approach has limitations whenever a visitor is at the exact location and wants to find infor-
mation about the observed icon. Searching for icon information might be time-consuming
if the visitor has no prior knowledge about icons that are of his current interest or hasn’t
prepared in advance for visitation to that place. Also, the search can be long if information
about the observed icon isn’t stored in the database.

In this work, we extend the current structure of the BIDL platform and improve search
data about concrete icons at the location of the visitor. We created a mobile application
based on augmented reality technology. This technology is used to provide a virtual signal
or element and notify the visitor about the availability of information on the observed icon.
Also, basic information can be obtained by recognizing the icons of interest and more
detailed information is provided by interacting with virtual elements. If the icon is not
recognized, this can be a signal that information about the observed icon is unavailable.
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3.2. Storage problem

To achieve the AR recognition effect, image targets of icons should be prepared for recog-
nition. AR development tools usually have two possibilities to store tracking targets, by
using local database storage or cloud recognition services.

When targets are stored locally on the device, the AR application can immediately
start icon recognition. A static solution from the point of storage where image targets
are embedded locally in the application is good for projects that do not have frequent
updates. Using this kind of target organization is unsuitable for the BIDL database since
it enables adding new iconographic content or information updates. Thus, this kind of AR
application will require editing the project and updating the application each time new
material is added to the BIDL. Also, there are local memory concerns as for all locations
covered by in the BIDL icon targets should be stored locally although only those related
to one location should be used at the time.

Cloud recognition is designed to work with huge amounts of tracking targets that can
be stored in a remote database. The popular AR tools have their custom cloud system
solutions that can accept about a hundred thousand image targets for recognition. In this
way, storage concerns of the AR mobile application are resolved. This solution enables
dynamic target editing and integration with other systems and services to store data. Also,
cloud recognition solution assumes some costs based on the frequency of targets used
per day. As the BIDL database has information about a few hundred and the potential to
have thousands of icons this solution is insufficient for point-of-data amount and extra
expenses in price terms.

Considering the storage problem, our solution provides only necessary icon image
targets for AR recognition. The application dynamically receives image targets stored
on the BIDL platform. As the database stores information about various churches and
monastery icons, the mobile application receives only content for one location at the time.
This is realized through a web service that responds depending on the location of the
visitor. The service provides image tracking and icon information that is shown when the
icon is recognized. Additionally, any new content added to BIDL will be automatically
delivered to the mobile application without updating.

3.3. Modeling AR-BIDL system

The AR-BIDL model in Fig. 1 is proposed as a solution based on the key goals that the
system has to address. The BIDL platform is on the server side with an implemented
specialized web service. This service enables communication with the client side which
is realized as an ARIR application. ARIR application combines several components to
communicate with the web service and provide information about nearby icons. When a
visitor is at the location of a church or monastery, the mobile application sends the GPS
coordinates to the web service. The web service prepares data about icons based on the
received location coordinates as a response. The ARIR application processes the response
and provides data to the AR module. Then, the AR module loads image markers for
tracking, and basic virtual information is provided upon recognition of the concrete icon.
AR module enables interaction with virtual elements such as virtual buttons projected on
screen. In this interaction, visitors receive detailed information about the icon of interest.
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Fig. 1. AR-BIDL system model

4. Architecture of the system

Based on the proposed model, a client-server architecture is developed, and the system
realized (Fig. 2). This section provides a detailed description of the BIDL system archi-
tecture with necessary web services for content delivery to the client side. Also, the ARIR
mobile application as client-side architecture is described as well as the implementation
of the entire system.
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Fig. 2. AR-BIDL system architecture
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4.1. BIDL as the Server Side

Virtual Encyclopedia of Bulgarian Iconography is based on the CultIS software platform
[13]. CultIS is selected as a versatile, flexible, and highly adaptable digital content man-
agement solution developed by the IMI-BAS team [21]. With its active development using
modern web technologies (Node JS, MongoDB, VueJS, Bootstrap, Sphinx search, etc.) it
is a stable solution for digital libraries, virtual museums, galleries, archives, and other
kinds of content management-based installments areas. It is viewed both as a suitable tool
for experts in the field, as well as an appropriate learning tool for students.

BIDL database stores detailed information about iconographic objects which are used
for semantic annotations and indexing. The iconographic object is described with a title
of the icon, iconographical object type, the author or artist, iconographical school, the
period when it is created, dimensions, location and source, identification notes, descrip-
tion, iconographical technique, and comments such as current state and restoration details
(Fig. 3). Also, each iconographical object can have associated multimedia files such as
images, audio, 3D, and video stored in a multimedia repository with metadata descrip-
tions. Especially, for the system presented in this paper, added multimedia data concerns
icon image marker information.

author description

title description

region

location

school

id

author

title type

description

comment

period

technique

start

end

year

type

year

type

base material

main image
path

descrition

Object

dimension

Images Audio Video 3D Iconimage
markers

Iconographic multimedia repository

Metadata catalogue

Fig. 3. Iconographic object and iconographic multimedia repository

Metadata structures in CultIS are managed using a dynamic model-building service
discussed in Fig. 4, [20]. It provides the ability to maintain complex structures (including



AR Support in Presentation of Orthodox Iconography 1441

Fig. 4. BIDL metadata structure
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arrays and recursive relations) and to extend them anytime. This is used for faster keyword
searches of iconography content in the BIDL database.

The BIDL has implemented an application programming interface, an API-based
backend, using the REST/JSON standard [19]. This API allows other parties (websites,
mobile or desktop apps, etc.) to connect and communicate with the platform, request data
using queries, and receive content according to their access level. These features are essen-
tial for easy and lightweight integrations with other local or cloud services and software
products. Some of those services are:

– Add object service can be used to store iconographic objects in the database,
– Edit object service serves to modify information about infographic objects,
– Delete object service is created to remove information about infographic objects from

the database,
– Group object service creates collections of iconographical objects,
– Search object service is used to achieve communication with the ARIR mobile appli-

cation and provide information about icons.

A specialized search service on the BIDL platform has been developed to receive
HTTP requests. This request has implemented the GPS location of the client-side mobile
device. The service uses this GPS location to determine the nearest church or monastery.
The service does calculations and checks if there is an orthodox object in the range of 1
km. Next, the database query delivers information about icons in the nearest church or
monastery. This information is classified by group object service, prepared in JSON for-
mat, and sent to the client side. The information stores iconographical objects information
and links to the multimedia content such as icon image markers for AR recognition.

4.2. ARIR Mobile Application Modules

The client-side is realized as the ARIR mobile application in the Unity engine. The de-
velopment is done as a cross-platform application designed for different types of mobile
devices with operating systems such as Android or iOS. ARIR consists of four modules
realized as Unity scenes. These modules are the Communication module, the GPS mod-
ule, the Info module, and the AR module as shown in Fig. 2.

GPS Module The GPS module is created to receive the geographical location provided
by a location-based service on a mobile device. The received longitude and latitude are
used for sending the request to the REST service in the BIDL using the Communication
module. Additionally, this module provides notifications about the regularity of service
response and whether to move forward with the AR module.

Communication module The Communication module exchanges data with the web ser-
vice implemented on the BIDL platform. It sends requests about the current location
in order to get information related to the iconographic objects in the nearest church or
monastery. Next, this module receives as a response data about iconographic objects from
the server. These data are parsed to provide textual information about iconographical ob-
jects. Also, data integrates links to multimedia content such as image targets for the AR
module or photos, audio, video, and for the Info module visualization.
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AR Module The AR module is developed by using the EasyAR SDK [29] to recognize
and track icons at locations such as churches or monasteries. Photos of icons are stored in
the multimedia repository on the server as AR image markers for recognition and track-
ing. The main components of the AR module and their relations are shown in Fig. 5.
Information about the locations of AR image markers on the server is provided as a part
of the response for each iconographic object. These data are provided to the special data
structure named IconographicDataManager. Iconographic objects, besides descriptive el-
ements about icons, have implemented links to the icon image markers.

The AR module starts when markers are dynamically loaded into the application us-
ing ARManager which loads marker links from IconographicDataManager and creates
IconImageMarker. In this way, for each provided link, ARManager creates an icon image
marker. Next, ARManager creates a virtual object as VRObject associated with the icon
image marker. This virtual object will be shown during the recognition. The virtual object
has an integrated virtual button, name, and unique identifiers (ID) of the icon.

When an icon is recognized, the corresponding virtual object overlays the icon with
a virtual button and basic information such as its name. The other iconographical data
can be displayed, if necessary, in this step. In interaction with the virtual objects the AR
module links to the Info module. The ID is used to identify more detailed data about the
recognized icon from IconographicDataManager and is shown in the Info module.

IconographicDataManager

Int ID

String Name

String ImageMarkerURL

…

ARManager

void CreateVirtualOject(IconID, IconName)

void CreateTarget(IconImageMarkerURL)

VRObject

Int ID

String Name

Button VirtualButton

void OnVirtualObjClick()

IconImageMarker

String ImageMarkerURL

void OnMarkerRecognized()

Create

Create

Show

Show data for iconographic object with ID in Info module 

Fig. 5. Important components of the AR module

Info module The Info module is developed to show information about a recognized icon
with the AR module. Based on the icon ID detailed information is displayed as textual in-
formation. Multimedia content such as audio, video, or 3D, is supported for visualization
in this module and it is available via a link to the BIDL multimedia repository.

4.3. Realization of ARIR

The realization of the ARIR mobile application and usage of implemented modules are
shown in Fig. 6. The application starts with the activation of a location-based service in
the GPS module. This module loads the longitude and latitude of the visitor device to op-
timize the search for the icons that will be sent from the server. Using the Communication
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Fig. 6. Algorithm of ARIR application usage.
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module these data are embedded as a part of the request and sent to the specialized search
service. The search service processes this request by comparing this data with locations
of places stored in the database such as churches or monasteries. As a response, icono-
graphic content for the nearest place is prepared and sent in the form of JSON format to
the ARIR mobile application.

The Communication module parses response data received from the server. These
data have detailed information on iconographic objects and necessary data for the AR
recognition. Data necessary for the AR module are the URL of the image markers and
basic data of the icons such as ID and name. Based on the provided URL the AR module
receives the image markers from the iconographical media repository.

AR module starts when data is successfully received from the search service and im-
age markers are loaded from a media repository on the BIDL platform. Then, the AR
tracking can begin and information about icons of interest can be quickly found at the
location. When an icon is recognized, the basic information about the icon and interactive
virtual object is displayed as an overlay during the tracking. Through the interaction with
this virtual object, the AR module activates the Info module. The info module loads and
displays detailed multimedia information about the recognized icon.

5. Usage of the ARIR

The ARIR application development concerns the creation of an interface design. As the
application is aimed for the usage at religious places, a minimalistic interface design is
used. Furthermore, the types of users are determined for the usage of the ARIR.

5.1. Interface Design

The user interface is designed according to the modules functionalities used for data vi-
sualization. Fig. 7 shows screenshots of the design of the application user interface. The
first screenshot represents the home screen design. The button on the menu activates the
procedure for the GPS module. If the location-based service is deactivated, the user has
to enable it to proceed with the application. This is presented in the second screenshot.
When a visitor enables a geolocation service background process sends a request for
iconographic data of the location. The third screenshot shows that data was successfully
received from the server, and it provides a brief explanation about the usage of AR. The
activation of the AR module, which enables the device’s camera and icon recognition, is
given in the fourth screenshot. The last screenshot represents the visualization of the Info
module, which displays more information about the identified icon.

5.2. Usage of AR-BIDL

This section presents a usage scenario for the AR-BIDL in situations usually met in prac-
tice. It is assumed that a visitor to an Orthodox church may be interested in learning more
about the interior icons. At the location, he is informed that the application AR-BIDL is
freely available at Google Play or AppStore and can be downloaded by scanning the cor-
responding QR codes printed on an info table provided at the site, or on a flyer, or shown
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(a) (b)  (c)

 (d)  (e)

Fig. 7. (a) Home screen of the application, (b) Activation of the GPS module, (c) Data
download from a server, (d) Activation of AR module, (e) Visualization of Info module.
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Icon image target 
   

Name The Annunciation 
Deesis and "St. James the Great 
preaches in Judea" 

All angel-kind was amazed 

Type Wall-painting Wall-painting Wall-painting 

Author Unknown Unknown Unknown 

Iconographical 
school 

Unknown Unknown Unknown 

Period XVII century XVII century XVII century 

Location:    

Country Bulgaria Bulgaria Bulgaria 

Province Veliko Turnovo Veliko Turnovo Veliko Turnovo 

Village Arbanasi Arbanasi Arbanasi 

Church The Nativity of Christ The Nativity of Christ The Nativity of Christ 

Source:    

Country Bulgaria Bulgaria Bulgaria 

Province Veliko Turnovo Veliko Turnovo Veliko Turnovo 

Village Arbanasi Arbanasi Arbanasi 

Church The Nativity of Christ The Nativity of Christ The Nativity of Christ 

Object Identification 
Notes 

The Annunciation, southern 
wall of the women's section. 

Deesis and "St. James the Great 
preaches in Judea" in the lower 
area, southern wall in the 
western part of the gallery 

"All angel-kind was amazed", 
the southern wall of the 
women's section. 

Object Description 

 The scene is classically 
developed. The Archangel 
Gabriel blesses the Virgin 
Mary and announces that she 
will give birth to the Son of 
God. 

The scene is classically and 
canonically developed. The 
characters in the upper area are 
Jesus Christ, the Virgin Mary 
and St. John the Baptist. In the 
lower area there is a depiction 
of St. James the Great with 
unknown characters 

The scene is classically and 
canonically developed. 

Iconographical 
technique 

Egg distemper  Egg distemper  Egg distemper 

State, restoration 
traces and 
comments:  

Cultural monument, thoroughly 
restored. Damages in the 
pictorial layer. 

Cultural monument, thoroughly 
restored. Damages in the 
pictorial layer. 

Cultural monument, thoroughly 
restored. Damages in the 
pictorial layer. 

 

Fig. 8. Some of the iconographical objects of the Nativity of Christ Church
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in some other suitable way. As an example, table at Fig. 8 shows information about three
icons in the Nativity of Christ Church.

After downloading and installing, the visitor starts the ARIR application at the loca-
tion. The GPS module receives the visitors’ location when the AR button is pressed and
then obtains information about nearby icons from the BIDL server.

The augmented reality scene opens when parameters for recognition and tracking
icons are loaded from the BIDL server. The camera on the mobile device is activated
and the visitor points the mobile device toward a specific icon as shown in Fig. 9 (a). The
image captured by the camera appears on the screen of the mobile device. When the icon
Deesis and ”St. James the Great preaches in Judea” captured by the camera is recognized,
the virtual button appears as an overlay (Fig. 9 (b)). This is also a signal to the visitor that
information about the observed icon is available.

(a) (b) (c)

Fig. 9. (a) Icon image target - Deesis and ”St. James the Great preaches in Judea”, (b)
Augmented reality tracking Orthodox icon, (c) The Application displays the detailed in-
formation received from the BIDL platform.

Interaction with this button provides a link to the Info scene where more detailed
information about the recognized icon is provided. This information given in table at
Fig. 8 is displayed in the Info scene in the format shown in Fig. 9 (c).

In this way, through the ARIR, the information about an icon is provided instanta-
neously at the site while observing the icon. The search over the large BIDL database,
with necessary requests for additional information about the geographical location or
other data to locate the icon, is avoided. Further, possible misinterpretations due to hu-
man errors in recognizing similar icons are eliminated.
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5.3. Users of the application

The ARIR application is aimed at contemporary visitors who want to be informed about
icons at the location in a fast and comfortable way. Augmented reality enables digital over-
lays over the icons that could provide information according to visitor’s interest. These
digital overlays unlock the artistic features and religious meanings of observed icons.
Also, the application may deliver interactive storytelling about saints or biblical events,
which is supposed to be of a particular interest for the younger users. This can be done
by creating more animated material that can be shown inside a mobile application. At the
same time, including specific multimedia material can improve presentation for visitors
with disabilities. Recognizing the icons of interest audio storytelling can provide signif-
icant assistance to visitors with visual disabilities. Embedding video material with sign
language can improve the interpretation of religious and artistic meaning for visitors with
hearing problems. Moreover, specialized guided tours about iconographical content could
be organized during the visitation to one or more places such as churches and monasteries.
This enriches the traditional visitations, making them more informative and interactive. In
this respect, the use of AR should preserve the spiritual significance of holy places while
improving the religious and cultural experience.

This system can be useful as a remote learning tool for students. The AR applica-
tion used directly on the site will provide educational content quickly upon icon recogni-
tion. Especially students of arts and theology can get educational material as interactive
learning content to discover information about the observed icons in situ. This simplified
interaction can help students to more effectively interpret depicted icons with their spir-
itual meaning. Also, it can help a deeper understanding of the iconographic techniques,
period of realization, and chosen materials for iconography development. Moreover, this
system enables professors to organize interactive learning experiences at exact locations.
This can be performed as learning tours at remote classrooms where students have tasks
to scan and explore the concrete icons at given locations.

This system can be used not just for visitors or students, but also for experts in the
field of iconography such as conservators, iconographers, topologists, etc. In this case,
the system can be used to share digital documentation stored in the BIDL database. Also,
stored global knowledge can serve for analysis and collaboration work for processes such
as conservation or restoration. This includes important metadata that can be shown during
recognition.

6. Experimental testing and verification of the application

As it is customary practice, we performed experimental testing and verification of the de-
veloped ARIR application. Experiments were directed towards checking the functionality
and usability of the application and were performed by following recommendations for
testing AR-based applications presented in [25], [16], [9]. It should be taken into account
that these recommendations are primarily intended for AR applications where the primary
tasks are generating 3D models and their correct positioning and good visualization. In
the case of the present application, the most important issue is to test the application re-
sponse when the user is at an appropriate proximity to the location where iconographic
objects of interest are exhibited. The application was installed on mobile devices with
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various performances typical for ordinary users. Testing was performed at five different
religious institutions in Bulgaria, two monasteries and three churches, at locations covered
by different telecommunication networks offered by national providers. We also analyzed
the response of the application to a request for presenting information content related to
particular icons.

6.1. Functionality testing

To test the functionality of the application with respect to the speed of the response to
the users’ requests, we performed experiments with 5 experienced users familiar with this
particular application and also various other similar applications. It was assumed that the
user is in proximity to the object of interest. We measured the delay between the moment
of issuing the request to the web service for the data until augmented reality was ready for
recognition. The obtained average response was no more than 20 seconds. It however can
be concluded that the response time primarily depends on the size of the communication
package exploited by the user of the application but also the speed of the Internet on the
location. After augmented reality recognition of an icon, when interaction with a virtual
object is achieved, the application response was within no more than 5 seconds showing
the icon information. The application was functional in all cases.

6.2. Usability testing

The usability test is performed with users who haven’t used this application previously.
A total of 10 users tested the application at three different locations. At each location, it
was installed a 100x70 cm table with QR codes for downloading the application and a
brief explanation of its purpose. Despite that, a conclusion is that at the beginning, it was
necessary to first provide a clear and precise explanation about the way of using it. Later,
the demands for assistance were considerably reduced.

7. Scaling of the system

The AR-BIDL is a system that can provide fast information about the hundreds of Bulgar-
ian Orthodox icons at the location. This system has the scaling potential to be extended
by including more icons for AR recognition and inserting information about them into
the database. A good feature of the proposed approach is that no update is required af-
ter expansion of the database by including icons from other locations. This expansion
can further concern adding new icons from Serbian churches and monasteries since this
system is realized as a joint research project “Development of Software Tools and Mul-
timedia Technologies for Digital Presentation, Preservation and Management of Cultural
Heritage” between the Institute of Mathematics and Informatics, Bulgarian Academy of
Sciences and the Mathematical Institute of the Serbian Academy of Sciences and Art.
This project can be extended to other orthodox nearby countries to serve as a regional
database for learning and education about iconography.

The system’s limitation is that the AR recognizes only icons whose locations are
known in advance in places such as churches and monasteries. If we suppose to add in the
BIDL database icons that do not depend on location then it is required to reorganize the
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AR BIDL system’s structure. This can include home icons placed at traditional Orthodox
prayer corners. Also, incorporates icons that are part of museum collections that can be
displayed in different locations. Accordingly, the new structure should compare the im-
ages captured by the camera with all icon image targets stored in the database. This can be
realized using the cloud recognition solution where the database can store and compare
up to 100 thousand targets.

In the case of the AR tool that we already used, EasyAR SDK enables cloud recogni-
tion service. This cloud solution enables integrated Web services API intended to manage
image targets and provide communication with other services. The BIDL solution also en-
ables integration with cloud services and therefore the proposed solution as Augmented
Reality Cloud BIDL (ARC-BIDL) is given in Fig. 10.

The specialized service for adding new iconographical content on the BIDL plat-
form should be extended for communication with cloud service applications. This service
should send image targets to the cloud application instead of storing them on the BIDL
media database. In the BIDL database, only the image target ID is stored as a response
from the cloud recognition service.

AR module

Communication 
module

Info module

Search 
object

Edit object Delete 
object

Add object

Group object

Iconographic 
content

Metadata catalogue
Request

Response

Find Icon

Data found

Recognition request

Multimedia content

Server side – Web Server
BIDL Web services API

Client side - Mobile device 
ARIR mobile application 

Server side – BIDL Database server
Metadata, Iconographic content, Multimedia

Iconographic multimedia repository

Recognized result

Recognized icon
information

Add Iconographic object

Request
Add Icon marker

Response
Icon marker ID

Cloud recognition service
Target Management and API Add marker

Icon image
marker ID

Add Icon marker ID

Fig. 10. Proposed ARC-BIDL system architecture.

The proposed ARIR mobile application solution starts and activates the AR mod-
ule for recognition of Orthodox icons in visitors’ surroundings. Then, the AR module
sends a request for recognition of the image captured by the camera. As a response, cloud
recognition service provides image target information. Overlay in the form of the virtual
button appears on the screen of mobile device during the tracking of the recognized icon.
Through the interaction with this virtual object, the ARIR loads the Info module. Also, as
a background process, the Communication module is activated to send the request for the
related content to the BIDL server. The request implements the icon image target ID of
the recognized icon and sends it to the BIDL search service. The BIDL service responds
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to the request and sends back the content about the recognized icon. This information will
be parsed by the Communication module and sent for visualization in the Info module.

8. Conclusion

Virtual Encyclopedia of Bulgarian Iconography (BIDL) contains information about hun-
dreds of Bulgarian iconographical artifacts including data about the holy person or other
contents inscribed on the icon, as well as information about the painters and artistic tech-
niques, type of colors, and other related data. As is the case with any web-based platform,
the general problem in exploiting BIDL, in terms of speed and comfort, is finding infor-
mation about a concrete icon on the site and at the time when a visitor observes the icon
in a church, monastery, museum, or gallery. Typically for the usage of databases, it is nec-
essary to provide keywords. This is resolved by developing the ARIR mobile application
based on augmented reality technology to facilitate and speed up the search for related
data over the BIDL platform.

Using the AR module of the ARIR application, the icon is recognized which enables
a quicker search for information about the icon of interest at the exact location com-
pared to the classical search using keywords. Manual retrieval results obtained from the
database of BIDL by comparing images can be time-consuming and potentially lead to
mismatching which is prevented by the AR module where the icon is immediately rec-
ognized. Furthermore, if the icon is not in the database, manual searching may cause a
time loss, which the AR system prevents. AR overlays the icon with the virtual object as
the signal to the visitor that information about the observed icon is available in the BIDL.
The related data are projected after clicking on it. The system was experimentally verified
by performing usability and functionality testing at several locations. Our further work
under the above-mentioned bilateral project will involve different analyses and ways of
informing potential users about the availability of the ARIR application and its features.
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Radomir S. Stanković received his B. Sc degree in Automatic and Informatic from the
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Abstract. Federated learning is a collaborative machine learning approach where
multiple clients train a global model without sharing raw data. Federated learning
has high application value in the fields of IoT, healthcare, and others due to its de-
centralized data processing and privacy protection features. Despite its advantages,
the classic federated learning algorithm, Federated Averaging (FedAvg), faces some
limitations that affect its optimization speed and compromise system security. This
paper introduces FedCCSM, a federated learning framework designed to address
class imbalance and malicious client behavior. Firstly, to accelerate model optimiza-
tion, a client selection mechanism is introduced based on specific criteria, ensuring
a high-quality data or powerful computational clients participate in the aggregation
process. This speeds up optimization and improving overall efficiency. Secondly,
the adoption of a committee mechanism involves selecting a client committee to
screen the model before aggregation, enhancing system security. This committee
serves as a precautionary measure to prevent malicious clients from conducting ad-
versarial attacks by intentionally providing inaccurate updates or compromising the
integrity of the global model integrity. By doing so, the security and reliability of
the global model are ensured throughout the collaborative learning process. Thirdly,
by simulating mechanisms for unbalanced clients, the algorithm’s practical appli-
cation effectiveness is strengthen. Experiments on MNIST and CIFAR-10 datasets
demonstrate that FedCCSM improves accuracy on imbalanced datasets by 3% com-
pared to FedAvg and reduces the influence of malicious clients by 5%. These results
highlight the potential of FedCCSM in enhancing federated learning robustness and
fairness in security-sensitive applications.

Keywords: Federal Learning, Committee, Imbalance DateSet, Transcendence Co-
efficient, Reliability Value Criterion.

1. Introduction

As machine learning and artificial intelligence continue to shape industries worldwide,
the evolution towards intelligence is evident. Traditional centralized machine learning
algorithms[1][27] necessitate users to upload their local data to a central server in ex-
change for high-quality machine models. However, relinquishing control over data raises
concerns regarding security and privacy, potentially violating user personal interests and
information security. The General Data Protection Regulation (GDPR), implemented by
the European Union in 2018, underscore the importance of standardized information tech-
nology practices and the establishment of a secure cyberspace environment to cornerstone
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big data development and implementation. In the machine learning domain, a distributed
learning framework, not requiring users to disclose private data, is targeted; yet, it can still
achieve model training, known as Federated Learning (FL)[28].

FL is a decentralized machine learning approach. In Fig1, a single round of FL mainly
follows the following four steps:

• First, the central server initializes the global model and sends it to the participants;
• Second, the participants train their local models using their local data, producing local

model parameter updates;
• Third, the participants send the parameter updates to the central server;
• Fourth, the central server aggregates the parameter updates from all participants to

generate the new parameters of the global model, and sends them back to participants.

Fig. 1. Federal Learning Workflow Diagram

This process iterates continuously, allowing the global model to be optimized and
enhanced without exposing individual data.

Federated learning, as a decentralized machine learning approach, offers the advan-
tage of enabling model training across devices and organizations without centralizing
data, thus safeguarding data privacy. This decentralization approach also mitigates data
transfer and communication costs. Additionally, federated learning integrates data from
diverse sources, enhancing the model’s generalization capabilities, and facilitates local
model updates, thereby improving training efficiency. Compared to centralized model
training, federated learning better accommodates dispersed data sources and privacy pro-
tection requirements in real-world scenarios, presenting wide-range application.

As of now, there have been significant advancements and innovations in federated
learning. Federated Averaging Algorithm (FedAvg), proposed by McMahan, is a prac-
tical method for joint learning of deep networks through iterative model averaging[28].
Zhou introduced FedGAM, an innovative federated learning algorithm designed to ad-
dress client drift issues. It does so by introducing gradient norm perception minimization
to achieve a locally flat loss function shape and utilizes control variables to correct local



Federated Learning with Committee Mechanism... 1459

updates, effectively solving the global flatness problem[37]. FedProx, as proposed by Li
et al., addresses heterogeneity issues in federated networks by serving as a generaliza-
tion and re-parameterization of FedAvg[24]. Moreover, WFB is a watermarking-based
copyright protection framework for federated learning models that leverages blockchain
technology to ensure model ownership and prevent unauthorized usage [33]. In addition,
FedBN, introduced by Li et al, employs local batch normalization to alleviate feature
shift before model averaging, thereby accelerating convergence compared to FedAvg[25].
FedFast, proposed by Muhammad et al, aims to accelerate distributed learning, achiev-
ing good accuracy for all users early in the training process and benefiting from reduced
communication costs and improved model accurate[29]. Zhou et al proposed a new hierar-
chical FL framework RoPPFL, a robust aggregation edge FL framework tailored for com-
puting applications. It supports privacy-preserving hierarchical FL and is resistant to poi-
soning attacks[40]. Moreover, Wei et al introduced a zeroth-order stochastic FL method
based on Nesterov’s zeroth-order (gradient-free) technique, considering both constant and
diminishing step size strategies[36]. In addition, Pedrycz et al advocated for expressing
Machine Learning (ML) construction results’ credibility in terms of information granular-
ity, extending the scope of FL evaluations[31]. Nergiz et al converted several classic DL
methods, including the Big Transfer model, into federated versions[30]. Du et al proposed
a Network Intrusion Detection algorithm (NIDS-FLGDP) based on Gaussian differential
privacy federated learning[10]. Added to that, Zhang et al developed a platform architec-
ture for a blockchain-based Industrial Internet of Things (IIoT) fault detection FL system,
along with a novel Centroid Distance Weighted FedAvg (CDW FedAvg) algorithm[9].
These advancements enhance federated learning ’s efficacy and applicability.

Currently, the primary obstacle hindering the practical deployment of FL systems are
their susceptibility to attacks from malicious clients[15] and impacts by imbalance data.
In such systems, the central server lacks control over clients’ behavior and access to their
private data. Therefore, malicious clients can deceive the server by sending modified and
harmful model updates, launching adversarial attacks on the global model[2]. Two types
of adversarial attacks are prevalent: non-targeted attacks [6] and targeted attacks. The
former aims to degrade overall model performance, causing the model to produce in-
correct predictions without specifying a specific target category. This type of attack is
considered as a Byzantine attack, leading to deteriorating model performance or train-
ing failure[22]. As for targeted attacks[9][6][39], they are specific, aiming to modify the
model’s behavior on particular data instances chosen by the attacker, such as misclas-
sifying an image of a cat as a dog while keeping the model’s performance unaffected
on other data instances. Therefore, this attack requires defining a specific target category
to misclassify the input as the specified target category. Both types of attacks can have
catastrophic consequences, underscoring the importance of promptly detecting malicious
attackers and remove their models from the FL algorithm. Defense against Byzantine at-
tacks has been extensively researched in distributed ML. For instance, Chen proposed a
variant of the classic gradient descent method based on geometric median averaging of
gradients. Firstly, the parameter server groups the received gradients into non-overlapping
batches to increase the similarity of non-Byzantine batches and then applied the median
of batch gradients to mitigate the impact of Byzantine machines[8]. Moreover, Blanchard
et al. introduced Krum, formulating the tolerance properties of aggregation rules; it is the
first provably Byzantine-fault-tolerant distributed SGD algorithm[4]. In addition, Fung et
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al. describes a novel defense method called FoolsGold, which is used to identify poison-
ing sybils based on the diversity of client updates in the distributed learning process. This
system does not limit the expected number of attackers, requires no auxiliary information
outside of the learning process, and makes fewer assumptions about clients and their data
[11]. Furthermore, Han proposed three new robust aggregation rules for distributed syn-
chronous Stochastic Gradient Descent (SGD) under a general Byzantine failure model,
where attackers can randomly manipulate the data transferred between the servers and
the workers within the Parameter Server (PS) architecture[13]. Finally, Yin developed a
median-based distributed learning algorithm, achieving optimal statistical performance,
better communication efficiency, and provable robustness while requiring just one com-
munication round[38]. Obviously, the impact of malicious attacks is severe. The above
is basically based on the improvement of the algorithm, yet it cannot completely block
malicious attacks.

In previous research on federated learning, there are limitations and challenges in
addressing class imbalance and client data integrity. Some studies focus on addressing
the challenges posed by class imbalance but fall short in considering client data integrity
and privacy protection. Other studies concentrate on client data integrity but often over-
look the impact of class imbalance on model performance. Therefore, there are still gaps
and deficiencies in research on addressing class imbalance and client data integrity in
federated learning. In this context, integrating defense against malicious attack and ad-
dressing data imbalance in FL is a logical step forward. To this end, the proposal of
Federated Learning with Committee Consensus and Selection Mechanism (FedCCSM)
is significant[19]. The inclusion of a committee mechanism offers an effective means to
detect malicious clients, thereby bolstering the security and resilience of the FL system.
By implementing the committee mechanism, decisions regarding the acceptance of model
updates from a participant can be made through methods like voting, effectively prevent-
ing malicious clients from impacting the system. According to the data characteristics
of the client data set, the weight is weighted to enhance the anti-unbalance performance
of the model. Moreover, the committee mechanism can incorporate security checks and
validation mechanisms, such as data authenticity verification and model parameter le-
gitimacy, further fortifying the system’s security. Therefore, FedCCSM stands poised to
effectively identify and counteract malicious client behavior while protecting participant
data privacy, thereby enhancing the overall security and trustworthiness of the FL system.
This approach holds significant application value across various fields such as healthcare,
finance, smartphones, and IoT devices, paving the way for widespread adoption of FL in
real-world scenarios.

Through studying the above questions, we will introduce new mechanisms into fed-
erated learning for improvement. As a result, the major contributions of this work can be
summarized as follows:

– Improved global model training speed is achieved through the introduction of a box-
plot coefficient screening mechanism. This method involves selecting high-accuracy
client models for aggregation into the global model in the subsequent round of FL. By
excluding relatively low-accuracy models, this approach accelerates the convergence
speed of the global model;

– Incorporation of a committee consensus mechanism to detect and exclude malicious
client models. Committee members assess and validate the model parameters sub-
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mitted by clients to ensure they are non-malicious and capable of enhancing test
accuracy. Only models meeting the criteria are allowed to participate in model ag-
gregation, effectively screening out malicious clients;

– Implementation of a committee member election mechanism aimed at ensuring the
integrity of elected committee members. Through predefined election criteria, clients
failing to meet the specified standard are identified as malicious and barred from par-
ticipating in client elections. This empowers the committee to effectively distinguish
and exclude malicious models from participation;

– Development of a simulation for imbalanced datasets to emulate real-world client
behavior. Since real client datasets frequently exhibit imbalances, which can impede
training progress and undermine model efficacy, our simulation employs imbalanced
datasets to assess the performance of federated learning algorithms accurately.

2. Related Work

2.1. Committee Mechanism

The committee mechanism[30] refers to a method of integrating and coordinating multi-
ple independent ML models to improve overall predictive performance. In the committee
mechanism, each model is trained independently, and the final prediction is derived from
the combined voting or weighted average of all models. This integration method helps
overcome the limitations of individual models, thereby enhancing prediction accuracy and
robustness. The committee mechanism finds widespread application across diverse fields
including financial risk assessment, medical diagnosis, natural language processing. Its
advantages lie in its capability to leverage the strengths of multiple models, reduce over-
fitting risks, and improve generalization, demonstrating a strong adaptability in handling
complex and high-dimensional data.

Therefore, the committee mechanism plays a pivotal role in enhancing the perfor-
mance of ML models across various application scenarios, especially in FL[7]. Referring
to Algorithm 1, in a FL training session, the committee mechanism orchestrates the col-
laborative process. Initially, the steps involve initializing the global model, followed by
participants downloading the global model and training their local models using their lo-
cal data to generate parameter updates. Subsequently, these updates are then transmitted
to the committee mechanism, which aggregates them to derive new parameters for the
global model. Finally, the committee mechanism distributes the aggregated global model
parameters to participants for updating their local models. This iterative process facilitates
FL, allowing for the optimization and enhancement of the global model while safeguard-
ing data privacy.

2.2. Consensus Mechanism in Blockchain

The consensus mechanism[20], originated from the Byzantine Generals’ Problem, de-
scribes a trust and consistency problem in a distributed system. This problem involves
ten small countries surrounding a large country, with at least more than half of the small
countries requiring to participate in the siege to achieve victory. However, if betrayal hap-
pens during the attack, the invaders may be annihilated. Therefore, each small country
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Algorithm 1 Federated Learning Committee Mechanism
1: procedure (Global Model Initialization)
2: global model = initialize model()
3: for each round of training do
4: for each participant do
5: train local model = global model
6: local model = train local model(local data)
7: local parameters = get parameters(local model)
8: send parameters to committee(local parameters)
9: end for

10: Committee Aggregation:
11: global parameters = aggregate parameters from committee()
12: global model.update parameters(global parameters)
13: Model Distribution:
14: send global model to participants(global model)
15: end for
16: end procedure

does not trust the others. This example is similar to the need for nodes in a distributed
system to reach a consensus regarding a decision. However, if there is a possibility of un-
faithful behavior among the nodes in the system (i.e., betrayal), a consensus mechanism
is required to ensure that a consensus decision can still be reached even in the presence of
such unfaithful nodes.

Within the consensus mechanism, nodes can be divided into block-producing nodes,
validating nodes, and accounting nodes (in Fig2). Moreover, the nodes responsible for
proposing blocks are called block-producing nodes, also known as block producers, ac-
countants, leaders, master nodes, or proposers. However, the nodes responsible for val-
idating blocks are known as validating nodes, also called validators or backup nodes.
Validating nodes must verify the legitimacy of the block producers and the blocks, as well
as the correctness of the signatures. Finally, the nodes responsible for maintaining the
blockchain database are called accounting nodes. Such nodes must store all blocks and
verify them. Block-producing nodes, validating nodes, and accounting nodes are collec-
tively referred to as consensus nodes. Therefore, the consensus mechanism main process
includes electing block producers, proposing blocks, validating blocks, and updating the
blockchain[26]. In each round, firstly a new block producer is elected. Then, the block
producer proposes a block (packaging legitimate transactions from the network into a
new block). Subsequently, validators verify the legitimacy of the new block. Finally, the
accounting node prescribes the newly agreed block into the local database end to update
the blockchain.

In the current research on federated learning, FedAvg, as a commonly used optimiza-
tion method, is widely applied in the model aggregation process. However, FedAvg has
certain shortcomings in terms of model security. Specifically, due to the use of a simple
average aggregation method, FedAvg poses risks of privacy leakage and model tamper-
ing, which could potentially threaten the overall security of federated learning systems. To
address the security deficiencies of FedAvg, the method proposed in this study combines
committee mechanisms and consensus mechanisms. By introducing committee mecha-
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nisms, each participant forms an independent committee during the model update pro-
cess, where committee members supervise and verify each other, enhancing the reliabil-
ity and security of model updates. Additionally, through the introduction of a consensus
mechanism, participants must reach a consensus before submitting the model update re-
sults to the central server, ensuring the consistency and trustworthiness of model updates.
This federated learning approach that combines committee and consensus mechanisms
not only enhances model security but also effectively improves model performance and
convergence speed, bringing new insights and opportunities for the development of fed-
erated learning systems.

Fig. 2. Consensus Mechanism

2.3. Federal Learning and Imbalanced Dataset

Federated learning[28] is a decentralized machine learning approach that enables multiple
edge devices or clients to collaboratively train a shared global model without exchanging
raw data. Instead, model updates are computed locally on each device using its own data,
and only the encrypted or aggregated updates are sent to a central server for aggregation.
This privacy-preserving technique allows for efficient model training while protecting the
privacy and security of sensitive data, making federated learning ideal for applications in
healthcare, finance, and other industries where data privacy is a top priority.

Data imbalance is a common and real challenge in federated learning, like FedIBD[14].
Due to the potential increase in computational resource requirements and time costs asso-
ciated with asynchronous learning, FedIBD may face challenges in performance stability
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and model generalization when dealing with imbalanced data. Additionally, data privacy
concerns and deployment complexities are limitations of FedIBD that require further re-
search and improvement to enhance the system’s reliability and scalability. To address
the issue, we need to simulate real-world data. In the simulation test, it is a key to grasp
the data imbalance. A class-imbalanced dataset[3] refers to a dataset where the num-
ber of samples in each class differs significantly, leading to a classification problem. In
such datasets, the number of samples in certain classes may be much larger than in oth-
ers, resulting in an uneven data distribution. Based on the total sample size, representing
the classification standard, class-imbalanced datasets are divided into globally-balanced
locally-imbalanced and globally-imbalanced locally-imbalanced datasets. Referring to
Fig3(b), the total data quantity for each client is balanced. However, data distribution for
different clients highlights a locally imbalanced state, representing the globally-balanced
locally-imbalanced type. Referring to Fig3(c), the total quantity of data for each client is
imbalanced, and their distribution across the different data categories is also imbalanced.
Even in cases where the overall data is of a minority class, it may be the majority class
locally; for instance, data k has the most data on client A, but is in the middle overall,
while data j is in the majority class overall, but does not appear for client A.

The data class imbalance phenomenon is common in several real-world applications,
such as rare diseases in medical diagnosis and in financial fraud detection. Moreover,
the existence of class-imbalanced datasets can affect the training and performance of ML
models, as they tend to predict the classes with more samples, while neglecting those with
fewer samples. Therefore, the unbalance of data sets should be emphasized in federated
learning.

Fig. 3. Balanced and Imbalanced datasets

2.4. Malicious Client Detection

Malicious Client Detection[5][16] is a critical issue in Federated Learning, aiming to
ensure that the global model is not compromised by malicious clients in a collabora-
tive multi-party environment. Several studies have focused on proposing robust detection
and defense mechanisms to address the potential impact of malicious clients on model
training. Li et al. provided a review of the challenges and future directions of Federated
Learning, discussing how to address the interference from malicious clients[23]. Chen and
Zhou proposed a robust Federated Learning algorithm that identifies and mitigates the im-
pact of malicious clients to improve model performance[22]. Konečný et al. proposed a
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Federated Learning framework for distributed optimization, pointing out the impact of
malicious clients on the training process[18]. Zhu and Han provided a detailed review of
attacks and defenses in Federated Learning, proposing defense strategies based on attack
types[34]. Xie et al. proposed a method to enhance the robustness of Federated Learn-
ing through malicious client detection and defense mechanisms[21]. Overall, although
many existing methods provide certain robustness in theory and can handle some ma-
licious client behaviors, their detection accuracy in practical applications still has room
for improvement. These issues significantly limit the applicability of existing methods in
real-world scenarios, especially in tasks with high requirements for accuracy.

3. Federated Learning Based on Committee Consensus and
Selection Mechanism

The classic FedAvg learning algorithm is susceptible to contamination by malicious clients
[17] due to its indiscriminate aggregation of client models. Moreover, the average aggre-
gation method can hinder overall model training speed. FedCCSM addresses these issues
by integration a committee mechanism to select and evaluate clients. In such a defensive
algorithm, two criteria are employed to select committee members from the client pool,
asked with filtering well-trained client models. Committee members must possess the ca-
pability to score models, enabling them to control the client models participating in the
aggregation rather than aggregating all models blindly. By ensuring the integrity of com-
mittee members, the probability of malicious clients disrupting the global model training
process is reduced significantly. To guarantee the honesty of committee members and fa-
cilitate secure aggregation, a new committee mechanism has been devised, encompassing
a scoring system, selection strategy, and election strategy. Meanwhile, to simulate the
actual client dataset distribution, random sharding is utilized to simulate an imbalanced
dataset, achieving the most realistic effect.

Therefore, this section will provide a detailed introduction to the proposed framework
and mechanism. In this case, we assume there are C clients forming a client group {Ci}Ci=1,
and the dataset for each client is denoted as MCi . The meanings of each variable notation
are in Table 1.

3.1. Allocate Client Datasets

Referring to Fig4, step I refers to allocating the training dataset and testing the dataset
for each client. For a dataset M containing m samples with a total of k classes, each
class containing N samples; therefore, the dataset can be represented as M = {Ni}K

i=1. To
construct an imbalanced dataset, it is required to generate first the imbalanced parameters.
Typically, for a collection of data containingk classes, the number of data classes in an
imbalanced dataset is randomly selected between 1 and k. Therefore, a random array S
containing C elements is generated, where each element is a random number between
1 and k. This array serves as the random shard array, where each element denotes the
number of shards for the corresponding client.

To create a globally balanced and locally imbalanced train dataset, the data volume
for each client has been determined during the simulation. To maximize the use of dataset
M, the data volume for each client is set as m/C. Therefore, each shard size for the ith
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Fig. 4. FedCCSM Framework Diagram

client is m/CSi. As a result, the entire dataset can be divided into CSi shards. By using
the np.random.permutation function to randomly permute the indices of all shards, client
Ni takes the first Si indices corresponding to the shards, ensuring data randomness. This
approach leads to a more realistic simulation for data situation for several clients.

For a globally unbalanced training dataset, the construction process only requires a
modification to one step of the process used for creating a globally balanced and locally
imbalanced dataset. Specifically, the shard size for the entire dataset is not determined by
each client but is instead uniformly defined. We denote this uniform shard size as s, which
must fall between 1 and K (here, s can also serve as an indicator of the imbalance rate).
Considering the scenario with the maximum data volume, the maximum data volume for
each client remains m/C. Hence, the size of each shard becomes m/Cs. The subsequent
steps, where each client acquires a certain number of shards, are still dictated by the array
S, implying that client Ni’s dataset comprises Si different types of data, totaling mSi/sC
of data.

The algorithm also searches for malicious clients; thus, in addition to the imbalanced
dataset, it is required to simulate a portion of malicious clients. To construct malicious
clients, an additional step is added to the algorithm after creating the imbalanced dataset,
where a portion of the information in each shard is modified to become incorrect. This
study uses the Modified National Institute of Standards and Technology (MNIST) hand-
written digit dataset as the basis for detection. For example, the handwritten digit data
corresponding to a number x is changed to correspond to 9−x; thus, the handwritten digit
for 6 becomes 3. A client with such erroneous training data is considered a malicious
client. The trained models by these clients will have significant different performances
compared to those trained by normal clients, leading to the evaluation of the exact model
effectiveness.

When simulating the testing dataset, it is crucial to ensure an adequate representation
of each class of data. Therefore random shuffling of shards is not permissible. Instead, a
portion of data from each class is sequentially selected to form the testing dataset. This
step concludes the simulation of the clients.
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3.2. Electing the Committee for Generation

Next, step II “reorganize the committee” is proposed. The details shown in Fig5, it mainly
consists of selecting clients to form a committee G, consisting of a central server G0 as
fixed member and a number of members, where the number of members set as g. As the
objective consists of detecting clients throughout the committee, the committee members
should meet certain criteria. Step III involves determining the reliability of clients, while
step IV focuses on sorting and selection.

This algorithm defines the reliability scoring criterion e to filter unreliable clients.
Specifically, after the federated learning training is conducted by each client, each client
tests and obtains a local prediction accuracy rate. During the initial selection process,
the local model and the locally measured accuracy rate are transferred to the committee.
The fixed member detects each client’s local model to obtain the prediction accuracy
rate. The absolute value of the difference between the local accuracy rate of each local
model and the accuracy rate measured by the fixed member is taken as the reliability of
this round. According to the magnitude of the reliability from low to high, g temporary
members are selected. In subsequent rounds, the g temporary members selected in the
previous round are responsible for testing the local models of all other clients in this
round. Thus, each local model acquires g prediction accuracy rates. The absolute values
of the differences between each of these accuracy rates and the local accuracy rate of the
model are taken and then averaged to obtain the reliability fi. According to the magnitude
of the reliability from low to high, g temporary members are selected for the next round.
The g temporary members selected in each round, along with the fixed member, form a
g+1 person federated learning committee, which determines the selection criteria for the
local models of each client participating in the global model aggregation.

Fig. 5. The Interaction Between Clients and Committee

The remaining clients that do not meet the criteria participate in the subsequent local
training steps.
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Algorithm 2 Electing the Committee for Generation
1: Server executes:
2: Initialize G0

3: for each round i = 0, 1, 2,... do
4: if i mod v = 0 then
5: for each round j = 0, 1, 2,... do
6: C j→ f j
7: if f j < e then
8: C j→ Gi

9: end if
10: end for
11: end if
12: Gi→C
13: end for

3.3. Model Training

The focus is on non-convex neural network objectives. For machine learning problems,
the typical formulation is fi(w) = l(xi,yi;ω), representing the loss incurred by using
model parameter ω to predict on example (xi,yi). It is assumed that there are K clients
participating in this round of training, where Pi is the set of indices of data points on client
Ci, and ni = |Pi|. Therefore, the algorithm considered applies to the following form of
finite-sum objective[22]:

min
ω∈Rd

f(ω) where f(ω) =
K

∑
i=1

ni

n
Fi(ω) where Fi(ω) =

1
ni

∑
j∈Pj

fj(ω) . (1)

Consequently, we proceed to step V, involving model training. For each client Ci, the
parameters of the global model ω(l)(the lth round) are first loaded into the client’s model.
Then, the client’s data loader is created based on the client’s own training dataset where
each client undergoes d rounds of local training. In each round, a pair of data and labels
is retrieved from the training set and iterated upon. Firstly, data and labels are moved to
the device for computation; in such case, the CPU is deployed. The data is then fed into
the neural network.

Secondly, Refer to Fig6, a Convolutional Neural Network (CNN) is established with
two 5*5 convolutional layers[32], with 32 and 64 channels, respectively. Each layer is
followed by a 2*2 max-pooling layer. This is connected to a fully connected layer with
512 units and ReLU activation, and a final softmax output layer (totaling 1,663,370 pa-
rameters).

Next, the reshaping of the input data into a tensor of shape (-1, 1, 28, 28) is performed.
The process expression for the first convolutional layer is as follows:

h(l) = σ(ω(l) ∗h(l−1)+b(l)) . (2)

Then, applying the ReLU the activation function f (x) = max(0,x) is performed. Fol-
lowing this process, a pooling layer is applied, followed by another convolutional layer,
an activation function, and another pooling layer, resulting in the tensor being flattened
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into a one-dimensional shape having a size of (-1, 7*7*64). Consequently, the flattened
tensor is passed through the first fully connected layer, followed by another ReLU ac-
tivation function. Then, the result is passed through the second fully connected layer to
generate the final output. As a result, the output consists the predicted result.

Fig. 6. The steps of Convolutional Neural Network

Thirdly, the loss function is calculated between the predicted results and the true val-
ues using the cross-entropy loss function. As the MNIST dataset essentially represents a
ten-classification problem, with labels being arrays of length ten where the ith element is
equal to the unit and the rest are null, we use the cross-entropy loss function to calculate
the loss. If i represents the sample, y denotes the actual label, a indicates the predicted
output, and n highlights the total number of samples; then, the loss value is written as
follows:

loss =−1
n ∑

i
yi ln pi . (3)

Fourthly, the backpropagation is performed to calculate the gradients. Fifthly, the
Stochastic Gradient Descent (SGD) algorithm is utilized as the optimizer to update the
model’s parameters. For each i, the algorithm expression is defined as follows:
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θ j := θ j +α(y(i)−hθ (x(i)))x
(i)
j where hθ (x) = θ0 +

n

∑
i=1

θixi . (4)

Finally, after the local training is completed, the client model is updated with the latest
model, and the accuracy of the model is measured with the local test data set in Step VI.

3.4. Model Selection and Aggregation

After each client Ci completes his local training in this round, he obtains the latest model
ω l

i and evaluates its accuracy on the local test set, denoted as ai.
Step VII involves transmitting the trained local updated model parameters and ac-

curacy to the committee. Each committee member Gi and central server G0 receives all
updated model parameters and their accuracies to prepare for the next step.

Step VIII contains the committee members scoring for each client. The members of
the committee test the local models of the other clients based on their local test datasets.
Each local model of the client will obtain g test values.

In step IX, by differentiating these test values with the accuracy of the client’s own
measurement and averaging the absolute value of the difference, the reliability e j of the
client’s local model can be determined. Each model ω

(l)
j corresponds to a score set include

reliability and accuracy. To prevent unreliable clients from infiltrating the committee and
maliciously changing the scores given to the models, all values are analyzed in a unified
centralized analysis to determine the reliability criteria e. (described in section 4.1).

Then, the accuracy rates of the selected local models of the clients are sorted, and
the upper and lower quartiles and the interquartile range are calculated to determine the
accuracy standard line k, as follows:

k = q1− t ∗ iqr . (5)

where t is a tunable multiple of iqr, known as exceedance coefficient.
Step X is represented in Figure 3. Exclude clients with accuracy below k and reliability

above e[12]. The models’ parameters that meet both criteria are aggregated, correspond-
ing to step XI.

θ
(l+1)
i =

1
n+1

n

∑
i=0

θ
(l)
i . (6)

Finally, in step XII, the aggregated global model w(l+1) is transmitted to the Central
Server. In this way, a complete round of federated learning process is achieved.

4. Experimental Results

The experimental testing is divided into two phases based on the imbalanced dataset,
namely, all normal simulation and the introduction of malicious clients. Before starting
the experiment, it is important to determine the key coefficients.
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Table 1. Notation Explanation
Notation Description

Ci Client with the index i
MCi Dataset of client i
Ni Data of the ith category
Dr Train dataSet
De Test dataSet
S Randomly partitioned array
Si The ith shard number
s Uniform shard number(also an indicator for the imbalance rate)
K The number of clients participating in each round of training
Gi The ith committee member
G0 fixed central server
Hi The ith candidate member
Pk The set of indices of data on client k
t Exceedance coefficient
ω General model parameters
ω(l) The lth round global model
W (l) filter
ω
(l)
i The local updated model of the ith client in the lth round

ai The accuracy of client i’s self-assessment
d epoches
e malicious standard
a j

i The accuracy of client i in detecting ω
(l)
i

f j The maliciousness of client j
θ j The parameters
k Accuracy standard
t Threshold multiplier
iqr Interquartile range
q1/3 Lower/upper quartile
pi predicted output
m maliciousness criterion
u committee number
v model validation frequency of communications
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Algorithm 3 Federated Learning Based on Committee Consensus and Selection Mecha-
nism

1: Server executes:
2: Initialize ω0

3: for each round i = 1, 2,... do
4: W←Ci(ei > e)
5: CF ← (random set of m clients)
6: for each client j ∈CF do
7: w(l)

j = ClientLocalUpdate(j, ω
(l−1)
j )

8: a j = TestClientAccuracy(CDe,ω(l)
j )

9: end for
10: for each Committee member in Wi do
11: a j

i = TestClientAccuracy(ω(l)
j )

12: end for
13: f j = ∑

w
k=1 a j

i
14: q1, q3, iqr← boxplots(ai)
15: k = q1 - t * iqr
16: ω(l+1)← Aggregation(k,e,ω l

CF
)

17: end for
18:
19: ClientLocalUpdate: // Run on client k
20: β ← (split Mk into batches of size B)
21: for each local epoch i from 1 to e do
22: for each batch b ∈ β do
23: ω

(l+1)
j ← ω

(l)
j - η(ω(l)

j ; b)
24: end for
25: end for
26: return w(l+1)

j to server.
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4.1. Coefficient Adjustment and Determination

This algorithm involves two parameters: the transcendence coefficient t and the reliability
value criterion, both playing a crucial role in the client screening step. The transcendence
coefficient t determines the standard line for screening accuracy, i.e., the lower accuracy
bound. Experiments are conducted with t=0.3,0.4,0.5,0.6 and 0.7 as the imbalance rates
to generate the accuracy of the global model while keeping other parameters constant.

→ →

Fig. 7. Experimental Results with Different Transcendence Coefficient

Referring to Fig7, the algorithm performs best when t=0.4 referring to the speed of
accuracy improvement and the stability during the improvement process. The reliabil-
ity value criterion also applies experimental data as a reference. A large dataset is con-
structed by scoring clients with no malice where the normal range and values of scores
are analyzed. This analysis helps determining the standard for reliability values. During
the experiment, approximately 600 scores are collected from 30 rounds for two randomly
selecting clients. Based on Fig8, 91.59% of clients have reliability scores less than 0.11.
Therefore, the standard for screening unreliability clients in the model is set accordingly.

(a) Distribution of Differences (b) cumulative difference statistics

Fig. 8. Client Malice Score Distribution Chart
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4.2. Global Imbalance

Our goal is to develop outstanding models to enhance the performance of devices in image
classification and language modeling tasks, thereby improving user experience and device
usability.

In the experiment of global balance and local imbalance, MNIST and CIFAR-10
datasets are deployed as the experimental datasets to test the effectiveness of the algo-
rithm.

In the experiments concerning local imbalance in the dataset, a series of experiments
were undertaken to investigate the model’s ability to manage imbalanced classes. In this
section, the dataset was partitioned into multiple subsets according to class combinations.
Models were trained and assessed for each subset to analyze their performance in the
context of local imbalance. Specifically, the study juxtaposed the accuracy, precision, and
other metrics of the models across various subsets, along with their efficacy in identifying
imbalanced classes.

We conducted a significance t-test[35] on the accuracy of multiple experiments under
the same parameters to ensure the stability of the results.

Ensuring all parameters are consistent, we obtained ten accuracy results from ten
experiments: 0.9779, 0.9794, 0.9805, 0.9796, 0.9803, 0.9593, 0.9736, 0.9728, 0.9735,
0.9682. The null hypothesis (H0) is ”These values fluctuate around a mean with a small
amplitude, and the average remains stable around 0.9751.” The alternative hypothesis (H1)
is ”These values fluctuate around a mean with a large amplitude, and the average is not
stable around 0.9751.” Firstly, the calculated average of these values is 0.9751. Secondly,
the sample standard deviation is calculated to be 0.0065. Thirdly, the t-value is computed
as

t =
0.9751−0.9751

0.0065/
√

10
= 0 . (7)

In the fourth step, the critical value for a t-distribution with 9 degrees of freedom is
determined by referring to the t-distribution table. For a two-tailed test, the critical value
is ±2.262. Finally, based on the calculated t-value of 0, which is less than the critical value
of 2.262, we fail to reject the null hypothesis. Therefore, we accept the null hypothesis,
indicating that the stability of these values around the mean of 0.9751 is good, with a
small fluctuation amplitude.

In the experimental analysis, a noticeable trend emerged wherein the improved Fed-
CCSM model showed a swifter improvement in global model accuracy in comparison to
FedAvg. Fig9(a) and (b) illustrates the phenomenon, showcasing an increase in training
rounds and the accuracy of the improved model speed, while FedAvg displayed a compar-
atively slower progress. It is evident that on the Cifar-10 dataset, especially when the un-
rate is 0.5, FedCCSM shows an overall accuracy improvement of around 5% compared to
FedAvg throughout the entire federated learning process. Additionally, there are improve-
ments of 1-2% on other un-rates as well. Furthermore, the improved model surpassed Fe-
dAvg in overall accuracy, reflecting superior precision. Additionally, the smoother curve
of the improved model, characterized by minimal fluctuations, indicates a more stable
response to changes in the dataset. These findings underscore the superior performance
and enhanced stability of the improved model in managing imbalanced datasets, providing
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(a) FedCCSM and FedAvg in Cifar-10 (b) FedCCSM and FedAvg in Mnist

(c) FedCCSM along in Cifar-10 (d) FedCCSM along in Mnist

Fig. 9. Differ Global Imbalance Accuracy Results between FedAvg and FedCCSM in
Mnist and Cifar-10
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more reliable results for practical applications. Currently, the experimental results support
the superior performance of the improved model over FedAvg.

Moreover, Fig9(c) and (d) corroborate the aforementioned observations, depicting
a rapid improvement in accuracy with an increase in training rounds for the improved
model. Despite the varying resistance encountered during model training due to different
imbalance rates, as the imbalance rate increases, a trend of increased rounds is applied to
reach the peak; yet, good results can be achieved.

Table 2. Comparison of methods in different hyperparameters on MNIST
Hyperparameters value FedAvg FedCCSM

batchsize

b = 8 0.9463 0.9363
b = 10 (used) 0.9593 0.9499
b = 15 0.9298 0.9041
b = 20 0.9090 0.8975

learning rate

lr = 0.001 0.8297 0.7887
lr = 0.005 0.9218 0.9052
lr = 0.01 (used) 0.9593 0.9499
lr = 0.05 0.9493 0.9408

Based on the experimental results and sensitivity analysis of hyperparameters, we
found that in this study, the FedCCSM method demonstrates better robustness and sta-
bility. Particularly, under the conditions of batch size = 0.01 and learning rate = 10, its
performance significantly outperforms the FedAvg method. Therefore, in this experiment,
we used these parameters for overall experimentation and comparison. This indicates that
the FedCCSM method exhibits better adaptability and stability in federated learning tasks,
serving as an effective optimization method to enhance model performance and conver-
gence speed. Hence, it is recommended to prioritize the use of the FedCCSM method in
practical applications to achieve better results.

4.3. Global Balance

In the global balance experiment section, this study conducted unified training and evalu-
ation on the entire dataset, incorporating malicious clients into the simulated client group.
From the experimental data, it is evident that our proposed federated learning model, Fed-
CCSM, demonstrates accelerated initial performance enhancement compared to the tradi-
tional FedAvg. Furthermore, in terms of the change in global model accuracy, the balance
between local imbalance and global imbalance is closer to Independent and Identically
Distributed (IID), as evidenced by the relatively higher accuracy.

According to Fig10(a), FedCCSM exhibits higher accuracy and a steeper slope, in-
dicating faster convergence and superior performance during the early stages of model
training. Additionally, as the training progresses, the performance improvement of Fed-
CCSM gradually stabilizes and surpasses FedAvg, suggesting that FedCCSM can main-
tain stable performance in the later stages of training. Compared to FedAvg, FedCCSM
demonstrates clear advantages in terms of convergence speed and performance stability.
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(a) FedCCSM and FedAvg in Honest
Global Balance

(b) FedCCSM and FedAvg in Malicious
Device Detection

Fig. 10. Results about Global Balance in Honest and Malicious

The following experiment involved manipulating the training set based on imbalance,
simulating malicious clients by introducing incorrect training sets. This was conducted to
evaluate the algorithm’s resistance to malicious behavior. When applied to MNIST and
CIFAR-10, we intentionally disrupted the correspondence between the data and labels,
resulting in mislabeled data. This adversely affected the overall training process.

The results in Fig10(b) demonstrate that the improved code outperforms FedAvg in
overall accuracy, indicating greater resistance to malicious behavior. Furthermore, the
curve of the enhanced code exhibits smoother trajectories with smaller fluctuations, sug-
gesting that it can maintain accuracy more consistently when faced with malicious data.
This provides more reliable results for practical applications.

Table 3. Comparison of methods on the MNIST dataset under global balance and
malicious

Hyperparameters value Methods

FedAvg FedProx MOON FedCCSM(this paper)

Reliable

un-rate=0.1 0.9599 0.9393 0.9526 0.9652
un-rate=0.2 0.9533 0.9592 0.9621 0.9735
un-rate=0.3 0.9601 0.9526 0.9592 0.9717
un-rate=0.35 0.9719 0.9622 0.9637 0.9709

Malicious Malic-ratio=0.2 0.8728 0.8841 0.8775 0.9160

The experimental results demonstrate that the FedCCSM model shows improvement
in federated learning, with higher accuracy compared to traditional FedAvg, FedProx, and
MOON models, regardless of the imbalance rate. In this experiment, the highest accuracy
improvement was observed at an imbalance rate of 0.2, with an increase of 2.02%. When
facing malicious clients with a simulated proportion of 0.2, FedCCSM showed improve-
ments of 4.32%, 3.19%, and 3.85% compared to FedAvg, FedProx, and MOON, respec-
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tively. Clearly, when dealing with a higher proportion of malicious devices, FedCCSM
can better maintain model accuracy, demonstrating stronger robustness and generaliza-
tion capabilities.

The aim of this study, as demonstrated through the above experiments, is to thor-
oughly analyze the performance of the model on malicious clients with imbalanced class
datasets. Additionally, the study seeks to explore effective training strategies for address-
ing imbalanced class datasets and enhance the model’s ability to resist malicious attacks.
The results consistently demonstrate that FedCCSM has the capability to handle imbal-
anced datasets and resist malicious attacks.

4.4. All Balance

In order to test the algorithm’s defense effectiveness against malicious attacks and com-
pare its advantages and disadvantages with other similar algorithms, this part is based on
the MNIST dataset, comparing the performance of FedCCSM with three methods, MUD-
HoG, Foolgolds, and Fedavg, evaluating the performance indicators. Malicious attacks are
categorized into non-targeted poisoning attacks[39] and targeted poisoning attacks, with
targeted poisoning attacks including single-label flip attacks[8], multi-label flip attacks,
and backdoor attacks[4][11]. We selected backdoor attacks as the type of attack to test the
algorithm’s performance. Backdoor attacks involve attackers implanting trigger patterns
(backdoor triggers) in certain training/testing data to inject a backdoor, causing the model
to make incorrect judgments on data with specific features. The experiment initializes the
number of clients to 40, including 50% malicious clients. A federated learning model is
trained over 200 communication rounds with 10 local training rounds.

Table 4. Comparison of methods on the MNIST dataset under iid distribution
Methods Backdoor Accuracy Model Testing Accuracy
Fedavg 99.3 97.9

Foolsgold 99.6 98.3
MUD-HoG 82.5 98.4

FedCCSM(this paper) 11.6 98.7

The experiment evaluated the effectiveness of defense methods from two aspects:
model testing accuracy and backdoor accuracy. Model testing accuracy refers to the accu-
racy of the global model on the test set. Backdoor accuracy assesses adversarial backdoor
training, measuring the number of injected samples classified as the attacker’s target label.
If a client’s sample with a backdoor attack is predicted as the malicious target, it is consid-
ered successful in identifying and defending against the attack on that client. Depending
on the exclusion of clients with backdoor attacks, a decrease in backdoor accuracy implies
a reduction in the number of clients carrying backdoor attacks in the client group. There-
fore, as the algorithm trains the model towards the later stages, a low value of backdoor
accuracy indicates the exclusion of more backdoor attacks, suggesting that the algorithm
provides the best defense against backdoor attacks.

Table 2 shows the performance results on the MNIST dataset. Compared to other de-
fense methods, FedCCSM provides the best protection, being able to effectively eliminate
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backdoor attacks to the greatest extent, demonstrating the strongest defense capability.
Additionally, it improves model testing accuracy while minimizing the impact on model
training.

In this study, we delve into the theoretical implications of federated learning and deep
learning in the context of imbalanced datasets and privacy security. Our research find-
ings reveal the performance differences of different algorithms in handling imbalanced
datasets, providing theoretical guidance for adjusting algorithms to improve model accu-
racy and robustness. Additionally, our study explores the effectiveness and limitations of
privacy protection technologies in federated learning and deep learning, laying a theoret-
ical foundation for designing more secure federated learning frameworks. These discov-
eries offer important theoretical support for addressing challenges related to imbalanced
datasets and privacy security, and provide valuable insights for future research and prac-
tical applications.

However, it is worth noting that this study also has some limitations that need further
exploration and resolution. Firstly, our experimental datasets are limited to MNIST and
Cifar-10, without studying more datasets. Additionally, our research is primarily focused
on theoretical analysis and simulated experiments, and the practical application effects
in real-world scenarios still need further validation. Therefore, ongoing attention and up-
dates are necessary.

5. Conclusion

This paper introduces FedCCSM, a federated learning framework that addresses class im-
balance and malicious client behavior through a committee-based consensus mechanism.
Experiments on MNIST and CIFAR-10 datasets demonstrate significant improvements
in accuracy and robustness compared to baseline methods, highlighting the effectiveness
of FedCCSM. These findings contribute to advancing federated learning by improving
fairness and reliability in distributed systems.

Future research should focus on exploring adaptive committee selection strategies,
applying FedCCSM to diverse datasets, and assessing its scalability in real-world appli-
cations. Research can be conducted on how to make federated learning systems resilient
to a wider range of malicious attacks, including data poisoning, model manipulation, and
privacy breaches. This may involve the development of new security and privacy protec-
tion techniques to ensure the security and robustness of federated learning systems. Ad-
ditionally, new evaluation metrics can be developed to assess performance on imbalanced
datasets.
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Abstract. This paper proposes a data-driven approach to enhancing traffic safety
through the integration of digital twins, in-vehicle monitoring system and machine
learning. The main goal is to contribute to solving problems related to driver behav-
ior, inadequate road signage infrastructure, and delayed maintenance by developing
a digital twin model that leverages real-time data for predictive analysis, coaching,
and maintenance. Using the Prophet algorithm, the model predicts compliance with
traffic regulations, identifies frequent driver violations, and highlights deficiencies
in road signage, enabling timely interventions. The innovation of this solution lies
in its ability to synchronize real-time data from drivers, vehicles and road infrastruc-
ture and provide predictive insights, creating a scalable and adaptable framework for
traffic management. The proposed model is tested in a proof-of-concept scenario,
where it demonstrated significant improvements in road safety.

Keywords: smart mobility, digital twins, machine learning, IVMS, road safety.

1. Introduction

Road safety has been recognized as a critical component of UN Sustainable Development
Goals (SDGs). SDG Goal 3 emphasizes ensuring healthy lives and promoting well-being
for all, with Target 3.6 specifically aiming to halve the global number of deaths and in-
juries caused by road traffic accidents by 2030 [35]. Similarly, SDG Goal 11 focuses on
making cities and human settlements inclusive, safe, resilient, and sustainable, with Target
11.2 promoting access to safe, affordable, accessible, and sustainable transport systems,
with a particular emphasis on enhancing road safety. In addition to these goals, the UN has
established five key pillars to further promote road safety. Pillar 1 focuses on Road Safety
Management, Pillar 2 emphasizes Safer Vehicles, Pillar 3 targets Safer Road Users, Pillar
4 addresses Post-Crash Response, and Pillar 5 aims to create a Safer Driving Environment
[34]. These pillars serve as a comprehensive framework for reducing global road traffic
fatalities and injuries worldwide.

⋆ This is an extended version of a conference paper Digital Twins of Road Signage: Leveraging AI and RFID
for Improved Road Safety, XIX International Symposium Unlocking the Hidden Potentials of Organization
Through Merging of Humans and Digitals, SYMORG 2024
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Recent advancements in driving behavior analysis and traffic management have lever-
aged machine learning (ML), deep learning (DL), Internet of Things (IoT) sensors, and
data-driven methods to improve safety and efficiency. Existing research on driving behav-
ior analysis has primarily focused on fuel efficiency [11,28], machine learning classifica-
tion [30], and behavioral profiling, yet critical road safety factors remain underexplored.
Studies on eco-driving have successfully optimized fuel consumption [10], but lack em-
phasis on broader traffic safety concerns. Similarly, ML/DL-based classification models
have achieved high accuracy in distinguishing driving behaviors, yet they face scalability
challenges and often fail to integrate real-world environmental data and traffic infrastruc-
ture [27]. While these studies demonstrate the potential of ML, IoT, and DL in traffic man-
agement, they often lack a holistic approach that integrates real-time data from drivers,
vehicles, and road infrastructure into a unified framework. Furthermore, the absence of
predictive capabilities for compliance with traffic rules and proactive safety interventions
highlights the need for a more comprehensive, scalable solution that addresses both driver
behavior and infrastructure management.

To address these gaps, this research introduces a data-driven framework that integrates
Digital Twin technology, In-vehicle monitoring system IVMS and ML. The proposed
model is designed with the aim to improve compliance with traffic rules, analyze road
signage infrastructure, and predict unsafe driving behaviors.

For these purposes, we have posed the following research questions:

– RQ1: How can the DT of road safety identify and mitigate traffic sign non-compliance
violations?

– RQ2: How can driving patterns of non-compliance with traffic signage be identified
and used to prevent future motor vehicle incidents?

– RQ3: What insights can the DT of Road safety provide for road signage maintenance
and infrastructure improvement?

The structure of this paper is as follows. Section 2 provides definitions, background,
and related studies relevant to the research problem. Section 3 presents the Road Safety
Digital Twin model and its components. Section 4 outlines the experimental research,
including data collection and the application of analytical tools and machine learning
techniques for predictive modeling. Section 5 discusses the findings in relation to the
stated research questions. Finally, conclusions are presented in Section 6.

2. Related Work

This work is based on DT technology, which obtains real-world data through the IVMS
system. In this section, we analyze the relevant concepts of digital twins in mobility and
IVMSs, and present the analysis of relevant studies that analyze vehicle and driving be-
havior.

2.1. Digital Twins in Mobility

A Mobility Digital Twin (MDT) framework [36] has been introduced by Wang, charac-
terized as an artificial intelligence (AI)-based data driven cloud–edge–device framework
for mobility services.

The MDT framework operates across three distinct planes, as we can see in Figure 1:
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Fig. 1. Illustration of the Mobility Digital Twin framework[36]

1. the physical space, encompassing humans, vehicles, and traffic infrastructure,
2. the digital space, which contains digital counterparts of these physical entities and
3. the communication plane, which facilitates interaction between the physical and dig-

ital spaces[36].

This concept is highly significant, enabling functions like monitoring, management, main-
tenance, optimization, and forecasting. To achieve these goals, physical assets are equipped
with RFID and smart sensors, which simplify data capture across the entire product life
cycle and transmit real-time data to edge or cloud servers. The more sensors deployed,
the more precise insights are obtained. This data is then analyzed and presented to users
in an accessible format.

DTs leverage advanced technologies such as IoT for data acquisition, 5G for transmis-
sion, and AI/ML for data analysis and prediction. Additionally, tools like Virtual Reality
(VR) and Augmented Reality (AR) enhance data representation and provide immersive
experiences [18,26].

The Digital Twin collects real-time data from sensors [4] and correlates it with his-
torical data previously obtained from the same vehicle, enabling it to make informed
decisions and issue alerts for any unsafe conditions.

However, the effective deployment of DTs depends heavily on the advancement of
these technologies, which are still maturing. This ongoing evolution limits the ability of
DTs to fully realize their benefits. In addition, the implementation of DTs is often impeded
by high costs, the complexity of managing numerous interconnected systems, and the ne-
cessity for continuous investment to keep up with rapid technological progress. Advance-
ments in simulation and modeling tools, IoT device connectivity, expanded bandwidth,
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and improved computing architectures [8] will be the key to enabling DTs to become a
predominant tool for both companies and governments.

2.2. In-Vehicle Monitoring Systems (IVMS)

IVMS technology offers a comprehensive approach to improving driver safety by lever-
aging both hardware and software to capture critical vehicle and driving data. Real-
time feedback mechanisms, including in-cab warning lights, and auditory alerts, provide
drivers with immediate notifications when specific parameters, such as speed limit, are ex-
ceeded. This fosters the development of safer driving habits. This data is transmitted via
various networks (cellular, Wi-Fi, or satellite) to remote servers, where it is stored for ret-
rospective analysis, coaching, and reporting on driver behavior and vehicle performance.
Crucially, IVMS can operate without constant connectivity, synchronizing data once the
connection is restored, ensuring that drivers and managers receive consistent feedback
[22,25].

IVMS track and analyze vehicle activity to improve road safety and efficiency [12].
These systems are becoming increasingly common, even mandatory in some areas. IVMS,
which is accessible for both private and commercial use, can provide valuable insights for
young drivers, helping to pinpoint areas where their driving competencies can be en-
hanced.

In-vehicle monitoring systems consist of five essential layers: the object layer, the
sensing layer, the network layer, the data layer, and the application layer, as shown in Fig-
ure 2. These layers work together to provide comprehensive monitoring and management
capabilities within vehicles [21].

– Object layer: This layer moves beyond traditional license plates by creating a digital
information source for each vehicle and driver. This source acts like a digital ID card,
containing identification and regulatory data for both machine and human use (think
barcode vs. readable text).

– Sensing layer: This layer uses advanced technologies like RFID, GPS, and cameras to
collect real-world data about vehicles and drivers. It essentially translates the physical
world into a digital one, creating a rich pool of information for analysis.

– Network layer: This layer ensures data collected from various sensors gets transmitted
across different regions. It acts like a digital highway, carrying information through
wired networks, wireless connections, or even satellites.

– Data layer: This layer acts as the information hub. It stores sensor data, manages sys-
tem information, and provides tools to analyze and extract insights from the collected
data. It can also control sensor devices and provide basic functions like data retrieval
to the application layer.

– Application layer: This layer puts the collected information to use. It offers function-
alities through various interfaces (large screens, mobile apps, etc.) to manage vehicles
and drivers in the real world. This layer essentially builds the foundation for a modern
and intelligent transportation system.

Shell (the second-largest investor-owned oil and gas company) presents significant
benefits from IVMS, including a 60% reduction in speeding and a major drop in acci-
dents [32]. The system also encourages safer habits like seat belt use and discourages
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Fig. 2. IVMS 5-layers model [21]

harsh driving behaviors. Beyond safety, IVMS offers cost savings through reduced fuel
consumption, less wear and tear on vehicles, and potentially lower insurance premiums.

The International Association of Oil & Gas Producers (IOGP) analyzes studies [22]
related to the general usage of IVMS in commercial vehicles. Research has shown that
IVMS implementation, combined with tailored driver coaching, leads to significant reduc-
tions in risky behaviors like speeding, harsh braking, and cornering, as well as a decrease
in motor vehicle incidents (MVIs). IVMS also enhances journey management by pro-
viding insights into driving patterns, identifying “hot spots” with frequent incidents, and
optimizing routes to avoid high risk areas.

Furthermore, IVMS offers multiple layers of security, including real-time GPS track-
ing for emergency response, vehicle recovery, and protection against false claims in MVI
investigations. As the science of IVMS evolves, best practices continue to be refined,
contributing to better driver compliance, improved driving skills, and overall road safety
[6,22].

2.3. Related Studies

This research aims to address a critical gap in the existing literature, which is the absence
of a DT model capable of integrating data from the all three fundamental entities in traffic
and transportation (driver, vehicle and road) to generate actionable insights for enhancing
road safety. To bridge this gap, we identified relevant studies that analyze vehicle and
driving behavior using onboard diagnostics (OBD) data, apply ML and DL techniques
to study vehicle and driver behavior, and leverage RFID technology for road-related ap-
plications. Based on our analysis, we categorized the relevant studies into the following
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three groups: Studies conducted by using Onboard Diagnostics dataset, Studies applying
ML and DL techniques, and Leveraging technology for road-related applications.

2.3.1. Studies Conducted Using Onboard Diagnostics Dataset

Existing research has primarily focused on utilizing OBD data and advanced computa-
tional models to assess driving patterns and promote eco-friendly driving. Some studies
have developed methods to classify safe and unsafe driving behaviors by analyzing key
vehicle parameters such as speed, engine RPM, throttle position, and engine load, achiev-
ing high classification accuracy through machine learning techniques like the AdaBoost
algorithm [11]. Others have proposed eco-driving evaluation models that identify critical
fuel-related driving events using statistical approaches such as principal component anal-
ysis and multiple linear regression, achieving predictive accuracy of up to 96.72 % [10].
Additionally, some research has explored the integration of IoT vehicle sensors with gam-
ification strategies to encourage fuel-efficient driving, where real-time feedback based on
throttle position and engine RPM helps drivers adopt safer and more sustainable driving
behaviors [28]. Further advancements include the use of type-2 fuzzy logic models to as-
sess eco-driving skills, incorporating factors such as engine speed, acceleration, and pedal
position to evaluate driving style and its impact on fuel consumption, demonstrating the
potential for significant fuel savings [38]. While these studies provide valuable insights
into vehicle performance and driver behavior, they lack an integrated DT framework that
combines real-time vehicle data with road and environmental factors to enhance predic-
tive modeling and adaptive driving recommendations.

2.3.2. Studies Applying ML and DL Techniques

These analysis have explored various methodologies, including knowledge-based approaches,
classical machine learning, and deep learning techniques, with sensor fusion emerging
as a key factor in detecting aggressive, inattentive, and intoxicated driving [1]. Studies
utilizing clustering methods have examined driver behavior based on open traffic data,
focusing on factors such as the use of safety systems and mobile phone distractions [7].
Other research efforts have leveraged cloud-based machine learning and deep learning
systems to classify driving behavior, integrating big data management techniques and
clustering algorithms to distinguish between eco-friendly and aggressive driving styles
[30]. Additionally, deep learning models have been applied to naturalistic driving data to
assess compliance with traffic regulations, demonstrating high accuracy in real-time driver
monitoring [2]. These studies provide valuable insights into vehicle and driver behavior
analysis, they primarily focus on data processing and classification. The lack of a unified
DT framework limits the potential for predictive modeling and real-time interventions,
underscoring the need for a more holistic approach to road safety.

2.3.3. Leveraging Technology for Road-Related Applications

The traffic sign detection has explored different approaches, including RFID-based meth-
ods and deep learning techniques. Studies have investigated the use of active and passive
RFID tags for traffic sign detection, where active tags provide stable detection at speeds
exceeding 100 km/h and distances up to 30 m but come with high costs and the need for
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battery charging, while passive tags offer a more affordable alternative with a limited 5
m range, though they may fail in scenarios like overtaking or roadwork avoidance [27].
Other approaches have focused on computer vision and deep learning, utilizing hierarchi-
cal classification models combined with object detection algorithms such as YOLOv5 to
enhance traffic sign localization [37]. While these studies contribute significantly to traffic
sign recognition, they primarily focus on detection and classification without integrating
a DT approach that would connect traffic signage data with real-time road and vehicle
conditions. This gap highlights the need for a more holistic DT framework that enhances
road safety through predictive analytics and adaptive decision-making.

Since this study builds upon our previous conference paper, ”Digital Twins of Road
Signage: Leveraging AI and RFID for Improved Road Safety,”[14] it serves as the founda-
tion for our ongoing research in this field and the expansion of our work. In our previous
study, we focused on RFID technology and its potential for recognizing road signage,
where RFID-enabled traffic signs collected real-time data on road conditions, which were
then compared with values obtained from IVMS reports. Additionally, we introduced a
DT model of road signage, which has been further developed for this study. In this pa-
per, we extend our research by utilizing real-world data and incorporating a predictive
component for driving behavior analysis.

3. Digital Twin Model of Road safety

Fig. 3. Digital twin of Road safety
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The role of the DT extends beyond simple simulation as it actively interacts with
the physical system and adjusts to evolving external circumstances. DT technology heav-
ily relies on data intake and correlation analysis, closely intertwined with data-intensive
modeling, driven by advanced Machine Learning and Deep Learning, as well as big data
analytics [13]. Our DT model of Road Safety is based on enhancing IVMS using RFID
technology and artificial intelligence, as illustrated in Figure 3. In the following sections,
we discuss in detail each component of the model we developed.

3.1. Physical Space

The physical space of this model is structured around the three fundamental pillars of
road safety: Safe Driver, Safe Vehicle and Safe Road. At the core of this system is the
vehicle, which serves as the central element connecting the Safe Road through an RFID-
based link and the Safe Driver via in-cabin connectivity. The connection between the Safe
Road and the Safe Vehicle is unidirectional, meaning that the vehicle only receives data
from the road infrastructure without sending feedback. However, the connection with the
Safe Driver is bidirectional, enabling certain driver-related parameters to be monitored
and analyzed. This includes data from Driver Fatigue Management systems, as well as
vehicle sensor readings influenced by driver behavior, such as speed, engine RPM, harsh
braking, and harsh acceleration.

Beyond driver-related parameters, the Safe Vehicle system continuously transmits
data regarding of the vehicle’s overall condition and reliability. This includes predictive
maintenance, utilizing sensors connected to the CANBUS system (Controller Area Net-
work Bus), which facilitates real-time communication between the vehicle’s electronic
components. Additionally, other distributed sensors within the vehicle contribute to mon-
itoring critical operational aspects, ensuring a comprehensive approach to road safety.

3.2. Virtual Space

In the virtual space, a data lake serves as the central repository where all incoming data is
processed and categorized into three DTs entities: DT Safe Driver, DT Safe Vehicle, and
DT Safe Road. Each DT is responsible for analyzing data within its specific domain of
traffic safety, applying predefined parameters and filters to assess conditions, and either
providing feedback or forwarding the information for further processing and analysis.

The DT Safe Driver can detect repeated behaviors through the Driver Fatigue Man-
agement System (DFMS) and initiate corrective actions to enhance road safety. These
actions may include enforcing a mandatory 20 minute rest break, alerting a supervisor or
responsible authority, or even temporarily disabling the vehicle to prevent further driv-
ing. Additionally, by combining driver behavior data with road signage information from
DT Safe Road and utilizing Machine Learning (ML) algorithms, the system can identify
driving patterns and predict potentially unsafe actions that may pose a risk to road safety.

The DT Safe Vehicle continuously monitors the condition of critical vehicle compo-
nents, providing recommendations for corrective and predictive maintenance based on
real-time sensor data collected from the vehicle’s internal systems.

The DT Safe Road plays a key role in speed regulation and traffic compliance. By
leveraging geolocation data of speed limit signs and stop signs (where a stop sign is tech-
nically equivalent to a speed limit of 0 km/h), it can compute speed predictions and alert
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drivers to reduce speed accordingly. RFID readings of traffic signs act as triggers for these
calculations, ensuring that sign data remains accessible even when a vehicle is unable to
connect to GPS or GSM servers. Additionally, the RFID reader facilitates real-time traffic
sign detection and transmits this information to the DT Safe Road, helping to maintain an
updated database of road signage assets and improving overall traffic management.

3.3. Communication

The In-Vehicle Monitoring System serves as a key communicator between the physical
and virtual spaces within the DT framework for road safety. It continuously monitors and
collects data on vehicle performance and driver behavior, including speed, engine RPM,
harsh braking, harsh acceleration, and geolocation, while integrating with RFID technol-
ogy and CANBUS sensors to support predictive maintenance and traffic sign detection.
This data is transmitted to the virtual space, where DT Safe Driver, DT Safe Vehicle, and
DT Safe Road process the information and provide feedback for interventions, such as
mandatory rest breaks, maintenance alerts, and speed regulation compliance. Each DT
entity analyzes the data based on predefined safety parameters, ensuring appropriate real-
time corrective measures. By enabling a continuous flow of information, IVMS enhances
road safety, vehicle reliability, and overall traffic efficiency within an intelligent trans-
portation ecosystem. Transmission is conducted through cellular and satellite networks.

3.4. Services

Certain services have emerged as a necessary component of the DT framework, as they
cannot be strictly classified within either the physical or virtual space. These services are
developed based on the 5D Digital Twin model [20] and serve as an added value to the
DT system. Their primary objective is to enhance the functionality of each digital entity,
ultimately improving the entire road safety ecosystem centered around a specific driver,
vehicle, and road network. We have identified three key services, each operating within
a dedicated department: Road Maintenance Department, Road Design Department, and
Learning & Training Department.

The Road Maintenance Department analyzes data by comparing vehicle records with
the existing road infrastructure database and identifying discrepancies based on real-time
vehicle inputs. If inconsistencies are detected, the system triggers the Road Survey and
Maintenance Road Signage service to assess and address road safety deficiencies. Fol-
lowing this, the Road Design Department utilizes machine learning algorithms to predict
driver behavior patterns and detect frequent violations of traffic regulations. This analysis
serves as a trigger for implementing traffic-calming measures, aimed at reducing risks
on specific road sections. Additionally, the Learning & Training Department focuses on
driver coaching, offering targeted safety training in areas where drivers exhibit unsafe
behaviors, contributing to a proactive approach in road safety improvement.

4. Experimental Research

The primary goal of the experimental research is to evaluate the DT model in improving
road safety. The implementation of the DT of Road safety is based on a layered system
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architecture comprising edge-level data acquisition and centralized cloud-based process-
ing through the infrastructure of the IVMS service provider. Data collection is carried
out using the FMS Fusion 300 IVMS device, which integrates GNSS modules (GPS,
GLONASS, BeiDou) and CANBUS connectivity for vehicle telemetry acquisition. Data
transmitted via cellular or satellite networks are stored and processed within a central-
ized Digital Twin data lake hosted on web servers managed by the IVMS provider, where
analytics are executed using Python-based geospatial libraries and the Meta Prophet fore-
casting algorithm. This analytical framework enables the deployment of intelligent DT
services, including predictive road maintenance, road signage evaluation, and adaptive
driver coaching.

4.1. Context of the Experimental Research

The Digital Twin of Road Safety model served as the foundation for this research. This
study involved data collection through IVMS, where historical reports on vehicle move-
ments and the corresponding drivers were generated by the IVMS provider’s server. Com-
pared to the model, the research did not implement the RFID component used to confirm
the presence of specific traffic signs, but this does not affect the research as a whole.
Geospatial data analysis plays a crucial role in traffic monitoring systems, which utilizes

Fig. 4. The FMS Fusion device for collecting data

Python libraries like GeoPandas and Shapely [5] to analyze vehicle behavior around road
signs. The central concept behind this script is to evaluate whether vehicles complies with
speed limits within specific zones of influence, created around the road signs based on
their direction. Using GPS data from both road signs and vehicles, the script transforms
this raw input into a GeoDataFrame [5], enabling spatial operations such as determin-
ing whether a vehicle falls within the influence zone of a sign. This technique leverages
geospatial theory by treating locations as geometric points and constructing directional
buffer zones to model the area affected by each road sign. The code further employs spa-
tial joins to analyze the interaction between vehicles and road signs, analyzing whether
a vehicle’s location is within a sign’s zone of influence. Once this spatial link is estab-
lished, the script compares vehicle speed to the road sign’s speed limit to detect potential
violations. The theoretical framework here is grounded in spatial data theory, particularly
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in defining directional influence zones, which are critical for ensuring that only vehicles
moving in the direction of the sign are considered. Finally, the system evaluates speed vio-
lations within these zones, providing a basis for traffic enforcement and highlighting how
geospatial analytics can enhance road safety by ensuring that vehicles adhere to speed
limits. The Meta Prophet model (Figure 4.) [29] is a time series forecasting tool that re-
lies on an additive approach to decompose a time series into four primary components:
trend, seasonality, holiday effects, and noise. The trend captures the long-term changes in
the series, seasonality reflects periodic fluctuations, holiday effects account for the impact
of special dates or periods, and noise represents unpredictable random variations [15].

Fig. 5. The Meta Prophet model

The decomposition process in the Prophet model is divided into two parts: trend de-
composition and seasonality decomposition. Trend decomposition utilizes a segmented
linear function to capture both linear and non-linear components of the trend. Seasonal-
ity decomposition employs a Fourier series to break down seasonal patterns into multiple
cycles. During parameter learning, the Prophet model estimates regression coefficients
using least squares [33].
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The overall forecast at any given time t is represented by the equation:

y(t) = g(t) + s(t) + h(t) + εt

In this formula, y(t) denotes the predicted value at time t, with each term captur-
ing a different aspect of the time series. The trend, seasonality, and holiday effects are
represented by the following equations:

g(t) = k + at+

G∑
i=1

Ci · sigmoid(t− ti)

s(t) =

N∑
n=1

(an sin(
2πnt

P
) + bn sin(
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P
))

h(t) =
∑
j

KjI

The trend component g(t) models long-term changes and can be represented either
by a piecewise linear function or a logistic growth model. K is the offset term indicating
the overall average, a is the slope of the linear trend, t denotes time, G is the number
of inflection points in the non-linear trend, Ci is the growth rate at each inflection point
(t− ti), N is the order of the seasonal pattern, P is the period of the seasonality, and Kj

is the effect associated with the j − th holiday. The indicator function I equals 1 if time
t is during the j − th holiday and 0 otherwise [3].

The Meta Prophet model is well-suited for this research due to its advanced time-
series forecasting, anomaly detection, and predictive analytics capabilities, which align
with the study’s goals of improving road safety, traffic compliance, and infrastructure
management. Its ability to analyze IVMS data enables accurate predictions of traffic sign
violations, identifying high-risk areas and driver non-compliance patterns. By handling
complex, multi-variable traffic data, it detects behavioral trends and key compliance fac-
tors, enhancing driver monitoring and intervention strategies.

4.2. Data Collection

For the purposes of this study, data was provided by the IVMS provider with the consent
of the participating company, ensuring that no personal identifiers were disclosed. The
data collection period spanned from January 2023 to May 2024. Additionally, a field
survey was conducted to compile a list of traffic signs, including geolocation data and
speed limits, covering a total of 25 signs, among which were speed limit signs and stop
signs. The research also involved the analysis of data from 22 drivers and two vehicles.

The FMS Fusion 300, presented in Figure 5., is an advanced IVMS device designed
for precise data collection and processing related to vehicle and driver activities. It is
equipped with an ARM (Advanced RISC Machine) Cortex-A53 Octa-core processor,
16GB eMMC (embedded MultiMediaCard) storage, and 2GB LPDDR3 (Low Power
Double Data Rate 3) RAM. The device utilizes GNSS (Global Navigation Satellite Sys-
tem) capabilities, including GPS (Global Positioning System), GLONASS (Global Nav-
igation Satellite System, Russia), and BeiDou (Chinese Satellite Navigation System) to
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accurately capture and record real-time location data, vehicle speed, and trip duration [16].
IVMS uses cellular or satellite networks to transmit data. This research was conducted in
an area without natural or artificial obstacles (such as tunnels or mobile coverage gaps).
However, existing studies [9] [23] indicate that cellular signals can be maintained even
inside tunnels. After data collection, the IVMS device transmits the information to IVMS
provider servers, which, within the DT model, are referred to as the DT data lake. For
our research, we extract various types of data from the DT data lake to construct DT Safe
Driver, DT Safe Vehicle, and DT Safe Road. Later, this classified data, combined with
additional collected inputs, is processed using the Meta Prophet algorithm to generate
predictive results. These predictions help in triggering specific DT Services, enhancing
road safety and traffic management.

4.3. Results of Experimental Research

This subsection presents the key findings derived from the experimental implementation
of the proposed DT of Road Safety. Following data collection within the DT Safe Driver,
DT Safe Vehicle, and DT Safer Road components, as an integral part of this research, the
focus in the subsequent subsections is placed on the application of analytical tools and
machine learning techniques for predictive modeling and dataset comparison, in accor-
dance with the defined research objectives.

4.3.1. Identification of Violations Related to Traffic Sign Non-Compliance

Fig. 6. The position and influence zone of traffic signs

To detect violations associated with traffic sign non-compliance, the analysis began
with the integration of a geospatial dataset containing the precise coordinates of all traffic
signs. A directional influence zone was then established for each sign by generating a
directional buffer aligned with the sign’s orientation. The direction, initially provided in
degrees (with 0° indicating North), is converted into radians to facilitate the calculation of
horizontal and vertical displacements based on trigonometric functions. These displace-
ments outline a line extending from the sign’s location in the specified direction.

To represent the influence zone, a buffer is generated around this line, with its width
set to half the specified distance, ensuring that the zone accurately captures the sign’s
directional impact along the road. Additionally, square ends are produced for the buffer
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to simulate the area affected by the sign. This method is applied to each road sign in a
GeoDataFrame, resulting in a new column that contains the directional influence zone for
each sign.

The approach ensures that the influence zone is not isotropic but instead follows the
direction in which the sign impacts traffic in Figure 6. This method allows for the precise
delineation of areas influenced by road signs, improving the accuracy of our model. Af-
terward, a spatial join is conducted between the driver data and the road sign influence
zones to link each driver to the respective zone they are located within. This spatial join
matches the driver’s position with the influence zone of road signs based on their spatial
relationship as shown in Listing 1.

1 # Spatial join to associate driver data with the road sign influence zones
2 joined_gdf = gpd.sjoin(driver_data_gdf,
3 road_signs_gdf.set_geometry(’influence_zone’),
4 how=’left’, op=’within’)
5

6 # Ensure the geometry column is correctly set
7 # joined_gdf = gpd.GeoDataFrame(joined_gdf,
8 geometry=driver_data_gdf.geometry.name,
9 crs=driver_data_gdf.crs)

10

11 joined_gdf[’geometry’] = joined_gdf[’geometry_left’]
12 # or another appropriate column
13 joined_df = joined_gdf
14 joined_gdf = gpd.GeoDataFrame(joined_gdf,
15 geometry=’geometry’, crs=driver_data_gdf.crs)
16 # def is_moving_with_sign(vehicle_direction,
17 sign_direction, tolerance=30):
18 # Check if the vehicle’s direction is aligned with the road sign’s

direction.
19 # Allow some tolerance for slight deviations.
20 # diff = abs(vehicle_direction - sign_direction)
21 % 360
22 # return diff <= tolerance or diff >=
23 (360 - tolerance)
24

25 # # Filter based on direction
26 # joined_gdf[’correct_direction’] = joined_gdf.apply(
27 # lambda row: is_moving_with_sign
28 (row[’vehicle_direction’],row[’direction’]), axis=1
29 # )
30 # valid_vehicles_gdf = joined_gdf
31 [joined_gdf[’correct_direction’]]
32

33 valid_vehicles_gdf = joined_gdf
34 #driver_data_gdf = gpd.GeoDataFrame
35 (driver_data, geometry=’geometry’)

Listing 1.1. Code to associate driver data with sign influence areas

The outcome is GeoDataFrame that initially contains data from both drivers and road
signs. To ensure the correct heading (direction) is maintained, the geometry column is
explicitly set to the driver’s original heading. The final GeoDataFrame is then validated
to confirm it has the correct coordinate reference system. Although the commented-out
portion of the code provides a method for checking if a vehicle’s direction aligns with
the road sign’s direction (is moving with signfunction), this function calculates the
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angular difference between the vehicle’s and the sign’s directions, allowing for a tolerance
range to account for slight deviations. If needed, the function could be applied to filter
out vehicles moving in directions that do not align with the sign’s influence, creating a
subset of vehicles ((valid vehicles gdf ) that are correctly oriented relative to the signs.
However, in this instance, the script concludes by setting (valid vehicles gdf ) to the
result of the initial spatial join, effectively retaining all joined records without further
directional filtering.

Table 1. Output table with drivers violations

TachoDate (Date) TachoDate (Time) Driver Speed Speed limit Violation
1/2/23 8:09:48 Driver 2 46 50 FALSE
1/2/23 8:09:58 Driver 2 27 50 FALSE
1/2/23 8:10:18 Driver 2 40 30 TRUE
1/2/23 8:10:19 Driver 2 40 30 TRUE
1/2/23 8:10:23 Driver 2 31 30 TRUE
1/2/23 8:10:23 Driver 2 31 30 TRUE
1/2/23 8:10:28 Driver 2 22 30 FALSE
1/2/23 8:10:28 Driver 2 22 30 FALSE
1/2/23 8:10:30 Driver 2 20 30 FALSE
1/2/23 8:10:30 Driver 2 20 30 FALSE
1/2/23 8:10:31 Driver 2 20 30 FALSE
1/2/23 8:10:31 Driver 2 20 30 FALSE
1/2/23 8:10:34 Driver 2 20 30 FALSE

In this research, we identify instances where vehicles exceed the speed limit and count
the number of violations in Table 1. A new column, ”violation”, is created in the dataset
by comparing each vehicle’s recorded speed against the speed limit specified by the corre-
sponding road sign. This comparison determines whether the vehicle’s speed exceeds the
limit, with the result indicating a violation if the speed is above the limit. After identifying
these violations, the total number is calculated by summing the number of instances where
violations occurred. This count represents the total number of vehicles that exceeded the
speed limit according to the road signs they encountered. Finally, the total number of
speed violations detected within the dataset is displayed, highlighted in red in Figure 7.

4.3.2. Predictions of Driver Behavior

If we examine compliance with traffic regulations, particularly speed limits, we can distin-
guish between intentional and unintentional driving behavior[31]. Intentional non-compliance
may arise due to a lack of knowledge, unawareness of consequences, absence of enforce-
ment or monitoring (”nobody sees me”), or reduced concentration. While occasional in-
stances of such behavior can happen to any driver, the concern arises when these actions
become repetitive patterns. Identifying such patterns enables us to anticipate future traffic
violations, which could ultimately lead to motor vehicle incidents. This research focuses
on predicting potential driver behavior and drawing data-driven conclusions based on
these predictions to enhance road safety interventions.
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Fig. 7. Spatial join to associate driver violations with the road sign influence zones

Table 2. Output a table with predictions of drivers’ behavior

ds yhat lower yhat upper trend lower trend upper yhat Driver
2024.10.20 -0.142796082 0.832923817 0.115616094 0.115616157 0.341534197 Drv1
2024.10.27 -0.15413158 0.781563299 0.112826379 0.112826445 0.338744484 Drv1
2024.11.03 -0.120619894 0.790254016 0.110036663 0.110036735 0.335954771 Drv1
2024.11.10 -0.093254485 0.806663005 0.107246948 0.107247024 0.333165057 Drv1
2024.11.17 -0.177004874 0.790667688 0.104457232 0.104457312 0.330375344 Drv1
2024.11.24 -0.137346225 0.760633958 0.101667516 0.101667601 0.327585631 Drv1
2024.12.01 -0.138367901 0.805363476 0.098877801 0.09887789 0.324795917 Drv1
2024.12.08 -0.173509915 0.783826341 0.096088085 0.096088179 0.322006204 Drv1
2024.12.15 -0.133032178 0.791374811 0.093298369 0.093298469 0.319216491 Drv1
2024.12.22 -0.134742919 0.783052654 0.090508654 0.090508758 0.316426777 Drv1
2024.12.29 -0.132399781 0.796272074 0.087718938 0.087719047 0.313637064 Drv1
2025.01.05 -0.137950205 0.771677584 0.084929223 0.084929337 0.31084735 Drv1
2025.01.12 -0.165706826 0.790620813 0.082139506 0.082139626 0.308057637 Drv1
2025.01.19 -0.166182664 0.75937172 0.079349791 0.079349916 0.305267924 Drv1
2025.01.26 -0.171092742 0.798246192 0.076560075 0.076560205 0.30247821 Drv1
2025.02.02 -0.168234231 0.784721728 0.073770358 0.073770495 0.299688497 Drv1
2025.02.09 -0.195392163 0.743006299 0.070980644 0.070980783 0.296898784 Drv1
2025.02.16 -0.172924502 0.756590949 0.068190928 0.068191072 0.29410907 Drv1
2025.02.23 -0.16626537 0.755384227 0.065401212 0.065401361 0.291319357 Drv1
2025.03.02 -0.1781599 0.764092547 0.062611495 0.06261165 0.288529644 Drv1
2025.03.09 -0.166079517 0.753248377 0.059821779 0.059821939 0.28573993 Drv1
2025.03.16 -0.159474004 0.772116024 0.057032063 0.05703223 0.282950217 Drv1
2025.03.23 -0.210509577 0.744856374 0.054242347 0.054242519 0.280160504 Drv1
2025.03.30 -0.194617814 0.735365529 0.051452631 0.05145281 0.27737079 Drv1
2025.04.06 -0.186525308 0.727976744 0.048662915 0.0486631 0.274581077 Drv1
2025.04.13 -0.190258675 0.745741923 0.045873199 0.04587339 0.271791363 Drv1

The output dataset shown in Table 2. presents predictions for driver behavior based on
time series analysis, with each row corresponding to a specific time-stamped prediction.
Key variables in the dataset include the timestamp (ds), the underlying trend component
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(trend), and the prediction intervals (yhat lower and yhat upper), which indicate the
range within which the actual driver behavior is expected to fall. The dataset also pro-
vides confidence intervals for the trend component (trend lower and trend upper), as
well as additive terms that account for daily and weekly seasonal patterns, along with
other influencing factors. The impact of these seasonal patterns is further detailed in the
daily and weekly components, while the multiplicative terms are set to zero, indicating
no multiplicative effects were considered in this dataset. The yhat value represents the
predicted driver behavior at each timestamp, and the Driver column specifies the driver
associated with each prediction [29].

The results indicate that the trend component for each driver remains consistent over
time, suggesting a stable underlying pattern in their behavior. The prediction intervals,
represented by yhat lower and yhat upper, are relatively narrow, which implies a high
level of confidence in the predictions. Seasonal effects are evident in the daily and weekly
components, with the data indicating variations in driver activity or compliance at differ-
ent times of the day and across different days of the week [19].

Fig. 8. Forecast trend of traffic rules violations

The plot in Figure 8. shows the predicted trend of traffic rule violations associated
with posted traffic signs from 2023 until mid-2024. It suggests that traffic rule violations
are expected to decrease significantly over time. This could be due to various factors,
such as better enforcement, increased driver awareness, or changes in traffic management
policies. However, the confidence interval indicates some uncertainty, and the model’s
performance should be closely monitored to ensure it continues to provide reliable fore-
casts. In our research, we analyzed historical driving data to forecast future behaviors,
focusing on the likelihood of violations and changes in habits. This methodology enables
the identification of key behavioral trends, seasonal variations, and anomalies at the in-
dividual driver level, thereby offering valuable insights for targeted safety improvement
and performance management.

In Figure 9, we present forecasts for four drivers, each representing a typical driv-
ing behavior pattern identified among the 22 analyzed driver behaviors in this study. For
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Driver 1, the forecast indicates a slight decline in violations, suggesting a potential im-
provement in adherence to traffic regulations over the analyzed period. However, the wide
prediction interval suggests significant uncertainty, possibly due to inconsistent driving
patterns. The data shows noticeable seasonal patterns, with some recurring peaks and
dips, and violations clustered around certain values. The forecast for Driver 2 shows a
relatively stable trend with a slight upward movement towards the end of the forecast pe-
riod, suggesting a steady but slightly increasing rate of violations. The prediction interval
is moderately wide, indicating some uncertainty but less variability compared to Driver
1. The pattern of violations is more consistent, with fewer fluctuations, indicating more
stable driving behavior. The forecast for Driver 3 indicates a slight upward trend in viola-
tions, pointing to a possible increase over time. The prediction interval is wide, especially
in the middle and towards the end of the forecast, reflecting high uncertainty and poten-
tially erratic driving behavior. The pattern shows pronounced spikes and dips, suggesting
more irregular behavior or external influences. The forecast for Driver 4 (driving during
maintenance) exemplifies how predictions should ideally appear for all drivers, reflecting
stable driving patterns with minimal fluctuations and promoting good driving behavior.
In contrast, Driver 1 shows a downward trend but with high variability, Driver 2 exhibits
a more stable pattern with slight increases, and Driver 3 displays an upward trend with
considerable uncertainty.

Fig. 9. Forecast for driving behaviors of selected drivers 1, 2, 3 and 4
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4.3.3. Forecasting Compliance with Road Signage as Part of Maintenance and In-
frastructure Improvements

The following analysis presents forecasts of driver compliance with various traffic signs,
including speed limits and stop signs on both main and side roads, as illustrated in Figure
10. The results identify distinct behavioral patterns, ranging from consistent adherence
to fluctuating violations, emphasizing critical areas for traffic management intervention.
The forecast for the ”Speed Limit 40 km/h” sign on the main road indicates a generally

Fig. 10. Prediction of compliance with traffic signs

stable trend, with minimal fluctuations around the posted speed limit. The prediction in-
terval remains narrow, signifying a high level of confidence in the projected values. This
consistency suggests that drivers largely comply with the speed limit, with only occa-
sional deviations observed. The stability in adherence implies that existing traffic control
measures are effective in maintaining compliance at this location.

In contrast, the forecast for the ”Stop Sign” on the side road reveals significant vari-
ability in driver behavior, with widening fluctuations, particularly from mid-2023 onward.
The prediction interval expands, reflecting greater uncertainty and an increased frequency
of violations. A downward trend in compliance beginning in early 2024 raises road safety
concerns, indicating a potential decline in driver awareness or enforcement effectiveness.
This suggests the need for targeted traffic interventions to enhance compliance at this
intersection.

The forecast for the ”Speed Limit 60 km/h” sign on the main road exhibits moderate
variability, with the prediction interval widening over time, reflecting increasing uncer-
tainty in driver behavior. A downward trend in compliance is observed starting from early
2024, suggesting a decline in adherence to the speed limit. The growing volatility in driver
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behavior may indicate inconsistent enforcement or changing driving patterns, necessitat-
ing further analysis and possible intervention to ensure traffic safety at this location.

Similarly, the forecast for the sign ”Speed Limit 40 km/h” on the main road highlights
high variability in driver compliance, characterized by frequent fluctuations in the number
of violations. The confidence interval remains wide throughout the forecast period, indi-
cating substantial uncertainty in future trends. Although a slight decrease in violations is
projected over time, irregular driving patterns persist, emphasizing ongoing challenges in
maintaining compliance with posted speed limits. These findings suggest a need for fur-
ther monitoring and potential traffic calming measures to improve speed regulation and
overall road safety.

4.3.4. Potential Validity Issues

While it may appear that the volume of collected data is a limitation for a comprehen-
sive experimental analysis, our DT of Road safety, although tested on a limited dataset,
is inherently scalable and can be effectively extended to larger geographic areas, encom-
passing a greater number of vehicles, road segments, and traffic signs. This aspect will be
explored in future research.

5. Discussion

This section provides a comprehensive discussion of the principal findings derived from
the experimental investigation, aligning them with the previously formulated research
questions. Each part is dedicated to one question, drawing connections between the results
and the research aims. By combining insights from data analytics, user behavior patterns,
and interactive vehicle system responses modeled through the Digital Twin environment,
the discussion explores the DT of Road Safety capacity to support data-driven road safety
improvements.

5.1. How Can the Digital Twin of Road Safety Identify and Mitigate Traffic Sign
Non-Compliance Violations?

The DT model, specifically the DT Safe Road, in this research utilizes real-world data
collected from the physical environment combined with existing traffic signage records to
identify all instances of traffic non-compliance. This serves as the initial step toward the
ultimate goal of mitigating traffic sign violations and enhancing compliance.

Our finding provides an answer to RQ1 by establishing a method for identifying traffic
sign violations and gaining an initial insight into potential black spots [24] within the road
network. To address this issue, we identify two key factors influencing non-compliance.
The first factor is driving behavior, particularly human errors, which can be intentional or
unintentional [31]. The second factor relates to Safe Road infrastructure, where address-
ing this challenge involves implementing traffic calming measures to reduce speed and
enhance compliance. This can be achieved by activating Road Maintenance Department
services within the Digital Twin model, ensuring timely interventions and improvements
in road safety. These measures will be explored in more detail through RQ2 and RQ3.
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5.2. How Can Driving Patterns of Non-Compliance with Traffic Signage Be
Identified and Used to Prevent Future Motor Vehicle Incidents?

If we examine compliance with traffic regulations, particularly speed limits, we can dis-
tinguish between intentional and unintentional driving behavior[31]. Intentional non com-
pliance may arise due to a lack of knowledge, unawareness of consequences, absence of
enforcement or monitoring (”nobody sees me”), or reduced concentration. While occa-
sional instances of such behavior can happen to any driver, the concern arises when these
actions become repetitive patterns. Identifying such patterns allows us to anticipate future
traffic violations, which could ultimately lead to motor vehicle incidents. This research fo-
cuses on predicting potential driver behavior and drawing data-driven conclusions based
on these predictions to enhance road safety interventions. By analyzing recurrent behav-
iors, the model aims to predict and mitigate potential violations before they escalate into
safety-critical events.

This study reveals intentional non-compliance with speed-related traffic regulations
and identifies behavioral patterns where drivers improve or deteriorate their driving habits
over time. By utilizing predictive tools, we can anticipate that certain behaviors may lead
to motor vehicle incidents, including asset damage and injuries to pedestrians and other
road users. These risk patterns trigger one of the DT services within the Learning & Train-
ing Department, which then delivers targeted awareness programs and knowledge-based
interventions to enhance driver safety and compliance. When discussing unintentional
driving behavior, we will explore this aspect further in response to RQ3 in the next chap-
ter.

5.3. What Insights Can the Digital Twin of Road Safety Provide for Road Signage
Maintenance and Infrastructure Improvement?

The DT Safe Road is designed as a key component of road infrastructure, aimed at enhanc-
ing road signage maintenance and infrastructure improvements. Communication within
road networks, encompassing interactions among vehicles and between vehicles and in-
frastructure, has begun to garner interest within the traffic engineering community [17].

Fig. 11. Road signage survey after analysis
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In our post-analysis of certain graphs, we gained key insights that significantly im-
pacted the graphical representation, underscoring the importance of this type of analysis.
In particular, we found that the stop sign had no recorded values despite being located
on a secondary road, where violations should have been more frequent. Interviews with
drivers and data from the road maintenance department revealed that the stop sign had
been damaged (knocked down), and one of the 40 km/h signs had been rotated by the
wind, showing the speed limit in the opposite direction, as shown in Figure 11. These
issues were rectified before our field data collection, but it is important to note that two
months passed between the initial occurrence and the repair. In the context of road safety,
such delays are unacceptable given the potential consequences of these events. Further-
more, some traffic signs were incorrectly positioned or had faded to the point of being
barely legible, a fact that we were aware of during data collection. Our graphical analysis
confirmed that a portion of traffic violations could be attributed to these specific issues.

6. Conclusions

In conclusion, mitigating traffic incidents caused by sign disobedience requires a multi-
faceted approach that considers the interdependent relationship between drivers, roads,
and vehicles. By synchronizing these elements and leveraging technological advance-
ments, significant progress can be made toward enhancing road safety. The integration of
IVMS and DT offers a transformative opportunity to complement traditional road safety
strategies and foster a safer, more efficient transportation ecosystem.

This research proposes a DT model that integrates all three pillars of traffic safety:
Safe Driver, Safe Vehicle, and Safe Road, by combining IVMS data with machine learn-
ing techniques. The model presents a comprehensive traffic safety approach, facilitating
detailed vehicle data collection and enabling real-time traffic sign recognition. By ana-
lyzing this data, the system can predict driver behavior, monitor compliance with speed
limits, and provide proactive warnings, thereby promoting adherence to traffic regulations.

The research findings highlight the ability to identify drivers in need of additional
coaching, evaluate the effectiveness of safety interventions, and ensure long-term im-
provements in driving behavior. The focus remains on promoting consistent, safe driving
habits, with forecasting models ideally showing stable, low-violation patterns. Addition-
ally, classifying violations by traffic sign type and predicting trends in non-compliance
rates allow for targeted road surveys and the implementation of traffic-calming measures
to enhance safety.

Future research should focus on scaling the DT road safety model across broader ge-
ographical areas and a diverse range of vehicles. Expanding its application would enable
better validation of its effectiveness across various road networks and traffic environ-
ments, providing critical insights into cost-effectiveness, scalability, and the potential for
widespread adoption. Furthermore, integrating additional sensor technologies, such as Li-
DAR (Light Detection and Ranging) and camera-based systems, alongside IVMS would
enhance traffic sign detection accuracy and data collection reliability under diverse road
conditions.

Advancing machine learning techniques remains crucial for improving predictive ca-
pabilities related to driver behavior and traffic management. Incorporating external factors
such as weather conditions, time of day, and traffic density could increase forecasting
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accuracy and enable more dynamic safety interventions. Additionally, future research
should focus on real-time applications of the model, offering immediate feedback to
drivers and ensuring proactive traffic management. As the adoption of DT technology in
smart city traffic systems continues to grow, this model holds significant potential to con-
tribute to data-driven traffic management solutions and enhanced road safety outcomes.
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Digital twin city congestion management model as part of smart mobility in gcc countries.
Marketing and Smart Technologies: Proceedings of ICMarkTech 2023 pp. 341–352 (2023),
dOI 10.1007/978-981-97-3698-024
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Abstract. Fire detection is critical in applications such as fire management and
building safety, but dispersion and blurring of flame and smoke boundaries can
present challenges. Multiple upsampling and downsampling operations can blur the
localisation signals, thus reducing accuracy and efficiency. To address this problem,
we propose the AMMF(Attention Mechanisms and Multiscale Features) detection
model, which integrates an attention mechanism and multi-scale feature fusion to
improve accuracy and real-time performance. The model incorporates a dynamic
sparse attention mechanism in the backbone network to enhance feature capture
and restructures the neck network using CepBlock and MPFusion modules for bet-
ter feature fusion. MDPIoU loss and Slideloss are then utilised to reduce the bound-
ing box regression error and address the sample imbalance problem respectively. In
addition, parameters are shared by merging 3×3 convolutional branches, which op-
timises the detection head and improves computational efficiency. The experimental
results show that AMMF-Detection can significantly improve the detection speed
and accuracy on the public dataset.

Keywords: Fire detection,YOLO,Feature fusion,ynamic sparse attention,Multi-scale
features

1. Introduction

Detecting objects is essential for analyzing and understanding flame and smoke images,
with its main objective being to precisely identify and pinpoint components like the smoke
and fire source.The complexity and diversity of fire scenes, the irregular shapes of target
objects, and the presence of numerous interfering elements in the images lead to low
detection accuracy. Additionally, when processing the original image, up-sampling in-
troduces additional pixels, increasing the sparsity of the original features, while down-
sampling causes a loss of localization information. This results in the gradual blurring or
disappearance of small flame and smoke details, which negatively impacts detection ac-
curacy. Moreover, the current computational efficiency remains a significant challenge, as

⋆ Corresponding author
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fire detection must meet real-time requirements. Consequently, fire detection models must
possess strong abstraction and generalization capabilities to handle the complex and dy-
namic nature of fire scenarios. These demands further complicate target detection, making
fire detection a highly challenging task.

Fire detection algorithms are generally divided into three main types: methods
based on classifiers, model compression techniques, and deep learning approaches
[1,2].Traditional classifier-based techniques rely on manually designed feature extrac-
tors to derive image features [3], and then use algorithms like SVM, ID3, or BP neural
networks to identify fire and smoke. While model compression methods enhance detec-
tion speed, they often face challenges in achieving a balance between accuracy and effi-
ciency. Conversely, fire detection models based on deep learning possess the ability to au-
tonomously extract image features, enabling them to recognize intricate patterns and finer
details with greater precision, which leads to enhanced detection accuracy. Mainstream
deep learning-based object detection algorithms include SSD [4], YOLO [5,6,7,8], and
Transformer-based RT-DETR [9]. Despite advancements in object detection, these meth-
ods still face several challenges. First, target features in the image are often scattered
with fuzzy boundaries, causing the original features to become more dispersed and sparse
during feature fusion, which increases the model’s complexity in processing up-sampled
features and degrades its performance on certain features. Second, reducing image resolu-
tion through down-sampling operations causes the loss of fine details in flame and smoke
images. This loss adversely affects the model’s capacity to detect small objects or identify
localized features. Moreover, increasing model complexity presents a challenge for real-
time inference, particularly in resource-constrained environments. Finally, issues such as
sample imbalance, poor data quality, and insufficient training data further affect model
performance, potentially leading to misdetection or detection failures.

Taking the above considerations into account, this paper introduces the AMMF-
Detection model, designed to achieve a balance between detection accuracy, processing
speed, and computational efficiency. As illustrated in Figure 1, the model’s overall struc-
ture comprises three key components: the backbone network, the neck network, and the
detection head.The MPfusion module, designed for feature fusion, combines feature maps
from three different scales. The CepBlock, a feature extraction module, employs distinct
structures during training and inference, ensuring high accuracy during training and fast
inference speed. The detection part introduces a novel detection head that integrates seam-
lessly with the original convolutional block without compromising model performance.
This paper aims to enhance the accuracy of fire detection and the speed of inference, all
while minimizing the complexity of the model. This goal is accomplished by comprehen-
sively extracting edge characteristics, including color, shape, and texture, from images
of flames and smoke to improve the accuracy of fire detection. The model aims to bet-
ter serve applications in fire safety and emergency response, including fire management,
warehousing and logistics, building safety, and other monitoring and detection scenarios.

Our contributions are summarized in the following three aspects.
(1)We propose a method to optimize the backbone network using dynamic sparse

attention. This approach aims to enhance the model’s feature memory and recognition
capabilities, enabling it to focus more effectively on feature selection. By addressing the
challenges posed by complex backgrounds, this method effectively mitigates issues of
target misdetection and omission.
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Fig. 1. Overall framework of proposed AMMF

(2)We propose a method that integrates the parameter reconfiguration of the CepBlock
module with the MPFusion module to redesign the neck network. This redesign enables
the fusion of feature maps across multiple receptive fields, facilitating deeper exploration
of features at different levels and improving the overall feature representation.

(3)We propose a novel lightweight detection head design that simplifies the model
structure by merging the 3×3 convolutions in the original branches, achieving parame-
ter sharing. This design enhances computational efficiency and makes the model more
suitable for deployment on resource-constrained devices.

The structure of the paper is outlined as follows: Section 2 reviews related research on
fire detection. Section 3 details the proposed improved methodology. Section 4 explains
the experimental setup, training approach, and results. and Section 5 summarizes the key
findings and conclusions.

2. Related work

Current fire detection techniques can be categorized into three main approaches: tradi-
tional methods relying on image features, target detection algorithms utilizing model.

2.1. Conventional fire detection methods based on image features

Traditional fire detection methods predominantly relied on handcrafted feature extractors,
emphasizing characteristics like color, luminance, texture, and edges in images. For in-
stance, Chen et al. [10] proposed an approach based on RGB chromaticity to detect flame
and smoke pixels without the need for physical measurements. Similarly, Binti Zaidi et
al. [11] leveraged RGB and YCbCr color components, analyzing their specific values to
identify fire. Vipin et al. [12] introduced a rule-based model that classified flame pixels
by separating luminance and chrominance within the RGB and YCbCr color spaces.

To further enhance detection accuracy, researchers have also investigated texture fea-
ture extraction. Dimitropoulos et al. [13] employed background subtraction and color
analysis to identify potential ignition regions, followed by modeling fire behavior using
spatiotemporal features and dynamic texture analysis. Ye et al. [14] developed a dynamic
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texture descriptor based on surface waveform transformations combined with a Hidden
Markov Tree model, which was employed for smoke detection in video sequences.

Other approaches have combined color and motion features. For example, Chunyu et
al. [15] applied an optical flow algorithm to calculate flame motion features, which were
then integrated with color features for video-based fire detection. Li et al. [16] introduced
a framework that integrates flame color, dynamic motion patterns, and flicker properties.
Although these approaches have enhanced the reliability and precision of fire detection,
the complexity inherent in fire scenarios frequently constrains their effectiveness. Hand-
crafted feature extractors struggle to comprehensively represent object features in such
scenarios, leading to a decline in feature extraction precision.

2.2. Fire detection models based on model compression

The primary approaches for model compression and acceleration include network prun-
ing and sparsification [17], lightweight model design [18,19,20], knowledge distillation
[21], and compact network architecture development. Techniques such as pruning and
sparsification simplify the model by detecting and eliminating redundant parameters or
connections, which effectively reduces the computational load and parameter count in
neural networks. These methods are often applied to pre-trained models. Alternatively, a
compact network architecture can be selected during the initial model design phase.

For instance, C. Szegedy et al. [22] introduced a model architecture grounded in the
Hebbian principle and multiscale processing for target detection tasks. Similarly, N. Ma et
al. [23] developed ShuffleNetv2, which leverages the ChannelShuffle operation and point-
wise grouped convolution to enable efficient feature extraction and information exchange.
This design achieves remarkable performance and computational efficiency across mul-
tiple computer vision tasks. Furthermore, A. Howard et al. [24] proposed MobileNetv3,
which optimizes feature extraction and model compression by employing techniques such
as candidate network structure search and network tilting.

These lightweight architectures primarily address the challenges of reducing compu-
tational requirements and parameter counts. However, they often come with a trade-off in
accuracy, particularly when compared to models like YOLO. While these models excel
in specific scenarios, they may struggle to achieve YOLO’s level of precision in more
complex environments.

2.3. Deep learning based fire detection methods

In recent years, fire detection techniques based on deep learning have primarily employed
either single-stage or two-stage strategies. Among these, single-stage methods—such as
SSD [4], SPPNet [25], YOLOv3 [26], and YOLOv4 [27] are widely favored due to their
ability to quickly and directly predict target categories and locations from input images.In
contrast, two-stage methods, including R-CNN [28], Fast R-CNN [29], Faster R-CNN
[30], and Mask R-CNN [31], offer higher accuracy but are generally slower, making them
widely adopted in target detection tasks. Despite significant progress, these methods face
challenges related to high storage and computational resource requirements. To address
these limitations, the YOLO series has demonstrated superior performance through con-
tinuous iterations and enhancements, particularly in fire detection tasks.
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J. Miao et al. [32] introduced an enhanced real-time fire detection algorithm built upon
YOLOv5s. This approach incorporates sensory field enhancement along with channel at-
tention mechanisms, aiming to improve both the efficiency and precision of recognizing
flames and smoke. Similarly, M. Luo et al. [33] improved YOLOv5s for fire detection
by replacing the SPP module with the WASP module and introducing attention mech-
anisms along with a small-target detection layer, effectively enhancing the detection of
small-scale forest fires. Additionally, Li, Pu, and Li, Songbin et al. [34,35] developed
fire detection algorithms leveraging target detection CNNs and implicit depth supervi-
sion mechanisms, respectively, which addressed the trade-offs between accuracy, model
size, and processing speed.Majid et al. [36] Combining EfficientNetB0 with an attention
mechanism to propose a fire detection model, real-world fire image dataset achieved good
results.Pincott et al. [37] developed a computer vision-based indoor fire and smoke detec-
tion system using the Faster R-CNN Inception V2 and SSD MobileNet V2 models, which
was initially evaluated with a small training dataset and achieved some results. These ap-
proaches addressed prevalent challenges in fire detection algorithms, such as insufficient
accuracy and significant latency.

These advancements highlight the potential of deep learning in enhancing fire de-
tection accuracy and reducing false-negative rates. However, existing models still exhibit
deficiencies, such as inadequate key feature extraction, limited feature map representation
capabilities, suboptimal target loss calculations, and high model complexity. To address
these shortcomings, this study adopts YOLOv8n as the benchmark model and aims to
improve its capability in detecting flame and smoke boundaries. Key improvements in-
clude refining the loss function, incorporating attention mechanisms, optimizing feature
fusion, and enhancing feature selection. Simultaneously, efforts are directed toward reduc-
ing computational complexity and storage requirements to enable practical deployment
and application.

3. Improved methodologies

3.1. Backbone network improve

The backbone network of YOLOv8 uses convolutional and inverse convolutional layers to
extract features, using residual connectivity and bottleneck structure to optimise network
size and performance. The C2f (Convolution to Fuly Connecied) module is used as the
basic building block, but feature redundancy exists after SPPF (Spatial Pyramid Pooling
- Fast).

To boost detection accuracy on the fire dataset and refine feature extraction, the dy-
namic sparse attention mechanism from dynamic sparse attention [38] is applied. Inte-
grated into layer 11 of the backbone network, this mechanism efficiently calculates at-
tention by isolating irrelevant key-value pairs and focusing on the most relevant ones.
Leveraging the query-adapted input feature map, the model focuses more on essential
key information, reduces the impact of background noise, lowers computational and stor-
age demands, enhances its understanding of the input, and ultimately improves detection
accuracy. dynamic sparse attention employs an attention mechanism to capture global
feature relationships, offering a superior global perception capability compared to tradi-
tional local CNN models. This mechanism functions by encoding the input data sequence,
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computing and normalizing the dot product between queries and keys, and then applying
weighted summation. The attention formula is presented in Equation (1):where

√
dk̇ is

the scaling factor to prevent concentration of weights and gradient vanishing.

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (1)

The attention mechanism proves useful for conducting a global analysis of images,
enabling the extraction of features related to small-scale flames and smoke.However, this
approach also increases computational complexity and consequently raises computational
costs. The CBAM introduced by Woo et al., employs a dual attention mechanism focusing
on spatial and channel dimensions. While it demonstrates strong performance, it suffers
from significant computational overhead, making it less efficient and not lightweight. In
contrast, the ECA (Efficient Channel Attention) module introduced by Wang et al. min-
imizes model complexity. However, it demonstrates lower effectiveness in fire detection
tasks because of its restricted ability to facilitate channel interactions.To address the chal-
lenges of high computational complexity and memory usage associated with conventional
attention modules, fire detection platforms constrained by resource limitations cannot af-
ford to integrate these modules. To mitigate these issues, sparse queries are proposed as a
resource-efficient alternative to global queries. This concept has inspired research into dy-
namic sparse attention mechanisms, such as Bi-Level Routing Attention. This approach
partitions the input feature map into distinct, non-overlapping regions and uses linear
mapping to produce the query, key, and value. An adjacency matrix representing region-
to-region affinities is computed by multiplying the region-level query with the transposed
region-level key through matrix operations. The routing index matrix, which preserves
the top-k connections for each region, is utilized to achieve fine-grained token-to-token
attention. The dynamic sparse attention module is ultimately integrated into the backbone
network at its 11th layer. This integration includes combining two feature vectors, ap-
plying depthwise separable convolution, performing layer normalization, and conducting
multilayer perceptron computations. In this context, Q , K,and V refer to the query, key,
and value, respectively.W q,W k,W v ∈ R(C×C) The projection weights for the query,
key, and value are represented accordingly. The corresponding calculation is provided in
Equation (2):

Q = XrW q,K = XrW k, V = XrW ν (2)

Constructing a directed graph to determine the regions that should be concerned with
each given region, we first derive the region-level queries Qr and Kr by applying Q and
the K to the mean value of each region ,which have dimension R(S2×S2) . Then, by com-
puting the matrix multiplication between Qr and the transposed Kr , we obtain the ad-
jacency matrix Ar of the region-to-region affinity graph with dimension R(S2×S2).The
computation of the adjacency matrix for inter-region correlation can be expressed as
shown in Equation (3):

Ar = Qr(Kr)T (3)

In the neighbourhood matrix, the entry Ar is used to measure how semantically related
two regions are. The indexes of the top-k connections are retained row by row using the
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routing index matrix Ir ∈ NS2×k Using the region-to-region routing index matrix Ir,
fine-grained token-to-token attention can be computed. The ith row of matrix Ir contains
the indexes of the first k most relevant regions of the ith region, which is calculated as
shown in Equation (4):

Ir = topkindex(Ar) (4)

Using the region-to-region routing index matrix Ir, fine-grained token-to-token at-
tention can be computed. For each query token in region i, the key-value pairs in the
concatenation of all k routing regions located in the index set Ir(i,1), I

r
(i,2), . . . , I

r
(i,k) are

processed Since these routing regions are scattered over the entire feature graph, in order
to implement this step efficiently, the tensor of the keys and values needs to be collected
first and computed as shown in Equations (5) and (6):

Kg = gather(K, IT ) (5)

V g = gather(V, IT ) (6)

The above formulation uses an attention operation on the collected (gather) key-value
pairs and introduces a local context augmentation term LCE(V), where LCE(V) is pa-
rameterised using a depth-separable convolution with a convolution kernel size of 5. The
computation is shown in Equation (7):

O = Attention(Q,Kg, V g) + LCE(V ) (7)

The module employs a two-level routing attention mechanism that is incorporated
into Layer 11 of the backbone network to enhance the model’s attention to critical target
details, thereby improving detection accuracy.

3.2. Optimisation of neck network

Drawing on the EfficientCepBiPAN idea of YOLOV6 [39], a new neck network is de-
signed, which includes two key components: the MPFusion module and the CepBlock
module.The MPFusion module is optimised for the up- and down-sampling part of the
original model, which incorporates an attention mechanism before the up- and down-
sampling, and the three adjacent layers in a cascade operation to fuse the low-level fea-
tures in the trunk to the high-level features in the neck, so that more accurate position
signals are retained in the process of feature fusion, and efficient fusion of multi-scale
feature maps and large and small target information is achieved. This process not only
strengthens the model’s capacity to detect targets but also improves its comprehension of
image content.The design of the MPFusion module helps to cope with the scale differ-
ences of diverse targets in the real scene, so as to capture the target’s features in a more
comprehensive way. Inspired by RepBlock, the CepBlock module is designed, which is
mainly optimised for the large perceptual field of the model. During the training phase, a
5×5 convolutional kernel is introduced to expand the perceptual field while maintaining
the network’s depth. The four branches in this phase are employed separately for feature
extraction, with each branch undergoing a distinct reparameterization process. Specifi-
cally, the 1×1 convolution is reconfigured using padding with 3×3 and 5×5 convolutional
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kernels, with multiple instances of the 5×5 kernel applied. convolution kernel, 5 × 5 con-
volution kernel through the weighted average of neighbouring weights compressed into
a 3 × 3 convolution, there is no convolution kernel of the residual channel to construct
a class of convolutional input and output, that is, multiply a unit matrix can be, after
the convolution layer and the BN layer fusion of the addition operation and then the out-
put.CepConv is a 3 × 3 convolutional and the LeakyReLU activation function of the stack,
Leaky ReLU can effectively solve the 0-gradient problem in the case of negative input,
compared to the ordinary convolution block, less BN layer, the core idea is the fusion of
Conv2d and depth-separable convolution, and finally directly add the parameters of these
three convolutional layers to fuse them into an equivalent 3×3. Since 3×3 convolution has
a high degree of optimisation on mainstream GPUs and CPUs, and has a high compu-
tational density, this design can greatly accelerate the inference speed. In the inference
stage, the CepVGG block is transformed into CepConv, which can effectively accelerate
the inference process using single branching. The MPFusion and CepBlock modules col-
laborate effectively, complementing each other to enhance the accuracy of information
localization during the neck network’s feature fusion process. The feature representation
capability is enhanced by strengthening feature interactions and filtering out irrelevant
information, allowing the model to better capture and understand target features. This
improvement boosts the model’s target discrimination ability. Additionally, the inference
speed is increased without compromising accuracy, offering a practical approach for real-
time target detection tasks. The designs of the two modules are illustrated in Figure 2,
parts (a) and (b).

Fig. 2. The structure of MPFusion and CepBlock

3.3. Lightweight detection head reconfiguration

In the redesigned YOLOv8, the detection head has been optimized with a focus on
lightweighting, aiming to overcome challenges related to model storage and execution.
The original YOLOv8’s detection head adopts a decoupled head structure and has been
changed from Anchor-Based to Anchor-Free by removing the objectness branch and
adopting two parallel branches, which are responsible for the extraction of category fea-
tures and positional features respectively. However, this results in an increased parameter
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count, which significantly raises the demand for storage and computational resources. Our
new detection head design maintains high accuracy while keeping lightweight. Specifi-
cally, we have designed the original 3×3 convolution of the two branches to merge and
share parameters, while employing a layer of 1x1 convolution for both classification and
localisation tasks. This design helps decrease the model’s parameter count, which in turn
lowers storage demands, making the model more efficient to deploy and operate. By em-
ploying parameter sharing and applying optimization techniques, we effectively improve
the overall performance of the model. The new detection head structure is shown in Fig-
ure 3, with two parallel branches performing classification and localisation tasks through
a layer of 1x1 convolution, which is designed to remain lightweight while still being able
to quickly process edge feature information and extract classification features. Compared
to the original detection head of YOLOv8, our design reduces the storage footprint while
still ensuring high detection accuracy. This improvement not only makes the model more
suitable for resource-limited environments, but also accelerates the training and inference
speed and improves the overall performance.

Fig. 3. The structure of the lightweight detection head

3.4. Optimisation of loss function

YOLOv8 adopts an anchorless design with a significant change in the loss function com-
pared to the YOLOv5 series. The optimization goal is divided into two primary aspects:
regression and classification. The classification component utilizes the sample weighting
function (Slide Loss), whereas the regression process relies on the Distributional Key-
point Loss (DFL) along with the bounding box regression loss (MDPIoU). The complete
loss function calculation is shown in Equation (8):

Floss = α1FSlideloss + α2FDFL + α3FMPDIoU (8)

To tackle the problem of sample imbalance in target detection tasks, Slide Loss has
been introduced. Slide Loss primarily aims to balance samples with different difficulty
levels by dynamically modifying their weights. The difficulty for each sample is evaluated
based on the IoU values calculated between the predicted bounding boxes and the ground



1518 Shunxiang Zhang et al.

truth. To minimize the inclusion of additional hyperparameters, the average IoU value
across all bounding boxes is used as the threshold, denoted as µ with IoU values below µ
are classified as negative, while those with IoU values above µ are categorized as positive.
The calculation process is detailed in Equation (9):

F(x) =


1, x ≤ µ− 0.1

e1−µ, µ < x < µ− 0.1←
e1−x, x ≥ µ

(9)

To fully utilize samples with ambiguous classifications and those located near deci-
sion boundaries, Slide Loss is introduced. This method addresses challenging samples by
categorizing them as positive or negative based on the parameter µ. Additionally, the Slide
weighting function assigns greater importance to boundary samples by giving them higher
weights, thereby enhancing the model’s attention to classification-challenging cases.

Fig. 4. Slide weighting function image

Slideloss [40], illustrated in Figure 4, represents a sliding loss function that adaptively
determines the threshold parameters: µ for positive samples and µ for negative samples.By
setting higher weights around µ the loss of difficult, incorrectly categorised examples
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can be increased,which approach significantly enhances the model’s classification perfor-
mance, particularly for boundary cases and challenging samples.

There are many targets in the dataset with the same aspect ratio but inconsistent scal-
ing. To solve this problem, this paper introduces MDPIoU [41] as an optimisation method
for bounding box regression loss. For any convex shapes A and B, the widths and heights
are denoted as w and h . The coordinates represent the upper-left and lower-right cor-
ner points of shapes A and B, respectively. (xA

1 , y
A
1 ), (x

A
2 , y

A
2 ) and (xB

1 , y
B
1 ), (xB

2 , y
B
2 )

respectively,The derivation process of MDPIoU is shown in Equations (10) to (12):

d21 = (xB
1 − xA

1 )
2 + (yB1 − yA1 )

2 (10)

d22 = (xB
2 − xA

2 )
2 + (yB2 − yA2 )

2 (11)

MDPIoU =
A ∩B

A ∪B
− d21

w2 + h2
− d22

w2 + h2
(12)

In the training phase, the set of predicted values for each bounding box predicted by
the model is forced to approximate the set of true bounding boxes by minimising the loss
function, hence for MPDIoU based loss function is defined as shown in Equation (13):

LMDPIoU = 1−MDPIoU (13)

The coordinates of the four points can be used to derive all components of the current
bounding box regression loss function. The transformation steps are outlined in Equa-
tions (14) to (18):

Cx = max(xgt
2 , xprd

2 )−min(xgt
1 , xprd

1 )

Cy = max(ygt2 , yprd2 )−min(ygt1 , yprd1 )

|C| = Cx · Cy (14)

xgt
c =

xgt
1 + xgt

2

2
, ygtc =

ygt1 + ygt2
2

(15)

xprd
c =

xprd
1 + xprd

2

2
, yprdc =

yprd1 + yprd2

2
(16)

wgt = xgt
2 − xgt

1 , hgt = ygt2 − ygt1 (17)

wprd = xprd
2 − xprd

1 , hprd = yprd2 − yprd1 (18)

Here, |C| denotes the area of the smallest rectangle that encloses both Bgt and
Prd ,

(
xgt
c , ygtc

)
and (xprd

c , yprdc ) represent the coordinates of the centre points of the
groundtruth bounding box and the prediction bounding box, respectively, wgt and hgt
represent the width and height of the groundtruth bounding box, W prd and hprd rep-
resent the width and height of the prediction bounding box.According to From the co-
ordinates of the upper-left and lower-right points, all factors present in existing loss
functions—such as non-overlapping areas, distances between centroids, and variations in
width and height—can be derived, as shown in Equations (16) to (18).This demonstrates
that the MDPIoU utilized in our approach is both thoughtfully designed and computation-
ally efficient. Figure 5 illustrates the loudness factor.
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Fig. 5. Factors affecting MDPIoU

4. Experiments

4.1. Experimental environment

The environment and hardware platform parameters for the training phase of the experi-
ment are shown in Table 1:

Table 1. Experimental environment configuration
parameter configure

CPU Intel Xeon Silver 4214R
GPU NVIDIA GeForce RTX 3080 Ti
operating system Ubuntu 18.04.5
Architecture torch-1.9.0+cu111

During the training process, we set the key parameters according to Table 2.

4.2. Introduction to datasets

To comprehensively assess the performance of our enhanced algorithm, we chose two
publicly accessible datasets: one from the Roboflow platform and the D-Fire fire detec-
tion dataset. Both datasets offer extensive annotations for flames and smoke across vari-
ous scenarios, enabling a robust assessment of our algorithm’s performance in complex
environments.

The D-Fire dataset consists of 21,527 images featuring flames and smoke, averaging
2.52 bounding boxes per image. Conversely, in the categories labeled as ”Smoke” and
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Table 2. Experimental parameter configuration
parameter settings

Epochs 150
Momentum 0.937
Initial learning rate 0.01
Final learning rate 0.01
Weight decay 0.005
Input image size 640 × 640
Optimizer SGD
Data enhancement Mosaic
Box Loss decay 7.5
Cls Loss decay 0.5
Batch size 32

”Fire and Smoke,” the average number of smoke-labeled frames is 1.13 bounding boxes
per image. Altogether, the dataset comprises 26,557 bounding boxes, with 11,865 anno-
tated as smoke and 14,692 identified as fire.

Fig. 6. Label distribution of the dataset

The dataset from the Roboflow platform features images of fire smoke captured in di-
verse environments, including both indoor and outdoor scenarios. The dataset is split ran-
domly into three subsets: training, validation, and testing, following a 7:2:1 ratio. Specif-
ically, the training set consists of 4,620 images, the test set includes 1,320 images, and
the validation set comprises 660 images. There are three distinct types of annotations, as
illustrated in Figure 6. The first subfigure highlights the quantity of various fire-related
objects. The second subfigure presents the bounding box sizes, with all their center points
aligned at a single location, suggesting a prevalence of small object regions within the
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dataset. The third subfigure depicts the distribution of bounding box center coordinates,
revealing that the majority of center points are clustered around the central region of the
image.Finally, the fourth subfigure presents a scatter plot showing the widths and heights
of bounding boxes. The darkest area in the lower-left corner highlights that the dataset
primarily consists of small objects.

From the analysis of the dataset, it can be concluded that it predominantly consists
of numerous small objects with a dense yet uneven distribution. Compared to traditional
datasets used in computer vision tasks, this dataset is significantly larger and includes a
variety of scales, scenes, and angles, making it more challenging than standard computer
vision datasets. To enhance the model’s performance and refine its development, this pa-
per employs data augmentation techniques such as cropping, scaling, and color perturba-
tion to improve data quality and increase diversity. The YOLOv8n model served as the
baseline, with several ablation experiments performed to assess how each improvement
strategy affected its performance, leading to the identification of the best configuration.
Moreover, mosaic data augmentation was utilized in the last 10 training epochs to enhance
the speed of model convergence.

4.3. Evaluation indicators

This experiment uses both the model itself metrics and TIDE metrics to measure the
performance of the model in this paper at the same time, calculated as shown in Equa-
tions (19) to (21):

Precision =
TP

TP + FP
(19)

Recall =
TP

TP + FN
(20)

AP =

∫ 1

0

Precision(Recall)d(Recall) (21)

The mean Average Precision (mAP) across all categories is derived by calculating
the weighted average of the AP values for each sample category. This metric evaluates
the model’s detection performance across all categories and is computed as illustrated in
Equation (22):

mAP =
1

K

K∑
i=1

APi (22)

APi in Equation (22) denotes the relationship between the value and the value of the
category index.K denotes the number of categories of the samples in the trained dataset,
and the value in this paper is 3.

To compare model runtime, this paper adopts Frames Per Second (FPS) as the perfor-
mance metric. FPS, which indicates the number of image or video frames the model can
process each second, is used to evaluate runtime efficiency. In order to further capture the
more valuable error distributions in mAP, all FPs and FNs are grouped into six types, and
FPs and FNs can be paired in some cases, and IoUmax is used to denote the overlap of
the maximum IoU of an FP with the ground truth of a given category, with the foreground
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IoU threshold denoted as tf and the background threshold denoted as tb. The following
are the definitions of the six types of errors and the rules of determining them .

Classification error (Cls), i.e., for misclassification, IoUmax ≥ tf (i.e., localisation is
correct but misclassified).

Localisation error (Loc), i.e., for correct classification, tb ≤ IoUmax ≤ tf (i.e., classi-
fication is correct but localisation is incorrect).

Both classification and localisation error (Cls+Loc), i.e., for misclassification, tb ≤
IoUmax ≤ tf (i.e., classification is incorrect and incorrectly localised).

Duplicate Detection Error (Duplicate), i.e., correctly classified and GTIoUmax ≥ tf ,
but another higher-scoring test has already matched the GT (i.e., would have been correct
if not for the higher-scoring test).

Background Error (Bkgd), i.e., IoUmax ≤ tb for all GTs (detecting the background as
the foreground).

Undetected GT errors (Missed), i.e., all undetected ground truth (FN) not covered by
classification or localisation errors.

Smaller values of the above six metrics represent smaller errors and superior model
performance.

4.4. Experiment 1:experimental results and analysis

Optimal improved position experiments with dynamic sparse attention The first few
layers of the backbone network usually have smaller feature map size and depth, and it
may be relatively faster to apply the attention mechanism at these layers to reduce the
impact on the overall inference speed. To achieve optimal performance and support sub-
sequent ablation experiments, comparative experiments were carried out in this study.
Specifically, by enhancing the neck network, the dynamic sparse attention module was
integrated into different layers of the backbone network, with the resulting experimental
data summarized in Table 3. Specifically, dynamic sparse attention modules were applied
individually to layers 3, 5, 7, 9, and 11 of the backbone network. The data in Table 3
demonstrate that the dynamic sparse attention11 model achieves superior detection per-
formance, exhibiting a notable accuracy improvement and the lowest scores across all six
error type indices when compared to other models. As a result, dynamic sparse atten-
tion11 was chosen as part of this paper’s proposed improvement strategy. The experimen-
tal results demonstrate that incorporating the dynamic sparse attention module allows the
network to more effectively identify and highlight important features within the image.

Table 3. Comparison of YOLOv8 with different dynamic sparse attention configurations
Model AP AR mAP50 mAP50-95 FPS/bs32 Size/MB GFlops Cls Loc Both Dupe [c]Bkg [c]Miss

YOLOv8+dynamic sparse attention3 0.951 0.912 0.961 0.879 419 2.86 3.01 0.11 1.38 0.02 0.09 0.76 0.55
YOLOv8+dynamic sparse attention5 0.948 0.921 0.959 0.881 412 2.86 3.01 0.12 1.45 0.06 0.08 0.73 0.61
YOLOv8+dynamic sparse attention7 0.957 0.915 0.948 0.880 409 2.86 3.01 0.09 1.31 0.03 0.06 0.88 0.58
YOLOv8+dynamic sparse attention9 0.946 0.935 0.964 0.882 406 2.86 3.01 0.11 1.35 0.04 0.06 0.86 0.71
YOLOv8+dynamic sparse attention11 0.971 0.919 0.967 0.888 400 2.86 3.01 0.09 1.29 0.02 0.06 0.67 0.49

Analysing Table 3 shows that the performance of adding dynamic sparse attention to
the backbone network is superior, with most of the metrics improved, the recall has de-
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creased probably because the features extracted at layer 11 are not discriminative enough,
and despite the decrease in recall, the overall increase in performance shows the posi-
tive impact of the addition of dynamic sparse attention to the 11th layer of the backbone
network. The improvement in other metrics suggests that it has advantages in improving
detection precision and accuracy.

Experiment 2: ablation experiment This paper further explores the impact of differ-
ent improvement strategies to evaluate the enhancement of the improvement model by
gradually adding each module. The specific programmes are as follows.

(1) YOLOv8n: original model for target detection.
(2) YOLOv8n+A: Replace the original BCElosss with Slideloss.
(3) YOLOv8n+B: Use MPDIoU to replace the original CIoU.
(4) YOLOv8n+D: Improve the neck network.
(5) YOLOv8n+C+D: Improve the backbone network by adding dynamic sparse atten-

tion to (4).
(6) YOLOv8n+C+D+E: using optimised lightweight detection head on top of (5).
(7) YOLOv8n+C+E: removing improvements to the neck network from (6).
(8) YOLOv8n+A+B+C+D+E: combining (2),(3),and (6).
The detection performance and model parameters of each model are listed in the Ta-

ble 4, where YOLOv8n is the baseline model. The tables and images are briefly analysed
below: YOLOv8n:The baseline model, with most of its metrics, is only ranked in the mid-
dle of the pack in the ablation experiments, which suggests that even if a model does not
have a high number of model parameters in it, it still leads to a long inference time due
to the redundant network layers. The final FPS index of the improved model reaches 434,
which can ensure the real-time requirement in real deployment. YOLOv8n+A:Using the
strategy of improvement A on top of the baseline model, the recall and map50 scores of
the model are slightly improved to 0.975 and 0.944 respectively, which demonstrates the
reasonableness of the improvement in solving the problem of imbalance between difficult
and simple samples, while the the decrease in Cls indicates a substantial improvement
in the classification error. YOLOv8n+B: Adopting the B improvement strategy based on
the baseline model, the map50-95 , AR and AP of this model slightly decreased respec-
tively, which may be due to the large differences between targets affecting the overall
performance of recall and accuracy. However, map50 is improved, while its Loc and
Miss metrics are decreased indicating the superiority of the frame loss improvement.
YOLOv8n+D:The D improvement strategy was used on the basis of the baseline model,
which fused feature representations of different layers, reduced the number of channels
and convolutional kernel size of some layers, and increased the convolutional layers, with
the number of parameters and the amount of computation reduced by 10% and 11%,
respectively. All other indexes are improved, which indicates that the model after the im-
proved neck network makes a substantial improvement in the detection performance and
running speed of the model. YOLOv8n+A+B+C+D+E: This model has improved all in-
dexes compared with YOLOv8n, and the error rate is obviously reduced, which indicates
that there is a large improvement in the detection performance, and the overall perfor-
mance is higher, therefore, we identified this model as the optimal improved model, which
shows that the improvement of the baseline model is feasible and effective and reasonable
considering the accuracy and speed of special equipment and detection scenarios.
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Table 4. Comparison of ablation experiment indicators
Models AP AR mAP50 mAP50-95 FPS/bs32 Size/MB GFlops Cls Loc Both Dupe Bkg Miss

YOLOv8n 0.968 0.938 0.970 0.898 400 2.86 8.1 0.18 0.77 0.01 0.03 0.71 0.42
YOLOv8n+A 0.975 0.944 0.977 0.902 400 2.86 8.1 0.03 0.86 0.02 0.04 0.74 0.16
YOLOv8n+B 0.966 0.928 0.971 0.890 384 2.86 8.1 0.08 0.70 0.01 0.07 0.86 0.27
YOLOv8n+D 0.968 0.937 0.972 0.897 434 2.57 7.2 0.10 0.75 0.01 0.05 0.68 0.13
YOLOv8n+C+D 0.971 0.919 0.967 0.888 384 2.82 7.2 0.09 1.29 0.02 0.06 0.67 0.49
YOLOv8n+C+D+E 0.959 0.922 0.961 0.880 416 2.88 6.5 0.20 0.72 0.01 0.11 1.01 0.09
YOLOv8n+C+E 0.966 0.935 0.971 0.893 454 3.91 8.1 0.08 0.78 0.01 0.06 0.72 0.21
YOLOv8n+A+B+C+D+E 0.981 0.940 0.974 0.907 434 2.88 6.5 0.08 0.76 0.01 0.04 0.49 0.08

Experiment 3:comparative experiments n the field of target detection, deep learning
methods are classified into level 1 and level 2 categories, distinguished by their anchor
generation mechanisms. In real engineering scenarios, real-time processing of fire and
smoke images is more in line with practical needs. Therefore, in order to combine both
accuracy and hardware dependency considerations, it is more practical to choose the level
1 target detection method. In this experiment, we selected the YOLO series as the object of
comparison test, including advanced and general models such as YOLOv5-s, YOLOv3,
YOLOv3-tiny and YOLOv6. These models have been widely used in a variety of em-
bedded scenarios and published in several papers. To emphasize the advantages of the
models used in this experiment, we selected the enhanced versions developed in this
study for comparison. Comparison experiments are conducted with YOLOv5-s, YOLOv3,
YOLOv3-tiny and YOLOv6. To ensure fairness, no pre-training weights were used in all
model training processes.The outcomes of the comparative experiments are presented in
detail in Table 5 and Table 6. Review these tables to gain insights into the findings.

(1) YOLOv3 has the highest number of parameters, totaling 103,666,553 bytes. While
its overall performance metrics are impressive, its real-time speed is limited to 66 FPS,
making it unsuitable for the real-time detection tasks required in this study.

(2) The YOLOv5-s model is highly lightweight. however, its precision is low on this
dataset, suggesting a high false detection rate. Despite this, it demonstrates better perfor-
mance in terms of recall. The primary reason for these observations lies in the complexity
of the dataset’s background and the significant variation in target sizes. These factors neg-
atively impact the precision, but the improved version of the model is better suited for the
task at hand.

(3) YOLOv3-tiny is also a lightweight model, most of the indicators are low, compared
to the performance of YOLOv5-s is still insufficient, which is also YOLO after several
versions of iteration much led to make YOLOv5 performance has been greatly improved.

(4) YOLOv6 has the lowest recall rate, indicating that the model has a certain leak-
age rate, fire smoke detection task, not only requires high real-time, in the leakage rate
requirements are also more stringent, the poor performance of this important indicator,
making the model is not suitable for the task in this paper.

(5) Our model comprehensive comparison of other models in the same series, the
overall performance of the best, especially in the FPS this indicator is excellent, while
the model in basically does not change the number of far away model parameters, in the
deployment difficulty and real-time and other convenient to meet the real-life engineering
needs, while the model also has good robustness, accuracy and practicality.
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Table 5. Comparison of experimental indexes of data sets of each model on roboflow
Models AP AR mAP50 mAP50-95 FPS/bs32 Size/MB GFlops Cls Loc Both Dupe Bkg Miss

YOLOv5-s 0.963 0.962 0.972 0.894 270 2.86 7.2 0.11 1.02 0.01 0.03 0.86 0.71
YOLOv3 0.968 0.961 0.981 0.920 66 98.86 282.2 0.44 0.83 0.23 0.19 0.65 0.28
YOLOv3-tiny 0.959 0.935 0.973 0.895 285 4.04 11.8 0.58 1.19 0.19 0.21 0.67 0.25
YOLOv6 0.955 0.917 0.960 0.853 277 11.56 18.9 0.16 1.35 0.10 0.13 0.66 0.32
TOOD 0.972 0.931 0.978 0.901 386 31.8 125.9 0.12 0.86 0.03 0.08 0.59 0.16
Our 0.981 0.938 0.974 0.907 434 2.88 6.5 0.08 0.83 0.01 0.06 0.49 0.08

Table 6. Comparison of the experimental metrics for each model on the D-Fire dataset
Models AP AR mAP50 mAP50-95 FPS/bs32 Size/MB GFlops Cls Loc Both Dupe Bkg Miss

YOLOv5-s 0.761 0.731 0.772 0.458 270 2.86 7.2 0.14 1.16 0.04 0.05 0.92 0.84
YOLOv3 0.777 0.759 0.781 0.481 66 98.86 282.2 0.49 0.95 0.29 0.24 0.74 0.36
YOLOv3-tiny 0.765 0.721 0.773 0.453 285 4.04 11.8 0.68 1.27 0.24 0.24 0.79 0.23
YOLOv6 0.753 0.711 0.762 0.414 277 11.56 18.9 0.19 1.44 0.14 0.17 0.73 0.42
TOOD 0.768 0.727 0.766 0.451 386 31.8 125.9 0.13 0.78 0.05 0.07 0.62 0.19
Our 0.786 0.728 0.789 0.467 434 2.88 6.5 0.12 0.93 0.03 0.09 0.55 0.17

Experiment 4:individual comparison with YOLOv8 To verify the impact of the en-
hanced model on detection performance, we carried out a comparative experiment be-
tween the improved model and the baseline model, YOLOv8n. Figure 7 shows the
trend analysis of precision, recall, mAP50 and mAP50-95 for AMMF-Detection (orange
curve) and YOLOv8n (blue curve) on the validation dataset. The metrics show rapid im-
provement throughout the iterations and gradually approach stable values, and AMMF-
Detection ends up with higher convergence values.

Experiment 5:visualisation and analysis The interpretability of deep learning mod-
els is a key issue limiting their application and development, thus becoming a research
hotspot in artificial intelligence. We evaluated the model performance in terms of con-
fusion matrix, feature map visualisation and inference experiments through comparative
experiments. The confusion matrix intuitively reflects the classification accuracy, the fea-
ture map visualisation demonstrates the distribution of the model’s attention to the target,
and the inference experiment verifies the model’s generalisation ability and robustness
on a new fire image dataset. These methods comprehensively reveal the strengths and
limitations of the model.

As illustrated in Figure 8, the diagonal indicator region within the confusion matrix for
AMMF-Detection is notably higher compared to YOLOv8n. This suggests an improved
capability of our model in accurately classifying target categories. Also, the proportion of
objects whose backgrounds are judged to be flames has been reduced, which means that
the improved model reduces the miss detection rate for this category, but the accuracy
for smoke has been reduced, which is due to the complexity and polygonal shape of the
smoke itself. A comparison of the heat maps reveals that both models exhibit a certain
degree of false detection, with the flame frequently being misclassified as background.
To address this, we selected three representative images to visualize their feature maps.



Fire Detection Models Based on Attention Mechanisms and Multiscale Features 1527

Fig. 7. Trend analysis of the indicators of the model training process

This visualization offers a clearer and more intuitive way to observe the model’s focus,
which is highly beneficial for improving the overall detection performance. In the same
image, it is evident that AMMF-Detection focuses on a broader range, including simi-
lar target objects. The original model, however, demonstrates a notable false detection
rate and insufficient confidence levels for the detected targets. In contrast, the improved
model exhibits a more precise focus, reduces the error-prone regions, and achieves higher
confidence scores. A detailed comparison of the feature maps is presented in Figure 9.

To evaluate the generalization ability of the proposed method, a diverse dataset of
images was collected, and inference experiments were performed. These images feature
numerous small objects, posing significant challenges for detection. The inference exper-
iment results, presented in Figure 10, include detection outcomes for indoor and outdoor
targets of varying sizes. As shown in Figure 10, our method achieves high-quality de-
tection performance across diverse and complex environments. The model demonstrates
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Fig. 8. Comparison of confusion matrices

Fig. 9. Comparison of heatmap visualizations

minimal instances of missed detections, effectively showcasing the adaptability and ro-
bustness of the proposed approach across different scenarios.

From the experimental results, it can be concluded that the proposed approach suc-
cessfully identifies target objects in various and challenging environments, encompassing
both indoor and outdoor scenarios. Additionally, it demonstrates the capability to handle
target objects of various sizes. These findings highlight the method’s strong adaptability
and generalization capabilities, making it suitable for application in numerous real-world
scenarios.

5. Conclusion

In this paper, we introduce an effective and streamlined fire detection model, termed
AMMF-Detection, which is an optimization based on YOLOv8. This model addresses
the challenges of bounding box optimization and sample imbalance in fire detection tasks
by incorporating the MPDIoU bounding box distance metric and the SlideLoss classifica-
tion loss function. Moreover, the integration of the dynamic sparse attention mechanism
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Fig. 10. Inference experiment results

improves the model’s ability to capture global contextual information and understand im-
age content. Additionally, the neck network is redesigned by incorporating the CepBlock
module and the MPFusion module, further refining the overall architecture. Finally, the
detection head is restructured to achieve a lightweight design, reducing the model’s com-
putational complexity. Experimental findings reveal that the optimized model attains an
average precision of 97.4% at a 50% recall rate and 90.7% across a recall range of 50%
to 95%.Additionally, the frames per second (FPS) metric improves from 400 to 434. The
fire detection model presented in this paper holds significant practical applications. Fu-
ture studies can further optimize the model’s performance and validate its application in
various other domains and tasks.The reconstruction of the neck network in our improved
model introduces complexity and a relatively high number of feature fusion steps, lead-
ing to variations in model size and inference time. There is still potential to optimize
the model’s computational consumption. Future work will prioritize investigating distil-
lation and pruning techniques to compress the model’s parameters and structure, aiming
to strike a balance between complexity and performance, thereby improving its efficiency
and overall performance.
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Abstract. Cyber incident forecasting has several applications within the security
field, such as attack projection, intention recognition, attack prediction, or situa-
tional awareness. One of the main challenges of these issues lies in analysing the
proneness of an entity to be attacked by an adversary evaluating the relevance of dif-
ferent target features or behaviours. This paper presents a methodology that defines
the Attractiveness concept to address this issue. Attractiveness is the possession of
features or the exhibition of behaviours in entities that raise interest for potential
adversaries. Thus, the more significant the Attractiveness value is, the greater the
proneness of attacking could be considered. The concept is decomposed into three
main branches: basal attractiveness (relevance of the entity in the world), online
reputation (the opinion of the individuals and the reach of the entity), and potential
victimisation (the interest that the entity arouses for potential attackers). Machine
Learning (ML) methods in combination with Information Retrieval (IR) and text
mining techniques have been proposed to gather relevant information and identify
hidden patterns and relations in past security incidents. With this approach, poten-
tial targets could reduce their Attractiveness, focusing on those aspects that can be
remedied. Alternatively, future risky situations could be predicted to better prepare
for proactive protection, detection, and response. The proposal has been validated
through several experiments.

Keywords: Attractiveness, Cyber incidents, Victimisation, Online reputation, Fore-
casting.

1. Introduction

In the current digital era, entities (companies, associations, public organizations, and or-
ganisations) are constantly in the spotlight for possible malicious intentions. Thus, they
must be able to identify risky situations in the scope of cybersecurity to face potential
threats coming from the Internet. This strengthens their defences to protect their informa-
tion and systems from attackers if these risky situations materialise [15].

Risky situations are defined as those where a potential threat could materialise, re-
sulting from a cybersecurity failure. This idea is closely related to incident forecasting, a
widely addressed topic [6].

In the case of cyber-incident forecasting, the methods defined in this domain are ben-
eficial for organisations to protect their digital assets and ensure business continuity. By
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providing a quantifiable approach to cyber risk assessment, these methods enable these
entities to estimate potential threats and vulnerabilities with a certain degree of confi-
dence. Although forecasting does not imply absolute certainty, it offers valuable insights
that support the development of a proactive security strategy, allowing for better strategic
planning and resource allocation. This approach helps managers and decision-makers at
different levels to understand the overall security posture, take preventive actions, identify
weak points to reinforce them before they are exploited and prioritise countermeasures
[23].

The cyber incident risk varies according to several variables to consider. For instance,
specific sectors like energy, financial services, manufacturing, technology, or pharma-
ceuticals are usually more targeted by current threat actors [3]. Small to medium-sized
businesses are also often targeted due to their lack of resources to defend themselves [11].
Moreover, entities holding valuable data (e.g. financial or personal) usually awake more
interest, and those with a weak cybersecurity posture could become easier targets [25].

Consequently, the research presented here proposes a novel methodology to analyse
the proneness of an entity to be attacked by an adversary using an evolution of the Attrac-
tiveness concept (firstly introduced in [5]). Thus, the main novelty of the proposal lies in
considering static (i.e. firmographic features such as the entity sector, size, or revenue)
and dynamic factors (i.e. reputation and dynamic factors such as the value of its informa-
tion, the number of visible vulnerabilities, or the potential impact of an incident). A higher
Attractiveness value indicates a higher probability of being targeted by adversaries. It is
important to note that this analysis focuses on scenarios where attackers do not have a
predefined target and look for easy targets to attack. In this point, it is important to remark
that Attractiveness is an estimation, not an exact measure.

The proposed methodology uses three different branches to build the Attractiveness
concept: basal attractiveness (relevance of the entity in the world), reputation on the Inter-
net (the opinion of the individuals and the reach of the entity), and potential victimisation
(the interest that the entity arouses for potential attackers and the possible Common Vul-
nerabilities and Exposures (CVE) detected). The main contribution of the proposal is the
definition and combination of these branches to produce the final Attractiveness estima-
tion.

Several data were collected for the experimental setup to validate the proposal. These
data consist of information from cyber incidents reported by entities from multiple sec-
tors. The dataset is completed with the static and dynamic features from these entities.
DeNexus Inc. in the frame of the DICYME project (Ref: CPP2021-009025), provided
support for this issue.

It is important to highlight that the only feasible approach relies on confirmed inci-
dents and organisations that have publicly disclosed them. Notice that attempts cannot be
quantified, as they are not publicly reported, making it impossible to collect and aggregate
them across different organisations for analysis. Similarly, incidents affecting organisa-
tions that have not disclosed them remain unknown and, therefore, cannot be considered.
Ultimately, anything that is not known cannot be accounted for in the analysis, which
poses a significant challenge for comprehensive risk assessment.

This approach does not address aspects of an organisation’s security posture, which is
undoubtedly crucial in cyber risk quantification. Instead, it focuses on the organisation’s
posture as an entity, considering its more static characteristics, such as its scope, presence,
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and engagement across networks and social media platforms. By analysing these factors,
the proposed approach provides insights into the organisation’s external exposure and
perceived attractiveness to potential attackers. Consequently, when Attractiveness is com-
bined with other methods and quantification approaches that incorporate internal security
measures, a more comprehensive and accurate cyber risk estimation can be achieved.

The rest of this paper is organised as follows. Section 2 overviews the related work
categorising existing cyber incident forecasting and similar methods. Section 3 sets out
the motivation for this work and the research questions addressed. Section 4 presents the
estimator for Attractiveness and introduces the proposed method. Section 5 details the
development process and the dataset features used in the proposal. Section 6 validates
the proposal, while Section 7 discusses the results focusing on strengths and limitations.
Finally, Section 8 concludes and proposes future research lines.

2. Related Work

Forecasting cyber incidents consists of predicting future risk situations produced by at-
tackers evaluating a specific set of features gathered from entities analysed in the present.

It is a complex task and faces at least two main challenges [21]. The first is the in-
accessibility of adequate data and observations about past incidents. When available, the
challenge is to extract relevant and reliable signals to treat sporadic and seemingly ran-
dom acts of adversaries. This involves dealing with imbalanced ground truth labels and
unconventional signals [20] gathered from public sources (incident databases, news, so-
cial media). The second is the ever-changing threat landscape [3], making it difficult to
keep up with the latest threats and adapt forecasting models accordingly.

Intrusion Detection Systems (IDS) play a crucial role in this context by monitoring
network traffic for suspicious activity and known threats, providing real-time alerts to po-
tential security incidents [28]. Despite their effectiveness, IDS data can be overwhelming
and often contain a high rate of false positives, adding to the complexity of accurately
forecasting cyber incidents.

Different previous research has attempted to overcome these challenges with several
approaches. Table 1 summarises the most significant prior work in this area. The Goal
column captures the kind of proposed forecasting and can be used to predict the next
adversary’s move (attack projection, AP), to infer the adversary’s motivation and goals
(intention recognition, IR) or to anticipate upcoming cyber attacks (attack prediction and
risk quantification, RQ). The Data signals column specifies the kind of data signals used
to perform the forecasting, therefore, on which aspects the prediction depends. Finally,
the Model column summarises the kind of Artificial Intelligence (AI) approach selected
to achieve the forecasting.

Some studies emphasise the unpredictable nature of cybersecurity threats, suggesting
that certain information about an attack can be used to predict subsequent attacks. For
instance, network attacks are analysed using dependency graphs and intrusion responses
[17]. Other approaches utilise honeypot data combined with probabilistic models like
Markov Chains to identify patterns in attack propagation and target areas [7].

Real-time attack intention recognition is another focus area, employing neural net-
work models to analyse known attack patterns and network behaviour [2]. Time series
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Table 1. Summary of previous work on forecasting cyber attacks or incidents

Ref. Goal Data signals Model

[17] RQ IDS alerts, intrusion responses and
dependency graphs

Graph

[7] AP Honeypot evidences Markov chain

[1] RQ IDS alerts and logs Time series

[2] IR Known attacks patterns and signatures Neural network

[19] AP + RQ Asset graphs, vulnerabilities and IDS
evidences

Bayesian model

[26], [27] RQ Incidents landscape, geopolitical
context, social mentions and sentiment

Bayesian model

[16] RQ Honeypot evidences Neural network

[30] RQ CVE and Twitter Neural network

[29] AP Asset graphs, vulnerabilities, attacker
location and capability

Graph

[8] RQ IDS alerts and logs Neural network

[12] RQ IDS alerts and logs Neural network

[22] RQ IDS alerts Neural network

analysis and dynamic risk assessment are also applied to predict incidents in critical cloud
infrastructures [1].

In industrial systems, AI models such as Bayesian networks are usually used to eval-
uate the cyber risk and physical impact of potential attacks [19]. ML models, such as
Support Vector Machines, Multi-layer perceptron, and k-Nearest Neighbours, are lever-
aged to forecast various types of cyber incidents based on past data [26].

Deep Learning frameworks, including Recurrent Neural Networks, capture long-term
dependencies and non-linearity in the data to predict attack rates [16]. In addition, big data
from social networks and vulnerability databases is used to identify cyber risks, offering
strategies to mitigate these risks in critical infrastructures [30].

Nevertheless, a structural limitation is common to most of these approaches: they rely
on internal telemetry (e.g., IDS alerts, raw network flows, honeypot traces or sensors) that
presuppose a mature monitoring infrastructure and a willingness to share data. Many or-
ganisations, especially small and medium-sized enterprises (SMEs) and peripheral entities
in supply-chain ecosystems, lack such instrumentation. This reliance introduces several
biases: partial coverage, because entities without telemetry are systematically excluded;
high noise levels, as IDS outputs can contain false positives, rendering costly preprocess-
ing indispensable before model training; and a short prediction horizon, since the models
become effective only seconds or minutes before (or during) the intrusion, offering little
value for strategic planning or proactive investment decisions.

Moreover, these methods tend to focus on technical signs of threats rather than the
intrinsic nature of potential victims. They assess anomalies in network activity but rarely
incorporate information about the entity, its representation, or its visibility and appeal to
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an adversary [5]. As a result, they overlook critical contextual or firmographic variables
that often shape attackers’ target selection.

Furthermore, signature- or pattern-based models are highly vulnerable to concept drift
as attackers adapt their tactics, leading to rapid performance degradation. However, while
attacker behaviours may evolve quickly, their target selection patterns tend to be more sta-
ble over time [9]. These shortcomings motivate the need for a complementary perspective
that leverages externally observable, universally available signals, remains interpretable,
and is still applicable even in the absence of network instrumentation.

These limitations are the foundation for introducing the concept of Attractiveness, a
generalist approach to evaluate the proneness of an entity to be attacked. A comprehen-
sive methodology is developed to integrate various features collected from entities and
generate the final estimation. ML models are used in this process, mainly considering
descriptive variables of entities such as entity country, category, or financial worth into a
comprehensive measure designed to assess this proneness.

3. Motivation and Research Questions

This section illustrates the motivation of the proposal. The approaches previously pre-
sented have put into the spotlight different methods and techniques that can be applied
to predict or forecast cyber incidents, attacks, or events. They could be organised accord-
ing to some data signals: those related to the targets (IDS alerts, logs, asset graphs, and
vulnerabilities), and those related to the attackers and their known behaviour (honeypot
pieces of evidence, attack patterns, and signatures).

There is agreement regarding the convenience of applying predictive mechanisms to
the targets instead of applying them to the adversaries. This approach makes sense, assum-
ing that targets are not actively being novel or creative, trying to evade security controls
as the adversaries are. Therefore, it is more likely that predictions adjust to reality to a
greater extent when they are made on the targets than when they are made on the ad-
versaries (there is much less reliable data available on their techniques, motivations, or
objectives).

Even so, it is observed that there is great difficulty in deciding which signals should
be taken into account about these targets because they are the most significant for mak-
ing predictions. As shown in the previous section, the largest body of work focuses on
predicting whether an attack is imminent, which can be considered an early warning so-
lution. This prediction is based on internal target data collected and stored in IDS-type
systems or logging solutions. In recent years, neural networks have proven to be suit-
able tools for this type of prediction (deep neural networks, recurrent neural networks,
and long short-term memory), based on learning associations between different alerts and
contextual information.

However, the primary research question is different in this proposal. Which specific
high-risk features (static) or behaviours (dynamic) allow predicting the occurrence of an
incident? In a less imminent time frame, not because indicators are being observed (IDS
alerts, logs) that would allow for early warning. Furthermore, how can this prediction be
made once identified or selected? Is it possible to define the Attractiveness concept so that
it can be used to forecast the future number of cyber incidents?

This research question (RQ) leads us to more specific ones:
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Fig. 1. Proposed high-level methodology

– RQ1: What specific features and behaviours enable the estimation of Attractiveness?
– RQ2: Can entities be grouped according to this Attractiveness to understand the ob-

tained estimations? Can be the relationship between the entity Attractiveness or group
Attractiveness and cybersecurity incidents identified?

– RQ3: How can this Attractiveness be used to forecast cybersecurity incidents? Are
they inevitable, or is it possible to influence some of the aspects that influence Attrac-
tiveness to try to avoid them?

– RQ4: Are public data sources available to build the required data sets to work with
this approach?

4. Estimation of Attractiveness

This proposal presents a methodology to estimate the Attractiveness value of each entity
based on high-risk features (static) or behaviours (dynamic). This estimator considers the
following critical aspects which can be evaluated in parallel: basal attractiveness (firmo-
graphic data), online reputation, and potential victimisation.

For each one of the aspects, the methodology gathers information about publicly con-
firmed cybersecurity incidents.

As a result of the methodology, a Logistic Regression algorithm joins the three aspects
of the Attractiveness, producing a normalised value. This value represents the Attractive-
ness estimation for an entity being 0 the least attractive and 1 being the most attractive.

Figure 1 illustrates a general overview of this proposal. The next sections provide
details about the estimation of the three considered aspects. Section 4.1 introduces the
basal attractiveness, while Section 4.2 tackles the online reputation. Finally, Section 4.3
addresses the potential victimisation.

4.1. Basal attractiveness

The concept of basal attractiveness is based on the idea that certain entities are inherently
more appealing to adversaries due to their static characteristics, commonly referred to as
firmographic data (e.g., location, operational criticality, data sensitivity, and size).
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Fig. 2. Workflow of the Basal attractiveness model development

To model this, a dataset has been compiled containing both incidents and non-incidents
involving various entities. Then, as shown in Figure 2, an association rule mining tech-
nique is used, specifically, the FP-Growth algorithm [32]. It is applied to uncover patterns
within the incident data. For this, only a training subset of records corresponding to ac-
tual incidents is used, allowing the model to identify firmographic traits associated with
increased risk.

Once the algorithm generates a set of association rules, these are used to evaluate both
the incident and non-incident training subsets. For each observation, rule metrics such as
support, confidence, lift, and the number of satisfied rules are computed and aggregated
to build a new feature set for each entity.

This enriched dataset is then used to train a Decision Tree classifier, which outputs
a binary prediction. The test subsets are subsequently applied to evaluate performance
metrics on previously unseen entities.

The final output is a basal attractiveness score, ranging from 0 to 1. A score close
to 0 indicates a low inherent risk of being targeted, while a score near 1 suggests a high
baseline risk based on the entity’s static attributes.

4.2. Online reputation

Online reputation tackles the acceptance and recognition that the entity has among the
majority of people. The intuition behind the following proposition is explained by the
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Table 2. Social media and networks considered for the online reputation estimation

Social media or network
X (Twitter) Tripadvisor
Facebook Reddit
Instagram Website domains

TikTok Comments from website domains
YouTube Forum domains

fact that an entity may be more attractive to an adversary based on its online reputation
defined as the result of what users, customers, or employees write, communicate and
share anywhere on the Internet based on their perceptions and experience in any moment
of their relationship, direct or indirect, with the entity [26], [27], [30]. Thus, the positive
and negative opinions or comments exchanged on social media and social networks can
make an entity more attractive to certain attackers. This situation could change over time,
finding an entity attractive during a period, and later unnoticed.

Social media is the dynamic content shared through corporate means (corporate web-
site sections, corporate podcasts, corporate blogs). In these media, interaction is possible,
but not expected or frequent. On the other hand, social networks allow the entity to share
dynamic content using external platforms that are not controlled by the entity (e.g. Twit-
ter, Reddit, or LinkedIn). Users may comment and chat about the shared content. This
interaction is expected and more frequent.

Delving into reputation estimation, the Determ tool [13] has been used to gather spe-
cific information. Moreover, a formulation to produce the final indication has been built.
In this sense, the online reputation (OR) indicator is based on the engagement (E), which
can be defined as the ratio between the interaction (I) and reach (R) [10]. Reach represents
the estimated number of people who read or mention a publication, while interaction (I)
is the estimated number of people who answer it. Thus, if only one person has commented
on a post with 100 views, the Engagement is 1/100.

In this proposal, the online reputation is time-dependent because it represents a static
picture in a specific moment, influenced by previous periods. Thus, ORt is the temporal
indicator computed per social media and network, where t is the current time. This indi-
cator is built by using a weighted average of two other indicators: the entity engagement
(EEt) and the user engagement (UEt):

ORt = α · EEt + (1− α) · UEt . (1)

The EEt indicator considers the engagement generated by the content published by
the entity through its social media and networks. It is defined as:

EEt =
1

E
·

E∑
j=1

[
EEt

j

max
z=1...t

EEz
j

]
, (2)

where E is the number of social media and networks where the current entity interacts,
and j represents each one of these media and networks. Therefore, EEt

j means the entity
engagement in the current time t in the social media or network j, and max

z=1...t
EEz

j is the
maximum entity engagement considering the estimations previously achieved.
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At the same time, EEt
j can be defined as follows:

EEt
j =

1

nt
j

·
nt
j∑

i=1

ICt
i

RCt
i

, (3)

where nt
j is the total number of mentions in the social media or network, while ICt

i

and RCt
i are the interactions and reach in the social media j in each of the mentions i at

the moment t.
The UE indicator considers the engagement generated by external mentions and com-

ments (not generated or controlled by the entity) through social media and networks. It is
defined as follows:

UEt =
1

U
·

U∑
k=1

[
UEt

k

max
z=1...t

UEz
k

]
, (4)

where t is the current time, U is the number of mentions or interactions made by
users related to the current entity, and k represents each one of these media and networks.
Therefore, UEt

k means the user engagement in the current time t in the social media or
network k, and max

z=1...t
UEz

k is the maximum user engagement considering the estimations
previously achieved.

At the same time, UEt
k can be defined as follows:

UEt
k = St

k · 1

nt
k

·
nt
k∑

p=1

IU t
p

RU t
p

, (5)

where nt
k is the total number of mentions in the social media or network, while IU t

p

and RU t
p are the interactions and reach in the social media k in each of the mentions p at

the moment t. St
k estimates the sentiment value of each mention related to a social media

or network k in a period t.
Then, the estimation of the sentiment value for each social media or network k is

defined as follows:

St
k =

positivetk − negativetk
positivetk + negativetk

, (6)

where positivetk is the number of mentions labelled as positive in the social media or
network k in the time t, and negativetk is the number of mentions labelled as negative in
the social media or network k in the time t. This formula produces a sentimental range
between (−1) and (+1).

Notice that the proposal does not consider the sentiment regarding entity engagement
because it is associated with content published (and controlled) by the entity. Therefore,
it can be assumed that it will always be eminently positive.

As a result, the online reputation estimator produces a value between (−1) and (+1),
where the lowest value represents a mediocre online reputation and the highest value
indicates a good online reputation in social media and networks.
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4.3. Potential victimisation

The intuition behind the potential victimisation (also a part of the dynamic behaviour)
is explained by the fact that an entity may be more attractive to an adversary if it is
often mentioned in underground forums or specific dark websites, or perceived as an
approachable victim. Additionally, the entity may become more attractive if there are
public data breaches.

Thus, forums, foreground and underground sites are monitored from the point of view
of an adversary. There, knowledge and tools, data breaches, intelligence or business, the
visibility of the entity infrastructure, and also a possible victim of an attack are analysed
to detect if they are shared. These concepts are defined as follows:

– Risky visibility: number of direct mentions in monitored underground forums and
dark web sites.

– Perceived ease of success: number of visible open ports and services, number of visi-
ble assets connected to the Internet, number of visible remote access protocols, num-
ber of visible third-party software dependencies, number of visible CVE, and number
of visible wrong settings (i.e. default accounts, default or empty credentials, and valid
leaked credentials).

These concepts are collected in two variables: Critic Info (number of mentions in
dark web leaks) and Devices (number of devices connected to the Internet). These two
variables are transformed into one with a buffer method in the following way:

– If both are 0, the potential victimisation value is 0.
– If one is 0 and the other is more than 0, the potential victimisation value is 1.
– If both are greater than 0, the potential victimisation value is 2.

As a result, the potential victimisation estimator produces a result between 0 and 2,
where the lowest value indicates a very low potential victimisation and the highest value
represents a very relevant potential victimisation.

5. Dataset development

This section details the development process of the dataset used in the experiments related
to the proposal. Multiple primary and secondary data sources were considered, including
public databases and data collection platforms, to generate this dataset. The quality and
relevance of the data utilised are crucial to ensure the validity and reliability of the results
obtained. Therefore, rigorous procedures have been implemented for cleaning, normali-
sation, and comparability of variables.

Delving into the set of firmographic variables related to basal attractiveness, they are
defined as follows:

– Country: headquarters location based on country.
– Category: entity sector provided by RocketReach tool (see Table 3 for more details).
– Revenue: annual billing of the entity (USD).
– Earnings: annual profit of the entity (USD).
– Publicly traded: whether it is listed on the stock exchange (true/false).
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Table 3. Sectors for entities in the basal attractiveness estimation

Sector
Agriculture & Fishing Media & Internet
Business Services Metals & Mining
Chambers of Commerce Organisations
Cities, Towns & Municipalities Real Estate
Construction Research & Technology
Consumer Services Retail
Cultural Software
Education Telecommunications
Energy, Utilities & Waste Treatment Trade, Supply Chain & Commerce
Finance Transportation
Government Healthcare
Hospitality Insurance
Law Firms & Legal Services Manufacturing

– Employees: size of the entity regarding the number of employees.
– Profitable: whether it is for-profit (true/false).

This information is gathered from RocketReach [31]. This tool allows consulting
the names of entities. In this case, these names are those entities that appear in public
databases where confirmed cyber incident victims are reported. These databases are the
European Repository of Cyber Incidents (EuRepoC), Hackmageddon, Jam Cyber, TI Safe
Incident Hub, KonBriefing, CISSM Cyber Attacks Database, and ICS STRIVE.

The dataset is completed with observations of similar entities that have not reported
incidents. RocketReach is also used here to provide a set of these entities for each affected
entity. Then, the category variable of the entities is checked and filtered. Finally, from the
set of entities that share the category, one of them is randomly considered.

The generated dataset counts 675 observations, collected between September 2023
and May 2024. The proposed methods only consider incidents and non-incidents. There-
fore, the data is transformed to a binary classification, obtaining 485 incidents and 190
non-incidents.

Regarding the distribution of incident types, they are organised as follows: 240 ob-
servations of ransomware, 120 observations of denial of service, 95 observations of data
breach, 27 observations of destruction, and 189 observations of non-incident.

Concerning the properties of the variables, revenue has a wide range, indicating varied
sizes of entities, with a mean of approximately $4.12 billion. Notice that this mean is
skewed by some entities, as evidenced by a maximum value of $271.57 billion. Earnings
also show a large spread and high variability, while most entities (87.7%) are not publicly
traded. The mean number of employees is around 43, 884, the gain is highly skewed due
to some large organisations. Most entities, however, are smaller as the median number of
employees is 341.5, while more entities are profitable (52.6%).

Numerical variables have been discretised into four quartiles, resulting in the follow-
ing ranges:

– Revenue: [−2.72e+08, 6.79e+10), [6.79e+10, 1.36e+11), [1.36e+11, 2.04e+11) and
[2.04e+11, 2.72e+11]
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Table 4. Support, Confidence, and Lift for the top 10 Rules from the rule mining algorithm

Rule Sup. Conf. Lift
Earnings=NaN → Employees=0.0 0.845 0.927 0.996
Employees=0.0→ Earnings=NaN 0.845 0.909 0.996
Earnings=NaN → Publicly traded=False 0.871 0.955 1.096
Publicly traded=False → Earnings=NaN 0.871 1.000 1.096
Publicly traded=False → Employees=0.0 0.807 0.926 0.995
Employees=0.0 → Publicly traded=False 0.807 0.867 0.995
Earnings=NaN, Publicly traded=False → Employees=0.0 0.807 0.926 0.995
Earnings=NaN, Employees=0.0 → Publicly traded=False 0.807 0.954 1.095
Publicly traded=False, Employees=0.0→ Earnings=NaN 0.807 1.000 1.096
Earnings=NaN → Publicly traded=False, Employees=0.0 0.807 0.884 1.096

– Earnings: [−7.84e+09, −5.40e+08), [−5.40e+08, 6.73e+09), [6.73e+09, 1.40e+10)
and [1.40e+10, 2.13e+10]

– Employees: [2.50e+04, 6.25e+06), [6.25e+06, 1.25e+07), [1.25e+07, 1.875e+07) and
[1.875e+07, 2.50e+07]

In the case of the online reputation case, its estimation involves a series of complex
functions designed to extract and analyse data from social media mentions.

The data is pre-processed to segment time intervals into bi-weekly periods from the
date the incident happened to the present. After that, the online reputation formula is
applied to the data collected and included in the dataset.

The results of the formula range from −0.215 to 0.440 with a mean of 0.091, indicat-
ing generally positive reputations among entities. The variability (standard deviation of
0.103) suggests differences in how entities are perceived online.

Finally, two variables are included following the methodology for the potential vic-
timisation. For devices, most entities do not report device-related incidents, with a 75th
percentile value of 0. However, the maximum value of 100 indicates that some entities
experience significant device-related incidents. For critical info, the values range from
0 to 314, with most entities (75th percentile) reporting at most 1 critical info incident,
suggesting that breaches are not widespread.

6. Experiments

This section illustrates the viability of the proposal through various experiments. The
three aspects of the methodology are considered. The relationships between basal attrac-
tiveness, online reputation, and their potential implications on incident occurrences are
also explored. Each experiment is structured to validate theoretical assumptions through
data analysis.

Delving into the experiments, a complete evaluation of the proposed methodology is
presented. The following sections detail the specific experiments conducted to assess the
three critical aspects: basal attractiveness, online reputation, and potential victimisation.
Section 6.1 tackles the FP-Growth algorithm to estimate basal attractiveness based on
specific entity features. Section 6.2 explores the relationship between entities regarding
online reputation and their incidence of cyber incidents. Further analysis of the interaction
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between basal attractiveness and online reputation with incident occurrences is presented
in Section 6.3. Section 6.4 details the application of a Decision Tree classifier to predict
incidents based on rule mining metrics. Finally, Section 6.5 integrates the insights from
the previous experiments into a Logistic Regression model to estimate the combined ef-
fect of basal attractiveness, online reputation, and potential victimisation on predicting
incident outcomes.

6.1. Rule mining algorithm for estimating basal attractiveness

The primary objective of using the FP-Growth algorithm [18] in this study is to estimate
the basal attractiveness of entities. This method enables the discovery of underlying pat-
terns within the dataset that contribute meaningfully to the perceived attractiveness, pro-
viding a structured approach to understanding the static factors associated with increased
risk.

As a preliminary step, continuous variables in the dataset were discretised—i.e., con-
verted into categorical intervals—to simplify the representation of the data and make it
more suitable for pattern mining. The discretised data was then processed using the FP-
Growth algorithm to identify frequent item sets. A minimum support threshold of 0.01
was used, ensuring that only patterns occurring in at least 1% of the transactions were
considered. Other algorithm parameters were maintained at their default settings.

For mining frequent patterns, the dataset was split using an 80/20 ratio, yielding 385
incident cases for training and a separate test set comprising 97 incident cases and 189
non-incident cases. It is important to highlight that the FP-Growth algorithm was trained
exclusively on observations labelled as incidents.

Once extracted, the association rules were ranked by their support values, which in-
dicate how frequently the associated item sets appear within the incident data. Rules with
higher support are considered more representative and were analysed in detail to assess
their contribution to the basal attractiveness estimation.

Table 4 presents the top 10 rules with the highest support. For instance, one of the
most frequent rules reveals that entities experiencing cyber incidents tend to have few
employees and lack available data on their annual earnings. This suggests that smaller or-
ganisations with limited financial transparency may be more vulnerable to attacks. Such
findings can inform cybersecurity policies by encouraging targeted support for small en-
terprises that might otherwise lack the resources or visibility to manage cyber risks.

6.2. Relationship between online reputation and cyber incidents

In this experiment, the online reputation is estimated to assess the relationship between
an entity’s reputation in social media and social networks and the occurrence of cyber
incidents. The α parameter of Equation 1 is fixed to 0.5 to provide neutral relevance to
each part of the equation. The dataset was divided into two groups: those observations
associated with incidents and those with non-incidents.

The non-parametric Wilcoxon rank-sum test is selected to assess whether there are
statistically significant differences in online reputation scores between groups defined by
their incident status [14]. This test compares the median of the online reputation scores of
both groups. This approach is more robust to outliers and non-normal data distributions
than mean comparisons used in t-tests.
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A statistic W equals 49698 with a p-value of 0.06408 is provided. This result sug-
gests no statistically significant difference in the distributions of online reputation scores
between the non-incident and incident groups at the conventional 0.05 significance level.
However, the p-value is close to the threshold, indicating a potential trend that could be
significant with a larger dataset or different grouping methods.

The findings indicate that, while there is a visible difference in the median online
reputation scores between the groups, it is not statistically significant under the current
experimental setup. The marginally high p-value suggests a potential pattern in which
online reputation could influence incident outcomes, albeit not strongly enough to be
deemed significant.

6.3. Relationship between basal attractiveness and online reputation with incident
occurrences

This analysis is focused on investigating the association between basal attractiveness and
incident occurrences, as well as online reputation and incident occurrences, utilising the
Chi-squared test of independence.

It is a non-parametric test to detect if two categorical variables are independent of each
other across different groups [4]. It compares the observed frequencies in the data against
the expected frequencies, which are calculated under the assumption that the variables are
independent.

The data includes recorded incidents and non-incidents categorised by levels of basal
attractiveness and online reputation. The data is grouped as follows:

– Basal attractiveness
• Level 0: 119 non-incidents, 4 incidents.
• Level 1: 9 non-incidents, 9 incidents.
• Level 2: 1 non-incident, 57 incidents.

– Online reputation
• Range [−1, 0]: 36 non-incidents, 29 incidents.
• Range (0, 1]: 93 non-incidents, 41 incidents.

The Chi-squared test for basal attractiveness produced a statistic of X2 = 157.98
with 2 degrees of freedom. The extremely low p-value (< 2.2e − 16) indicates a highly
significant statistical association between basal attractiveness levels and incident occur-
rences. This suggests that basal attractiveness is not independent of incident status, with
higher Attractiveness levels correlating with a higher frequency of incidents.

The Chi-squared test for online reputation produced a statistic of X2 = 3.1823 with
1 degree of freedom. The p-value of 0.07444 suggests that while there is a notable trend,
the association between online reputation ranges and incident occurrences does not reach
conventional levels of statistical significance (p < 0.05). However, the p-value close to
the threshold indicates a potential mild association that might become significant with a
larger sample size or different categorisation of reputation scores.

Although the test for online reputation did not reach statistical significance indepen-
dently, it is worth considering the potential interplay between online reputation and basal
attractiveness. It is possible that online reputation could interact with basal attractiveness
to influence incident occurrences in ways that are not captured when these variables are
considered separately, this would be explored in further experiments.
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6.4. Prediction of incidents based on rule mining metrics

This analysis consists of constructing a predictive model utilising a Decision Tree classi-
fier. This model aims to forecast incidents by leveraging metrics obtained through rule-
mining techniques.

A new dataset with 286 observations was prepared by labelling entities as 0 for non-
incidents and 1 for incidents using the rule mining algorithm results for the test observa-
tions of the original dataset. The features extracted for the rule mining algorithm included
counts of rules and their aggregated measures of support, confidence, and lift.

Once the new dataset is built, two steps are addressed: data preparation and splitting,
and model training. The first splits the new dataset into training and testing groups with
a 70-30 ratio, ensuring a balance between the learning and validation capabilities of the
model. The second trains a Decision Tree classifier with specified hyper-parameters (10
as minimum samples split, 5 as minimum samples leaf, 5 as maximum depth, and 42
as random state). These values have been selected to prevent over-fitting issues while
maintaining the model’s generalisation ability.

The Decision Tree model achieved robust performance in the test with the following
metrics: Precision: 0.87, Accuracy: 0.89, Recall: 0.74, and Kappa Statistic: 0.64.

Therefore, the model effectively classifies entities based on the rule mining metrics,
with high Accuracy and a good balance between Precision and Recall. The high Precision
rate indicates that the model is reliable in predicting incidents when it classifies an entity
as such, while the Recall rate shows that it captures a significant proportion of actual
incidents.

6.5. Prediction of incidents based on basal attractiveness, online reputation and
potential victimisation

This last experiment aims to demonstrate that integrating the three critical aspects of the
methodology improves the obtained results. A new dataset is created containing the three
measures previously estimated as follows, with the attributes of the observations from the
FP-Growth test:

– Basal attractiveness: output of the Decision Tree probability applied to the Decision
Tree test dataset and trained with the output of the FP-Growth algorithm.

– Online reputation: output of Equation 1 with the α parameter fixed to 0.5.
– Potential victimisation: buffer applied to both columns of this category, getting a value

in {0, 1, 2}.

A Logistic Regression model was built using the R package caret, which eases robust
model building and evaluation. This package was selected due to its comprehensive array
of functions that not only streamline model training but also provide extensive tools for
tuning and evaluating model performance [24].

The experiment consists of three steps: data preparation, model training, and evalua-
tion. Firstly, the dataset was read and processed to remove unnecessary entity identifiers
and convert key variables into categorical forms suitable for analysis. Thus, the origi-
nal dataset was discretised, while the information related to potential victimisation was
transformed into a binary factor indicating the presence or absence of the two evalu-
ated conditions. Then, the data were randomly split into a training set (80%) and a test
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Table 5. Comparison of the metrics obtained by the Logistic Regression model for training and
testing data

Metric Training Data Testing Data
Accuracy 0.931 0.923

Kappa Statistic 0.847 0.835
Recall 0.875 0.929

Precision 0.925 0.867

set (20%), using stratified sampling to maintain the proportion of incidents across these
sets. In the next step, the Logistic Regression model was trained on the training set us-
ing cross-validation (5-fold) to optimise model parameters and prevent over-fitting. The
model included the three outcomes of the aspects as predictors. The Logistic Regression
model maps a linear combination of the predictors to a value between 0 and 1, represent-
ing the probability of an incident. A threshold is applied to the predicted probability of
making a binary decision. If the predicted probability is greater than or equal to 0.5, the
outcome is 1 (incident). If it is less than 0.5, it is classified as 0 (non-incident). In the
last step, model performance was assessed on training and testing sets using confusion
matrices and associated statistics to measure Accuracy, Recall, Kappa, and Precision.

Results are summarised in Table 5, showing key performance metrics for training
and testing data. The model maintained high-performance metrics across training and
testing datasets, with consistent metrics reported. The model exhibits strong accuracy,
maintaining over 0.92 in both datasets. The Kappa statistic, which measures agreement
beyond chance, indicates excellent model reliability with values of 0.847 and 0.835 for
training and testing, respectively, suggesting that the model is consistent in its predictions
across different data sets.

The increase in Recall from 0.875 in training to 0.928 in testing highlights the model’s
enhanced ability to identify positive cases in unseen data and generalise well without
being overly fitted to the training data. This balance is crucial for practical applications
where false positives and negatives carry significant implications.

The proposed model demonstrated high Accuracy and Recall. This high performance
suggests that the discretisation of basal attractiveness and online reputation, including
the binary variable of potential victimisation, provides a strong foundation for identifying
patterns associated with incident occurrences.

7. Lessons Learned

This section synthesises the insights and key observations from the experiments designed
to forecast possible cyber incidents using the Attractiveness concept. These findings con-
tribute to a deeper understanding of the complex dynamics in cybersecurity threat assess-
ment and the relevant features that make entities prone to suffering attacks.

Firstly, it is important to note that the developed methodology can be integrated into
cybersecurity platforms to produce more robust predictive tools.

Regarding the selected ML, the FP-Growth algorithm to estimate the basal attractive-
ness revealed significant patterns correlated with cyber incident susceptibility in entities.
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The discretisation data process proved invaluable in identifying these patterns, enhancing
the understanding of key vulnerability factors.

The Decision Tree model achieved high Accuracy and Precision in classifying po-
tential incident occurrences. This success illustrates the efficacy of ML approaches in
extracting actionable intelligence from complex datasets.

The impact of online reputation on incident occurrences was evaluated using the
Wilcoxon Rank-Sum test. Subtle, yet insightful, differences were found between affected
and unaffected groups. This underscores the potential of nuanced statistical methods in
identifying marginal trends. A statistically significant association between basal attrac-
tiveness and cyber incidents was confirmed when the Chi-square test of independence
with basal attractiveness and online reputation was used. Thus, robust evidence is pro-
vided on how the physical infrastructure of attractiveness relates to the proneness of suf-
fering possible attacks.

Integrating all the relevant variables into a Logistic Regression model enhanced pre-
dictive performance, affirming the value of synthesising multiple data sources and analyt-
ical perspectives.

Finally, despite its contributions, this proposal faces some limitations. In the scope of
data and the generalisability of some findings, the data collected is limited and may not
capture all the dimensions that influence cyber risk and increase or decrease the Attrac-
tiveness. Another limitation arises primarily because not all entities report cyber incidents
when they occur. There can be various reasons for this lack of reporting, such as concerns
about reputation damage or financial implications. Consequently, the data available for
analysis might skew towards more transparent organisations or those mandated by reg-
ulation to disclose cybersecurity issues. Future studies could address this limitation by
incorporating methods to estimate unreported incidents or using anonymised data contri-
butions to encourage fuller disclosure from a wider range of entities.

8. Conclusions

This paper has introduced a novel methodology based on the Attractiveness concept. The
proposed approach facilitates cyber incident forecasting by identifying entities prone to
cyber attacks through three perspectives: the entity’s relevance, its online reputation, and
the interest it generates among potential attackers.

Regarding the first research question (RQ1), the study has identified specific static
and dynamic features that enable the estimation of Attractiveness. Static features, such
as firmographic data (e.g., sector, size, and revenue), establish a foundational risk profile
by reflecting the inherent characteristics of an entity. Dynamic features, including online
reputation, the number of visible vulnerabilities, and media exposure, provide a temporal
dimension to the evaluation, capturing fluctuations in risk over time. The results indicate
that combining these static and dynamic factors produces a more robust estimation of
Attractiveness, offering insights into both baseline risk and evolving exposure.

For the second research question (RQ2), the findings confirm that entities can be
grouped effectively based on their Attractiveness scores, revealing clear patterns between
these groupings and the likelihood of experiencing cyber incidents. This analysis high-
lights a strong relationship between Attractiveness and cyber incidents, providing organi-
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sations with actionable benchmarks for comparing their risk levels to similar entities and
prioritising targeted interventions.

The third research question (RQ3) explored the use of Attractiveness for forecasting
cyber incidents and its potential to influence risk mitigation. The results demonstrate that
Attractiveness is a powerful predictor when used in conjunction with other data sources,
such as threat intelligence and security posture. While certain factors contributing to At-
tractiveness, such as industry sector or size, are fixed and difficult to modify, others, such
as reducing exposure by managing online reputation or addressing visible devices, can
be proactively influenced to lower risk levels. This finding underscores the value of a
proactive approach tailored to an entity’s specific Attractiveness profile.

Finally, addressing the fourth research question (RQ4), the study confirmed the vi-
ability of using public data sources to build the required datasets for this methodology.
Publicly available information, such as disclosed cybersecurity incidents, financial re-
ports, social media activity, and vulnerability databases, provided the foundation for the
analysis. However, the research acknowledges significant limitations due to the reliance
on publicly reported data, as undisclosed incidents and unreported attack attempts remain
inaccessible. Despite these constraints, the findings demonstrate that publicly available
data, when combined with robust analytical techniques, offers a strong basis for cyber
risk quantification and forecasting.

Future research could expand on this work by incorporating more observations into
the dataset to verify the findings presented here. Furthermore, integrating real-time data
streams could significantly enhance the model’s performance. Additional efforts could fo-
cus on integrating intelligence from cyber threat actors, such as information from under-
ground forums or dark web activities, to enhance understanding of adversarial behaviour
and refine the Attractiveness concept further. The integration of AI-driven predictive an-
alytics into real-time cyber defence systems could also be explored. These advancements
would provide even greater value for organisations seeking to anticipate and mitigate cy-
ber risks.

Acknowledgments. This work has been funded by the Spanish MICINN under the CPP program in
the DICYME project (Ref: CPP2021-009025), partially funded by the XMIDAS project (PID2021-
122640OB-I00), and supported by DeNexus Inc.

References

1. Abdlhamed, M., Kifayat, K., Shi, Q., Hurst, W.: A system for intrusion prediction in cloud
computing. In: Proceedings of the International Conference on Internet of Things and Cloud
Computing. pp. 1–9 (2016)

2. Ahmed, A.A., Mohammed, M.F.: Sairf: A similarity approach for attack intention recognition
using fuzzy min-max neural network. Journal of Computational Science 25, 467–473 (2018)

3. Ardagna, C., Corbiaux, S., Van Impe, K., Sfakianakis, A.: ENISA ThreatLandscape 2022. Eu-
ropean Agency for Cybersecurity (2022)

4. Argyrous, G., Argyrous, G.: The chi-square test for independence. Statistics for Social Re-
search pp. 257–284 (1997)

5. Awan, M.S.K., Dahabiyeh, L.: Corporate attractiveness index: A measure for assessing the
potential of a cyber attack. In: 2018 9th International Conference on Information and Commu-
nication Systems (ICICS). pp. 1–6. IEEE (2018)



Defining the Attractiveness Concept for Cyber Incidents Forecasting 1551

6. Bakdash, J.Z., Hutchinson, S., Zaroukian, E.G., Marusich, L.R., Thirumuruganathan, S., Sam-
ple, C., Hoffman, B., Das, G.: Malware in the future? forecasting of analyst detection of cyber
events. Journal of Cybersecurity 4(1), tyy007 (2018)

7. Bar, A., Shapira, B., Rokach, L., Unger, M.: Identifying attack propagation patterns in hon-
eypots using markov chains modeling and complex networks analysis. In: 2016 IEEE interna-
tional conference on software science, technology and engineering (SWSTE). pp. 28–36. IEEE
(2016)

8. Ben Fredj, O., Mihoub, A., Krichen, M., Cheikhrouhou, O., Derhab, A.: Cybersecurity attack
prediction: a deep learning approach. In: 13th international conference on security of informa-
tion and networks. pp. 1–6 (2020)

9. Cho, J., Eling, M., Jung, K.: Spatial cyber loss clusters at county level and socioeconomic
determinants of cyber risks. North American Actuarial Journal 29(2), 345–389 (2025)

10. Cioppi, M., Curina, I., Forlani, F., Pencarelli, T.: Online presence, visibility and reputation: a
systematic literature review in management studies. Journal of Research in Interactive Market-
ing 13(4), 547–577 (2019)

11. CrowdStrike Holdings Inc: 2023 Global Threat Report. https://www.crowdstrike.com/global-
threat-report/ (2023), online accessed: 2024-09-02

12. Dalal, S., Manoharan, P., Lilhore, U.K., Seth, B., Mohammed alsekait, D., Simaiya, S., Hamdi,
M., Raahemifar, K.: Extremely boosted neural network for more accurate multi-stage cyber
attack prediction in cloud computing environment. Journal of Cloud Computing 12(1), 14
(2023)

13. Determ d.o.o.: Determ - ai media monitoring and analytics software. https://www.determ.com/
(2024), online accesssed: 2024-09-02

14. Divine, G., Norton, H.J., Hunt, R., Dienemann, J.: A review of analysis and sample size calcu-
lation considerations for wilcoxon tests. Anesthesia & Analgesia 117(3), 699–710 (2013)

15. Djajasinga, N.D., Fatmawati, E., Syamsuddin, S., Sukomardojo, T., Sulistyo, A.B.: Risk man-
agement in the digital era addressing cybersecurity challenges in business. Branding: Jurnal
Manajemen dan Bisnis 2(2) (2023)

16. Fang, X., Xu, M., Xu, S., Zhao, P.: A deep learning framework for predicting cyber attacks
rates. EURASIP Journal on Information security 2019, 1–11 (2019)

17. GhasemiGol, M., Ghaemi-Bafghi, A., Takabi, H.: A comprehensive approach for network at-
tack forecasting. Computers & Security 58, 83–105 (2016)

18. Han, J., Pei, J., Yin, Y., Mao, R.: Mining frequent patterns without candidate generation: A
frequent-pattern tree approach. Data mining and knowledge discovery 8, 53–87 (2004)

19. Huang, K., Zhou, C., Tian, Y.C., Yang, S., Qin, Y.: Assessing the physical impact of cyberat-
tacks on industrial cyber-physical systems. IEEE Transactions on Industrial Electronics 65(10),
8153–8162 (2018)
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Abstract. We analyse the effectiveness of differential evolution hyperparameters in
large-scale search problems, i.e. those with very many variables or vector elements,
using a novel objective function that is easily calculated from the vector/string itself.
The objective function is simply the sum of the differences between adjacent ele-
ments. For both binary and real-valued elements whose smallest and largest values
are min and max in a vector of length N, the value of the objective function ranges
between 0 and (N-1) × (max-min) and can thus easily be normalised if desired.
String length, population size and generations for computational iterations have
been studied. Finally, a neural network is trained by systematically varying three
hyper-parameters, viz population (NP), mutation factor (F) and crossover rate (CR),
and two output target variables are collected (a) median (b) maximum cost function
values from 10-trial experiments and compared with SMAC3 and OPTUNA against
grid and random search.
Keywords: Rugged landscape, differential evolution, neural networks, machine
learning, optimization

1. Introduction

The tunably rugged fitness landscape reflects the intuition that combinatorial search prob-
lems can be seen in terms of a ‘landscape’ containing valleys and hills [26]. The NK
model invented by Stuart Kauffman [27] can be adjusted by changing N (string length)
and K to define the ruggedness level of the flexible landscape as shown in Figure 1 .
To explain the search of most rugged string in the NK-landscape, a random three letter
string has been considered (JIE) in Fig. 1(A). In the consecutive iterations, various sin-
gle letter alterations have been considered in each iteration and cumulative distance of
consecutive letters has been used for the cost function (Fig. 1(B)). Furthermore, the con-
nected graph shows potential search paths in pursuit of extreme points (highest peak and
deepest valley) within the combinatorial search space of string sequences. Darkness in
colours in Fig. 1(C) signifies higher cost functions and finally in Fig. 1(D) this graph is
one of the various tracks in complex NK-landscape showing the challenge of the opti-
mization algorithm. Combinatorial search problems are common in both theoretical and
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Fig. 1. (A) Combination space of various example string sequences of length 3. The digits
represent the cumulative inter-letter distances of the string; the sequences along the ar-
rows show the alterations of letters within consecutive strings to signify perturbations (B)
Graphical rendering of potential paths to search for the global extrema (peak or valley)
in the combinatorial string space (C) Relative colouring for visual comparison, darker
means bigger cost function value i.e. higher cost function value (D) The graphs is one of
the search possibility in the high NK-landscape showing the complexity of the search of
extreme points through an algorithm

applied sciences such as optimisations, biology and complex evolutionary systems. As an
example, in a business organisation, an agent may be searching a landscape of business
opportunities. The valleys and hills represent the losses and profits. The journey through
the landscape associates the decisions of the organisation whilst altering the structure of
the organisation and modifying the products and services. All of the underlying processes
interact in a complex evolutionary fashion and affect the cash flow and thus profit [29].
Most scientific problems can in fact be cast as combinatorial search or optimisation prob-
lems [28]. The kinds of optimisation in which we are here interested thus consist of a
‘search space’ or landscape in which a variety of inputs can be combined in potentially
complex and nonlinear ways to lead to an output or objective function. Because the num-
ber of combinations always scales exponentially with the number of variables, the search
spaces can easily be made to be far beyond any kind of exhaustive search (other than for
small numbers of variables [41]), whether the search is computational or experimental.
Heuristic methods, in which we seek to understand, simulate and navigate the landscape
intelligently, are therefore appropriate. Among these, evolutionary algorithms of various
kinds are pre-eminent [5]. Equally, because of the vastness of the search spaces, a vari-
ety of attempts have been made to create them in silico, using a more-or-less complex
function of the inputs to calculate the output at that position in the search space. The idea
of such strategies is that (notwithstanding that there is ‘no free lunch’ [11], [13], [40],
[49], [48] an algorithm of interest may be assessed in competition with others [42], or its
hyperparameters tuned to effect the most rapid searches. In evolutionary computing, three
of these hyperparameters are the population size, the mutation rate, and the crossover
rate [21]. In some cases, these hyperparameters can have very considerable effects on the
efficiency of a search e.g. [12].

Well-known fitness functions used for creating landscapes of this type, often tuned
to be ‘deceptive’ to evolutionary algorithms [22], [17], include NK [27],[21], [22] (and
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variants such as NKp [6], OneMax/max-ones [45], [47], and the royal road [7], [43],
[35]. Max-ones is especially easy to understand, since each variable is cast as an element
of a (binary) string or vector of length N, and the fitness is simply the total number of
elements containing a 1, with the maximum possible fitness obviously being N. That
said, max-ones yields reasonably easily to evolutionary algorithms [23] as the crossover
operator allows such algorithms more-or-less easily to combine building blocks (schemata
[21]) successfully, not least because the ‘fitness’ of any element of a string is not context-
sensitive.

We here develop and exploit a simple, related objective function in which the objec-
tive is not to maximise each element but to maximise the sum of the differences between
adjacent elements. This is very easily calculated, allowing rapid assessment of different
search algorithms. It provides for a landscape that is locally smooth but globally very
rugged. Here the contribution to the overall fitness of any element of the string is abso-
lutely context-sensitive. Thus, the problem is to find the most rugged string of length n
using differential evolution which has three tuning parameters, viz. NP (population size of
search particles), F (mutation factor), CR (crossover rate). The objective function for the
hyperparameter optimisation for summed local difference strings has been defined with
the following examples.

Example 1: String = “AAAA” has summed differences |A−A|+|A−A|+|A−A| =
0. String “ABCD” has summed differences |A − B| + |B − C| + |C − D| = 3. String
“AZAZ” or “ZAZA” has |A− Z|+ |A− Z|+ |A− Z| = 75.

Example 2: The maximum ruggedness value of a string of length n is (n−1)×(U−L)
where U and L are the maximum and minimum values of the alphabet values. In example
1 U = Z = 26 and L = A = 1 and n=4, thus (4− 1)× (26− 1) = 75.

Even for binary strings this makes the problem much harder than max-ones. In addi-
tion, two very different (in fact maximally different) strings of length N have the same,
maximum fitness, viz 101010. . . 1010101 and 010101. . . 0101010 of (N-1). We later also
consider real-valued (integer) strings, such that the problem difficulty can be varied not
only by varying the string length but by varying the number of allowable values in each
position. Of the many variants of evolutionary algorithm, we focus on differential evolu-
tion, as originated by Storn and Price [38], [44] and reviewed e.g. in [9], [18], [36], [1],
[16], [15], [46], as it seems to be highly effective in solving a wide range of problems.

Objective function and machine learning models need to be optimised according to the
data distribution in order to find the best representative generalisation. Hyper-parameter
tuning determines the best combination of free variables so that validation set yields the
best performance. Hyperparameters have been tuned either by manual hit-and-trial, or
through grid search, which involves systematically trying all possible combinations with
a specified linear spacing. But both of these methods are limited to the human imagination
or time duration to attempt grid search on a given level of granularity. Thus, an automatic
machine learning based hyperparameter value optimisation has been proposed such as
[30], [24], [10].

The paper is organised as follows: the first section is about the introduction of the
rugged fitness landscape and local difference strings, Section 2 is a literature review, Sec-
tion 3 covers the differential evolution and machine learning techniques used, Section 4
is about the results and discussion, Section 5 is the conclusion and future scope.
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2. Literature Review

2.1. Differential Evolution Variants

In [31], a variant of DE using asymptotic termination based on the average differential
of the cost function values has been proposed. The second modification is a new search
for a critical parameter which helps to explore the search space. In [32], an ensemble of
control parameters and mutation methods for DE has been proposed while considering the
dynamic mutation strategies and set of values for control parameters. In [32], monkey king
differential evolution using a multi-trial vector has been studied. The relation between
exploitation and exploration depends upon control parameter and evolution strategy. To
enhance the performance, multiple evolution strategies have been considered to generate
multi-trial vectors. In [50], an ensemble of DE using multi-population approach and three
distinct mutation methods, “rand/1”, “current-to-rand/1”, “current-to-pbest/1”. CEC 2005
benchmark functions have been used for performance evaluation.

2.2. Hyper-parameter Tuning

In [2] an advanced hyper-parameter tuning technique ‘Optuna’ has been proposed. It al-
lows API for dynamic user interaction, efficient search and pruning options, and easy to
implement features. An automatic parameter tuner for sparse Bayesian learning has been
proposed in [25]. The empirical auto-tuner has been used to address the neural network-
based learning for performance comparison. In [20], a combination of stochastic differ-
ential equations and neural networks has been studied to extract the best combination of
free parameters for the application of the economics dataset from Greater London us-
ing a Harris-Wilson model for a non-convex problem. In [25], a multi-label classification
and complex regression problem has been addressed for auto-parameter tuning in deep
learning models. In [8], ANNs have been used to predict the parameters for DE using 24
test problems from a Black-Box Optimisation Benchmarking dataset. In [34], parameter
independent DE for analytic continuation has been studied using imaginary correlation
functions of time. The parameters are embedded into the vectors which need to be op-
timised through the evolution. A study in [39] has proposed parameter optimisation for
DE for the CED05 contest dataset that includes 25 complex mathematical functions with
dimensions as high as 30.

3. Background

This section discusses the background techniques of differential evolution and artificial
neural networks used in this research.

3.1. Differential Evolution (DE)

It is an efficient metaheuristic algorithm for numerical optimisation in which the out-
put cannot be precisely defined from the input variables. For a given dimension of the
data vector (string for example) it takes few input parameters such as number of points
searching for the solution (population NP), mutation factor (F) and crossover rate (CR).
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The algorithm has 4 phases of execution: initialisation of population particles, mutation,
crossover and then selection [48] as shown in Fig. 2. This whole computation is repeated
for a specified number of iterations (also known as generations) or a constrained time
frame. Initialisation is usually done randomly from the normal distribution in the search
domain followed by mutation which means finding the best parents to yield the child
particle. Afterwards, crossover yields the child particle by varying proportions of parent
particle attributes. The final step is selection, which means to update the current particle,
how to use the new child along with other randomly selected particles with tuneable pro-
portions. The idea is to maximise the randomness to avoid getting locked in local extrema.
In our study, the simplest mutation formula (DE/rand/1) is used which is defined in (1)
below:

Yi = X1i + F(X2i – X3i) (1)

where i is the ith point computed in an iteration from X1, X2 and X3 random points out
of the population. Next, to increase the diversity of muted vectors, the crossover operation
is performed which is defined in (2). It mixes the target vector with another random vector
in the population in an adjustable proportion using random probability function which can
be defined using CR value. CR rate thus defines the ratio in which the new trial vector Ui
inherits the values from mutation vector.

Ui = { Yi rand(0, 1) ≤ CR
Xi otherwise

(2)

For the selection phase, the cost function of this new trial vector is calculated after
the crossover phase to compare with the fitness of the target vector Xi. The better among
the two is selected to update the army of points in the population. Let f(.) be the fitness
function then, selection is defined as in (3) below:

X(i+ 1) = { Yi f(Yi) < f(Xi)
Xi otherwise

(3)

3.2. Artificial Neural Networks (ANN)

Artificial neural networks in data analysis got their origin from the behaviour of biological
neurons on human brains. ANN consists of artificial nodes (neurons) which are intercon-
nected through layers of other neurons to compute and refine the data using non-linear
activation functions in the successive layers. Connection strengths among neurons is con-
trolled by weight parameters (W). The simplest ANN in which we are interested is the
multilayer perceptron (MLP), a three-layer structure is defined which contains the input
layer, the hidden layer and the output. The standard structure of ANN is illustrated in
Figure 3 and details can be found in [3].

4. Results

Classical differential evolution uses three hyperparameters: the population size NP, a mu-
tation factor F controlling the mutation rate, and a parameter CR that determines the extent
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Fig. 2. Flow of differential evolution metaheuristic algorithm

Fig. 3. An example artificial neural network with three inputs, one hidden layer with five
neurons and the output layer . The inside structure of each neuron has been shown in the
dotted box. A node or neurons is the weighted average of the input signals added with a
constant (bias) value and travels through a function which is usually non-linear in nature
such as a tanh, sigmoid or ReLU (Rectified Linear Unit) function



Hyperparam optimisation in DE using SLD 1561

of the uniform crossover [45], [38] operator used. We start with standard and fixed (non-
adaptive) values of NP = 50, F = 0.4, CR = 0.1 as recommended by Storn and Price. NP is
usually scaled to the length of the vector (number of input variables) to be optimised, but
not much is known for problems that have a great many input variables [37], for instance
directed protein evolution [4],[14]; others are reviewed e.g. in [8].

4.1. Understanding the landscape ruggedness

To understand the nature of the landscape, it is convenient to create a random landscape
in which, initially each element of the vector of length N=50 is set randomly to A to Z
(Table 1). The random letters in each of the 10 vectors are the population candidates to
search for the best rugged string of length 50.

Table 1. Table 1 Random landscape of 10 vectors (population size) with dimensions = 50
(string length) and initial cost function value (summed consecutive differences)

SR Vector of length 50 Cost
1 GLPFFCVOBVANQGUQKHRRWBIDKURNCNYOCDBCQLQIUXHONOJGRK 384
2 UNQBHPJUCEZOADILXMBZVOVGFIKQTCZZVRCGSDXRTGZSBPRWSG 454
3 OOSKURLLTNYAORMWLJYLRQSRWNBKOYNAXRRNQJJJXSEIYXHNQQ 358
4 EJGFPREJIIHODQEXKTTNPBOEJGCNDRUFPDYVEOKXMWPWFTORLM 406
5 OBBMAREGDIBWCYMBEEBSPTIHNXOPSOMMXCPHJJFGDHRJEUNFGC 372
6 CPICSKHOLMUSGVJWJFMLUTMTRUZXQCBNZYCDVRFNWKDVGAXEJN 417
7 CYKGXKQWNTYTVYLPOCHLHOOPYPYUVZTEHKBRPCLADTIIOVJBGP 363
8 UYHYLMSVWLTLKWNKRKFBOUENTVSVCKJTJBMDYTAIIQLDDVBONY 408
9 AUMHUZPEHTEDLFCSBMMPFUZGGYSOJNUEMWAFCLSNZKMRJZDOIB 449
10 YIIBQZDVPNOABPVXDCALDDGXVTVPTUEKQVMIVBKWUCFESABITC 404

After 10 iterations of the DE algorithm, the best particle and cost are as follows.
Particle = APGZ TTTA PZIZ HZAZ ZDAZ BAEA ZAAZ AVWZ ABAZ AZAZ AZZZ
AZAZ AZ, Cost function = 773, Benchmark = (26 − 1) × (50 − 1) = 1, 225. Elapsed
time is 0.1955 seconds. The values of Dimensions = 50, Np = 10, Population Crossover
Rate (CR) = 0.8 and Mutation Factor (F) = 0.85 for this example. Figure 4 shows the
consistent improvement in the cost function.

4.2. Varying the hyperparameters in standard differential evolution

All simulations are performed in MATLAB 2018b software with a system configuration
of MAC Air (2017), 1.8 GHz Intel Core i5 processor, 8GB 1600 MHz DDR3 memory, HD
Graphics 6000 1536 MB and macOS version 10.13.6. The experiment was repeated for
500-dimensional string, 10-trials and 50 generations with NP in [50,500], CR in [0.1,1],
F in [0.4,0.9]. The stats were recorded for the median and maximum function values for
10-k trials listed in Table 2. A total of 600 values were collected for various combinations
of NP, F and CR values suggested in [8]. Out of those 600 values, the best 5 were selected
and they were calculated for extended iterations/generations as shown in Table 3. It infers
that the cost function value generally tends to increase with iterations but not always. This
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Fig. 4. Cost function values for 10 iterations for string length = 50. The values of Dimen-
sions = 50, Np = 10, Population Crossover Rate (PCr) = 0.8 and Mutation Factor (F) =
0.85

is because at higher dimensions the problem is highly difficult to solve and not always
yields the best solution during the metaheuristic search.

Table 2. Benchmark value for 500-dimensional string is (26 − 1) × (500 − 1) =
12, 475.NP = {50, 100, . . . , 500}, CR = {0.1, 0.2, . . .1}, F = {0.4, 0.5, . . .0.9} so
total 10× 10× 6 = 600 experiment values. The min and max values refer to the range of
cost function values obtained through the experiments

Range of function values
10-trials Minimum Maximum

Median of cost function
5555.5 8870
44.5% 71.1%

Maximum of cost function 5629 9226
45.1% 73.96%

Table 4 and Figure 5 illustrate the normalised function values for various combina-
tions of population size and generations. For median of cost function values, it has been
found that 9196 value is obtained with the NP=50 and Gen=500. For the maximum cost
function values the value 9373 is found when NP=125 and Gen=200. Thus, it is not easy
to say which of the NP and Generation values are the best ones to yield the best function
cost but generally more generations with bigger population size is a good combination.
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Table 3. Top 5 cases among 600 trials analysed for increased number of iterations from
100 to 1000. The winners are highlighted in bold text

CASE1 NP F CR Iterations 100 200 300 500 1000
500 0.9 1 Median 9632 10300 10375 10300 10375

Maximum 9716 10550 10425 10375 10625

CASE2 NP F CR Median 7935 8970 9269 9280 9295
500 0.8 0.9 Maximum 8222 9106 9322 9592 9538

CASE3 NP F CR Median 8801 9246 9159 9012 9230
500 0.9 1 Maximum 8901 9362 9342 9181 9328

CASE4 NP F CR Median 7002 9037 9218 9536 9242
500 0.8 0.9 Maximum 7862 9152 9529 9677 9651

CASE5 NP F CR Median 6075 8211 8500 8675 8450
500 0.8 0.9 Maximum 6250 8451 8500 8775 8500

Table 4. Normalised comparison (NP*Gen constant) of cost function values (median and
maximum over 10-trials) for F=CR=0.9, string length = 500. The values of VP and gen-
erations have been varied such that the product of NP and Gen is 25000. Figure 5 is the
visual illustration

Sr. NP Generations Median Maximum
1 500 50 8236 8272
2 250 100 9109 9394
3 125 200 9150 9373
4 50 500 9196 9304
5 10 2500 8137 8601
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Fig. 5. Normalised comparison of various values of function cost for median and max-
imum using F=0.9, CR=0.9, string length (dimension)=500, 10-trials. (a) NP=500,
Gen=50 (b) NP=250, Gen = 100 (c) NP=125, Gen=200 (d) NP=50, Gen=500 (e) NP=10,
Gen=2500. The values of NP and Generations have been chosen such that the product
remains constant (=25000) to analyse the effect of reducing population and increasing
generations

Tables 5-7 illustrate time consumption analysis against variations in NP, string length
and iterations of calculations. Figures 6-8 are the graphical representations of these tables
for the ease of visualisation. The time variations are almost linear giving the idea about
the problem complexity in regard to the variable changes.

Table 5. For 50 iterations, string length 500 (data vector dimension), F=0.4, CR = 0.1
the time in seconds for various NP values has been calculated ranging from 50 to 500 for
10-trial experiments. Figure 7 is the graphical rendering of this table

NP 50 100 150 200 250 300 350 400 450 500
Time 1.32 2.46 3.73 4.88 6.24 7.43 8.94 10.32 11.71 14.07

4.3. Training Data and ANN Training for Automatic Parameter Tuning

The neural network has been trained for 600 data points which includes three independent
input variables: Population (NP), Mutation Factor (F) and Cross-mutation Rate (CR).
The values range for NP is [50,500], F is [0.4,0.9], CR is [0.1,1] chosen according to
our experiments and suggestion given in [50]. These 600 training data points have been
collected by running 10-fold trials for each entry to find out median and maximum cost
function values and is quite a time consuming task. This is due to finding the right range
of these 3 hyperparameter values and then running the code to compile the data for few
hours. So the differential evolution function is called 600×10 = 6,000 times for various
values of these three hyperparameters. The training sample data and the computed median
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Fig. 6. Graph between NP (x-axis) and Time in seconds (y-axis) for fixed values of string
length = 500, F = 0.4, CR = 0.1 and iterations = 50 for 10-trial experiments. The time
consumption is nearly linear with the population size

Table 6. String length (Dimension) versus time consumption in seconds for fixed values
of NP=100, F=0.4, CR=0.1, iterations = 50 and 10-trials for experiments to calculate
median and mean function costs. The time consumption varies almost linearly with the
string length. Figure 8 shows the graphical representation

Dim 100 200 300 400 500 600 700 800 900 1000
Time 0.7992 1.1327 1.7634 2.1091 2.5229 2.8815 3.2637 3.5849 3.9694 4.2432

Fig. 7. Graph between string length (x-axis) and Time in seconds (y-axis) for fixed values
o NP=100, F=0.4, CR=0.1, iterations = 50 and 10-trials for experiments to calculate me-
dian and mean. The time consumption varies almost linearly with the string length
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Table 7. Iterations and time in seconds comparison for fixed values of string length =
500, NP=100, F=0.4, CR=0.1 and 10-trial experiments. The relation is almost linear and
is rendered in Figure 9

Gen 50 100 150 200 250 300 350 400 450 500
Time 2.56 4.75 7.19 9.99 11.64 13.99 16.49 20.28 20.99 25.55

Fig. 8. Graph between iterations (x-axis) and time in seconds (y-axis) for fixed values of
string length = 500, NP=100, F=0.4, CR=0.1 and 10-trial experiments. The relation is
almost linear
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and maximum function costs have been rendered in Table 8. Afterwards, Neural Network
Fitting in MATLAB has been used for regression using three input variables and two
target variables respectively. The default values of the model have been used, for example
ratio of training: validation: testing is 70:15:15, number of hidden neurons = 10, Bayesian
Regularization training algorithm for training. Figures 9-10 demonstrate the frequency
histogram of error values in relation to instances. After the training of ANN, the error of
actual versus predicted values were collected for all training and tested values among 600
data points and plotted to see the quality of the trained model. Most of the error values
are 0 which indicates that the model is well generalised and validated.

Table 8. Training data for ANN containing 3 input variables and two target variables. The
NP ∈ {50, 100, . . . , 500}, F ∈ {0.4, 0.5, . . . , 0.9}, CR ∈ {0.1, 0.2, . . . , 1} so a total of
10× 6× 10 = 600

Input variables Target var1 Target var2
SR. NP F CR Median Fun Val. Max Fun Val.
1 50 0.4 0.1 5559.5 5676
2 50 0.4 0.2 5705 5837
. . . . . . . . . . . . . . . . . .
600 500 0.9 1 8870 9226

Tables 9-10 show the function costs on 10-trial average for the mean squared error
(MSE) and regression coefficient (R) values as the number of hidden neurons increase
during the ANN training.

Table 9. For the median cost function values (from 10-trials) the following are the MSE
and R values for increasing number of neurons in ANN training

Median
Function
Cost

Neurons 10 20 30 40 50 60 70 80

Train
MSE 3008.8 2102.2 1264.8 1472.8 1572.3 1108.8 1653 1540.5
R 0.9975 0.9983 0.9987 0.9990 0.9985 0.9988 0.9989 0.9989

Test
MSE 2858 3624 5883.7 5616.6 4622.5 7715.5 3162 5431.8
R 0.9948 0.9959 0.9947 0.9962 0.9974 0.9946 0.9936 0.9957

Table 10. For the maximum cost function values (from 10-trials) the following are the
MSE and R values for increasing number of neurons in ANN training

Max
Fun.
Cost

Neurons 10 20 30 40 50 60 70 80

Train
MSE 8738 6682.7 6021.4 5308.3 5790.4 5791.7 5557.3 5059.4
R 0.9937 0.9954 0.9958 0.9963 0.9958 0.9960 0.9961 0.9964

Test
MSE 1148.3 1192.8 1308.1 1228.3 2106.7 1262.8 1689.5 1252.9
R 0.9934 0.9916 0.9912 0.9914 0.9872 0.9908 0.9877 0.9926
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Fig. 9. Error histograms for training, testing and validation for 600 examples after ANN
training for median cost function values. Ratio of train:validate:test used is 70:15:15. The
target function used is the median cost function value from 10-trial experiments and input
values to ANN were NP, F and CR

Fig. 10. Error histograms for training, testing and validation for 600 examples after ANN
training for max cost function values. Ratio of train:validate:test used is 70:15:15. The
target function used is the maximm cost function value from 10-trial experiments and
input values to ANN were NP, F and CR
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Fig. 11. The demonstration of 3,971 test points (19 × 11 × 19) parameter combinations
of NP ∈ {50, 75, . . . , 500}, F ∈ {0.4, 0.45, ..., 0.9}, CR ∈ {0.1, 0.15, . . . , 1}. The
colour depicts the median of cost function values of 10-trial runs. The yellow shows higher
(better) values and blue shows lower cost function values for those combinations of NP, F
and CR. Left and right graphs are two perspective view of the same 3-d figure

Fig. 12. The demonstration of 3,971 test points (19 × 11 × 19) parameter combinations
of NP ∈ {50, 75, . . . , 500}, F ∈ {0.4, 0.45, . . . , 0.9}, CR ∈ {0.1, 0.15, . . . , 1}. The
colour depicts the maximum value of cost function for 10-trial runs. The yellow shows
higher (better) values and blue shows lower cost function values for those combinations
of NP, F and CR. Left and right graphs are two perspective view of the same 3-d figure
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Figures 11-12 show typical curves of the median and maximum fitness as a function
of the number of evaluations for 10-trials. A 4-d representations of the test results obtained
by ANN with 3,971 points has been shown, for a range of NP ∈ {50, 75, ..., 500}, F ∈
{0.4, 0.45, ..., 0.9}, CR ∈ {0.1, 0.15, ..., 1} values. The colour illustrates the range of
cost function values predicted by ANN. Yellow means higher (better) function value
and blue means lower cost function value for that combination of NP, F and CR hyper-
parameters. It can be observed that the best function values (both maximum and median
values) are obtained from higher NP, CR and F values in general. It can be seen that
the best function costs correspond to maximum values of NP, F and CR values for both
figures.

4.4. Validation

Among the total tested values (3,971) we chose the best 10% values with maximum cost
function values (yellow in Figure 11-12) to calculate the actual cost functions through dif-
ferential evolution on the average of 10-trials. Afterwards, both the continuous variables
(ANN suggested output and actual DE values) for (NP, F, CR) hyper-parameter combi-
nations have been analysed using Pearson’s correlation coefficients (ρ). For both cases of
DE versus ANN test results ρMEDIAN = 0.7 and ρMAXIMUM = 0.68. It indicates a significant
positive relationship among two variables [33]. Thus the hyperparameter optimisation in
differential evolution with summed local difference strings can be performed efficiently
using the neural network simulation.

4.5. Comparison with state-of-art

To analyse the effectiveness of ANN-based parameter tuning of DE, we compared the
following techniques: (i) Grid Search, (ii) Random Search, (iii) Sequential Model-based
Algorithm Configuration (SMAC) [25], (iv) Optuna [41](v) ANN in Table 11 and Figure
13.

Grid Search suffers from the curse of dimensionality, resulting in an explosion in
the number of possible evaluations, which is improved by Random Search. But random
search is not well sorted and may miss the potential extremas. SMAC uses random forests
(RF) and is a Bayesian optimiser in which RF helps in categorical variables to support
large search space hyperparameter searches and is well scalable for increasing the number
of training samples. It is available online https://github.com/automl/SMAC3. Optuna [2]
is recent software used for hyperparameter optimisation using define-by-run API, prun-
ing and search strategy implementation, versatile utility including distributed computing,
scaling and interactive interface for users to modify the search space parameters dynam-
ically. It is available online https://github.com/optuna/. Hyperparameter auto-tuning has
also been performed for sparse Bayesian learning (SBL) in [19] using neural network-
based learning, and has shown considerable improvement in recovery performance and
convergence rate.

ANN performed better compared to Grid Search, Random Search, SMAC and Optuna
(Table 11 and Fig 13.), but requires a considerable amount of time to generate the training
data to simulate the behavior of the rigged function outcome for given values of NP, F and
CR. Afterwards it is able to predict the new values of hyperparameters to search for the
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Table 11. Hyperparameter optimisation for differential evolution algorithm to search for
{NP,F,CR} by various algorithms. Benchmark value for string of length (=NP) of 500 =
(26-1)×(500-1)=12,475 and 10 trial runs. Generations for DE=100 for all of them con-
sistently and max of 10 trials experiments for the best cost calculations. Accuracy is the
ratio of best cost and the benchmark (=12,475)

Methods Details Hyperpram Values Best Cost Accuracy

Grid Search
NP∈[50,500],
F=CR=[0.40, 0.41,..1.0}

NP=390, F=0.95,
CR=0.90

8616 0.6907

Random Search
NP∈[50,500],
F, CR ∈ [0.4,1]

NP=450, F=0.91,
CR=0.88

8572 0.6871

SMAC
NP ∈[50,500],
F, CR ∈ [0.4,1]

NP=410, F=1,
CR=0.98

8990 0.7206

Optuna
NP∈[50,500],
F, CR ∈ [0.4,1]

NP=430, F=,0.87
CR=0.92

9244 0.7410

ANN
NP∈[50,500],
F=CR=[0.40, 0.41,..1.0}

NP=500, F=0.90,
CR=0.89

9438 0.7566

Fig. 13. Graphical representation of accuracy comparision of Table 11. Our ANN per-
formed better than the other state-of-art hyperparameter techniques studied.

optimal combination of tuning parameters. ANN requires much less time as compared to
DE to calculate the cost function once it is trained on a good sized set. For the sake of
simplicity, only 600 examples have been used to train ANN for this case study, but a few
thousand runs of DE would be better to yield the training data for ANN.

5. Conclusion

In this research, hyperparameter optimisation in differential evolution has been studied
using Summed Local Difference Strings, which is a rugged but easily calculated land-
scape for combinatorial search problems with wide applicability in numerical optimisa-
tion, biological sciences, finance and organisational management. Differential evolution
is a powerful numerical optimisation technique for non-differentiable and complex func-
tions which cannot be nicely defined in mathematics, but it has three hyperparameters
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(NP, F, CR) to be optimised. In this study a machine learning technique has been ex-
ploited to suggest the best possible combinations of hyper-parameters instead of a tedious
grid search. The limitation of the technique is that training data collection is time con-
suming and needs a careful analysis of input variable ranges (NP, F, CR). Two output
variables were recorded (median and maximum value) after 10-trial experiments of each
combination of the hyperparameters. Finally, testing of the machine learning model has
been employed on a bigger data (3,971) and the top 10% test results were compared with
the actual DE results yielding a Pearson correlation coefficient of 0.7. Specifically, it was
found that larger values of NP, F and CR hyper-parameters yield better outcomes.

In future, we plan to explore more bio-inspired algorithms and other ways to search
for hyperparameters such as to embed the hyper-parameters in the very population being
optimised. We will also explore binary strings and real valued strings with an extended
range of values beyond 26 with advanced options of mutation and cross-over equations.
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Abstract. This study investigates the literary corpus on the role and potential of 

digital transformation in public accounting and finance management. A total of 

890 research papers was extracted from Scopus and Web of Science for 

bibliometric analysis, to investigate publishing trends, productive countries, and 

keyword analysis around the topic, and 24 relevant research publications, divided 

into two clusters, were selected for an in-depth analysis. The findings demonstrate 

that technologies have significantly transformed accounting and public finance by 

automating processes to reduce errors and save time, increasing transparency and 

accountability, preventing fraud with analytical tools, improving budget planning 

and monitoring, and integrating systems for a comprehensive financial view. 

Keywords: accountability, digital transformation, public accounting, public 

finances, public management 

1. Introduction 

In today's interconnected global landscape, the expectations placed on Public 

Administration by both citizens and organisations have intensified significantly. The 

State is expected to optimise bureaucratic processes, modernise the administrative 

systems, and be transparent and accountable. Information technologies play a key role in 

this process, fostering communication between Public Administration and society, 

reshaping public services, and enabling governments to leverage technological 

innovation for enhanced public service delivery [1]. Technology makes it possible to 

identify new opportunities for Public Administration, particularly in the implementation 

of e-government, creating public value for the services provided [2], [3].  

At the end of the day, it all begins and ends with new public financial management 

because it is all about how effective, efficient, and economical Public Administration is 
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in managing public resources. In other words, it concerns whether New Public 

Management can perform public responsibilities “as one of the basic responsibilities 

accepted by governments, with citizens as the major suppliers of financial resources for 

public sector institutions" [4].  

Technology not only makes it possible to offer more effective and accessible public 

services to citizens, but it also enables strategic decision-making based on integrated and 

centralised data, collecting and making data available for analysis, as a basic product for 

implementing, monitoring, and developing predictive models to anticipate the future. 

This emphasis on data requires the adoption of new accounting practices and, 

consequently, new digital skills for the professionals who are in charge of this task [1]. 

The need for timely responses poses additional challenges for Public Administration [5], 

such as a flexible organisational structure, strategic planning and efficient and effective 

resource management, without jeopardising the sustainability of public finances. 

Moreover, the public governance paradigm involves knowledge sharing, coordination 

and collaboration between various state, market and social actors.  

It is therefore evident that the implementation of a new accounting framework applied 

to Public Administration has been gaining importance as regards the management of 

public finances, with the three subsystems of public accounting. The need to increase the 

level of transparency, credibility and reliability of budgetary, financial and management 

information is crucial for assessing and disseminating the results achieved by public 

policies [7]. At the same time, these changes in the accounting framework for public 

administrations will also have an impact on the future of the public audit process, which 

is a vital activity in democratic countries to guarantee the relationship between 

government bodies and citizens and businesses. Auditing in the public sector also faces 

the same problems as the private sector, challenging the public interest [8] [9] [10].  

Yet, while there is great evidence of the use and impact of new technologies in the 

private sector, “in the public sector, a similar indication does not exist” [11]. Indeed, the 

above points highlight a lack of research exploring the significance and potential 

impacts of digital transformation on public sector accountability and finance 

management. To address this gap and promote new research in this field, this paper 

assesses the current landscape of public finance management in the context of digital 

transformation, answering the following research question: How does digital 

transformation affect Financial Management and Accounting in the Public Sector? To 

answer this question, the paper presents a bibliometric analysis of the literature in the 

field. 

In section 2, this article presents a theoretical approach to digital transformation in 

Public Administration and finance. It then describes the methodology used to carry out 

the literature review (section 3). Next, in section 4, the results are analysed and 

discussed. Finally, section 5 summarises the main changes in the areas under study and 

identifies topics for future research, as well as the study’s limitations. 

2. Theoretical Background 

Governments worldwide are embracing digital tools, social media platforms, algorithms, 

and artificial intelligence to not only revolutionise public services but also to promote 
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deeper engagement with citizens [12] [13]. The digital transformation is enhancing 

public services through technologies like AI, blockchain, and IoT. This transformative 

wave is expected to fortify various aspects of governance, including decision-making, 

transparency, accountability, and citizen-government relationships [14] [15]. 

The European Commission's goals for the digital decade include making all key public 

services available online, providing citizens with access to medical records, and having 

80% of citizens use digital identity solutions. To achieve these, initiatives like GovTech 

collaborations, the Innovative Public Service Observatory, and funding programs are being 

implemented to support innovation, promote interoperability, and foster public-private 

partnerships. The technology readily available to entities has a positive effect on the 

transformation of public services, which allows governments to implement solutions such 

as e-government, harnessing information and communication technologies (ICT) to create 

public value [2], [3]. 

[16] argue that digital transformation in government represents a two-way street, in 

which public bodies and citizens actively participate through the co-production of public 

services. Enhancing citizens' adoption of electronic services results in improved quality, 

efficiency, and effectiveness of public services. Also, digital technology fosters 

transparency because it facilitates citizen access to information on resource management 

and promotes and assists the implementation of robust governance practices. Thus, new 

doors are opening for citizens' socio-political participation through digital technologies 

[17]. 

However, digitalisation has had considerable consequences on the labour market, with 

greater income disparities and reduced access to social security systems, which can be 

negative if not managed properly [18]. Furthermore, this digital revolution presents huge 

challenges regarding cybersecurity vulnerabilities and data integrity [18]. 

Literature in the field emphasises the role of digital technology in modernising 

accounting and accountability, contributing to automating repetitive tasks, freeing up time 

for strategic activities with higher value creation [19]; enhancing data quality, namely 

accuracy, reliability, and consistency in accounting data [20]; and combatting corruption by 

identifying irregularities and fraud through advanced data analytics.  

In the information-oriented world, the challenges professionals face also need to be 

addressed. The types of skills, competencies and mindset required of finance professionals 

to perform at the level demanded for organisations has been stated by several authors [21]. 

This paradigm shift is characterised by the automation of routine tasks, enabling accounting 

professionals to redirect their focus towards strategic analyses [2], [22]. Digital accounting 

systems are instrumental in facilitating real-time reporting and data-driven decision-

making, thereby bolstering transparency and accountability [18]. Notably, these changes 

are poised to reverberate across public sector auditing, ensuring accountability and 

transparency in the interactions between government entities and citizens and businesses 

[8] [10]. Cumulatively, the management of public resources is increasingly associated with 

the responsibility of managers to obtain better results with fewer public resources [23]. 

Digital technology's integration into Public Administration has far-reaching implications, 

transcending mere efficiency gains to encompass broader dimensions of accountability and 

integrity in governance. It also demands substantial changes, rather than just technological 

changes. Indeed, within the public sector, knowledge management is a powerful facilitator 

in the current push for greater efficiency in all areas as stated by [24], “to be transforming, 
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changes in technologies must be accompanied by changes in other organizational elements 

(like people or processes)”, leadership models and organisational culture. 

In essence, the amalgamation of digital technology and Public Administration 

underscores the transformative potential of digitalisation in reshaping governance 

paradigms and fostering accountability and transparency in the public sector. One notable 

aspect highlighted by the literature is the dearth of research on the nexus between public 

service digitalisation and accountability, particularly within accounting scholarship. This 

emphasises the importance of bridging this gap to fully understand the implications of 

digital transformation on governance and accountability [25].  

3. Methodology 

Our review can be categorised as a Thematic synthesis [26] because it examines the state 

of the literature of a specific topical area and uses all themes from all papers to create 

theme clusters. Therefore, our research question can be formulated as follows: How does 

digital transformation affect Financial Management and Accounting in the Public 

Sector? 

Data collection took place in January 2024. We did not apply any chronological filter. In 

the first phase, we tried a separate search for each of the keywords. In Web of Science Core 

Collection (WOS), we applied the following strategy: search strategy (TITLE-ABS-KEY 

("accountability" OR "accounting" OR "transparency") AND TITLE-ABS-KEY ("public 

finance" AND "management") AND TITLE-ABS-KEY ("digital transformation" AND 

“digitalization” AND "public sector")). In SCOPUS, we followed the same criteria. 

In Figure 1, we summarize the research layout and results that led to the final set of 

articles. The literature search yielded 890 articles. Three authors reviewed and screened the 

titles and abstracts for inclusion and exclusion criteria. After applying the exclusion criteria 

— namely: (1) duplicates; (2) articles not available (3) do not focus on the subject under 

study, and inclusion, namely (1) papers that do not address digital transformation in public 

accounting and finance management and (b) articles mapping and reviewing the literature 

— 172 articles remained. 
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Fig. 1. Flowchart for literature selection 

We used R Bibliometrix software [27] to perform bibliometric analysis and build data 

matrices for co-citation, clustering, scientific collaboration analysis and word analysis. 

Bibliometrics is increasingly applied across various disciplines to aid science mapping, 

addressing the growing volume and fragmentation of research driven by empirical 

contributions. For Network matrix creation, we used R Bibliometrix 

(http://www.bibliometrix.org). Based on the 172 manuscripts’ database (title, abstract, 

keywords, authors, references), two clusters were created. The authors established a 

minimum of 30 citations in Web of Science or Scopus as inclusion criteria in the final 

clusters. Then, all titles, abstracts, literature reviews, and final considerations were read, 

and a document was created to contain the most relevant information extracted from 

those sections of each article. Finally, the contents were divided according to the main 

constructs to create a text that could explain the main theoretical approaches to each 

cluster, and the conclusions that had been drawn. 

http://www.bibliometrix.org/
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4. Results 

4.1. Distribution of publications 

Figure 2 shows an exponential increase in publications in the area under study from 

2017 onwards. In 2022, there was an increase of 81 documents and in 2023 it reached 

117 documents, which proves the novelty, relevance, and interest of the topic under 

investigation.  

 

 

Fig. 2. Publication distribution per year 

Regarding the number of publications by each author, if we use the lead author as a 

search criterion in this database sample, there are 10 authors with two or more articles 

published on the topic of digital transformation in public finance management. (Figure 

3). Mergle and Stecollini stand out with 5 publications in the area, followed by 

Androniceanu with 4 publications.  

As regards the journals with the highest visibility, Financial Accountability and 

Management and Government Information Quarterly is the journal with the highest impact 

measure H: 6, followed by Sustainability with 5 in the Impact measure H (see figure 4).  

Figure 5 shows topics of interest over time. Advancements in technology have been 

pivotal in driving the digital transformation seen across the public sector. The COVID-19 

pandemic has acted as a catalyst, accelerating this process. Digitalization began to have an 

impact from the year 2017, progressively intensifying. From 2022 onwards, the concepts 

that gained greater relevance were "digitalization/digitalisation," "digital transformation," 

and "public sector," followed by the term "public administration." 
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Fig. 3. Number of publications by author 

 

Fig. 4. Most relevant Sources 
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Fig. 5. Topics of interest over time 

The Sankey diagram (Figure 6) illustrates relationships among authors, keywords, and 

countries. The size of each box is proportional to the frequency of occurrences of the 

respective theme. The flows connecting the boxes represent the thematic evolution, with 

thicker connecting lines indicating stronger associations between themes.[28]. 

 

Fig. 6. Graph of three fields Authors (AU) - Keywords (DE) Countries (Au-CO) 
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Figure 6 shows that the most used keywords are "digitalisation", "digital transformation" 

and "Public Administration", with Androniceanu, Georguscu, Mergle, Steccolini and 

Agostino mentioning them the most. In terms of publications by country, the lead belongs 

to Ukraine, followed by Italy.  

To understand how the contents of the selected articles converge in terms of the 

centrality of the study, correspondence factor analysis was used (see figure 7). 

Figure 7 shows that the articles were correctly selected according to the main theme of 

digital transformation in the public sector, namely through digitization, big data, auditing, 

governance, and innovation. 

 

Fig. 7. Word Map 

Also using factor analysis, figure 8 shows the dendrogram (grouping of similar items). 

The items with the greatest similarity are placed closer together and at the lowest level. 

There are 3 clusters and, within each cluster, the words that identify it. 

 

Fig. 8. Topic Dendogram 
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The Bibliometrix package [27] grouped the 172 studies into 3 clusters. A comprehensive 

analysis of each study was carried out, with the authors identifying the focus and main 

characteristic of each cluster, resulting in the following synthesis: Cluster 1 is defined as the 

cluster of technologies applied to the public sector and its tangible effects (identified in 

green in figure 10); while Cluster 2 is defined as the cluster of digital transformation of 

public administration and its intangible effects. Cluster 3 has only one article and was 

therefore excluded. 

4.2. Structure and context of literature clusters 

Cluster 1 encompasses one hundred and fifty-eight articles. Table 1 summarises the 

articles with at least 30 citations 

 

Table 1. Cluster 1 articles 

Authors Title Objectives Methodology Conclusions 

[29] Governance and 

innovation in public 

sector services: The case 

of the digital library. 

Explore modes of 

governance and innovation 

in the public sector.  

 

 

Longitudinal case 

study on modes of 

governance and 

innovation in the 

library sector.  

Network Governance drives 

innovation by enhancing 

collaboration, knowledge 

sharing, and adaptability. 

[30] Digital transformation by 

SME entrepreneurs: A 

capability perspective 

It assesses if SME 

entrepreneurs have led 

digital transformation despite 

scarce skills and resources. 

Qualitative 

approach. 

Successful digital 

transformation requires SMEs 

to upgrade skills in cognitive 

and social media 

management. 

[31] Digital service teams in 

government.  

Understand the factors that 

lead to the initiation of 

digital service teams and 

identify the tasks of digital 

service teams in the public 

sector. 

Qualitative 

interpretive 

approach  

comparative 

approach  

EAGs improve digital service 

delivery through a hybrid IT 

governance model balancing 

centralisation and 

decentralisation. 

[32] Value positions viewed 

through the lens of 

automated decision-

making: The case of 

social services. 

State of the art of the public 

sector in e-governance.  

 

Qualitative case 

study using 

interviews. 

 

Greater accountability, lower 

costs and increased efficiency 

observed. 

[33] 

 

The study examines 

opportunities and 

challenges of blockchain 

in Japan’s energy 

transition. 

Responding to institutional 

challenges such as low 

renewable energy targets and 

grid interconnection. 

Design research It examined challenges and 

opportunities across 

technology, economy, 

society, environment, and 

institutions for Japan’s 

blockchain-based microgrid. 

[51] Open innovation 4.0 as an 

enhancer of sustainable 

innovation ecosystems. 

Identifying university links in 

sustainable innovation 

ecosystems.  

Proposing a package of 

policies for green 

governance. 

Multiple case 

studies 

Open innovation structures 

and university knowledge 

flows promote intelligent and 

responsible innovation cycles 

and funding  

[34] Digital transformation 

challenges: strategies 

emerging from a multi-

stakeholder approach.  

It outlines digital 

transformation strategies in 

the Tirol-Veneto region, 

highlighting challenges, 

actions, and the role of 

digital skills and culture. 

Qualitative method 

with text mining 

and content 

analysis.  

 

Digital transformation 

requires multifaceted strategic 

actions in three main pillars: 

Culture and Skills, 

Infrastructures and 

Technologies. 

[35] Digital transformation and 

knowledge management 

in the public sector. 

It assessed how digital 

transformation affects 

knowledge management in 

Quantitative 

method.  

The success of digital 

government is strongly 

related to the quality of 
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Portuguese public 

administration. 

knowledge management in 

organisations.  

 

[36] Machine learning based 

system for managing 

energy efficiency of 

public sector as an 

approach towards smart 

cities. 

Incorporating Big Data and 

machine learning into energy 

efficiency in the public 

sector.  

 

Data analysis, 

using deep neural 

networks, Rpart 

regression tree and 

random forest.  

 

It proposes the MERIDA 

system that integrates 

predictive models for 

improving energy efficiency.  

 

[37] Functions of public 

management of the 

regional development in 

the conditions of digital 

transformation of 

economy.  

Develop a methodological 

approach based on the 

system of differential 

equations.  

 

 

Questionnaire 

survey 

 

It highlights how 

decentralisation in Europe 

strengthens regional and local 

governance in Ukraine. 

[38] Digital government 

transformation: A 

structural equation 

modelling analysis of 

driving and impeding 

factors.  

It quantitatively assesses 

factors enabling or hindering 

government digital 

transformation, emphasizing 

the need for change and 

collaboration. 

Questionnaire 

survey 

 

Urgency, collaboration, and 

management engagement 

drive TDG success. 

[39] It investigates RPA’s 

opportunities, challenges, 

and implementation in 

supply management. 

It analyses RPA’s effects 

and implementation 

challenges in public and 

private procurement.  

Multiple case 

study carried out to 

provide initial 

insights and 

generalisable 

propositions.  

It examines RPA in 

Procurement and Supply 

Management, showing sector-

specific advantages and 

challenges. 

[40] 

 

Knowledge management 

and digital transformation 

for Industry 4.0: a 

structured literature 

review, 

Explore the interactions 

between knowledge 

management, digital 

transformation and Industry 

4.0.  

 

Literature review 

integrating 

qualitative and 

bibliometric 

analysis. 

Identifies the link between 

CG, DT and the public 

sector.  

It stresses the crucial role of 

DT in the development of 

KM. 

[41] Co-production in digital 

transformation of public 

administration and public 

value creation: The case 

of Denmark.  

It examines co-production in 

Denmark’s digital strategy, 

highlighting citizen, 

economic, administrative, 

and social value. 

Qualitative 

approach with  

interviews. 

It explores co-production in 

Denmark’s digital 

transformation, identifying 

four types of public value: 

citizen, economic, 

administrative, and social. 

[42] Government tax policy in 

the digital economy.  

Identify the current 

problems, the 

changes required in tax 

policy in the context of the 

digital economy, 

Discussion International collaboration is 

essential to combat tax 

evasion, enhance 

transparency, and innovate 

tax systems. 

[43] 

 

It studies digital 

government units and 

their role in modernizing 

public management.. 

Kickstarting a public 

management research 

agenda focused on Digital 

Government Units  

Qualitative 

approach. Multiple 

case studies, using 

interviews. 

It outlines research questions 

on DGUs and the role of 

open standards and platforms 

in digital government 

transformation. 

[44] Digitalization, accounting 

and accountability: A 

literature review and 

reflections on future 

research in public 

services. 

 

It examines research trends 

on digitalisation and 

accountability in public 

services. 

Systematic 

literature 

review 

It highlights accountability 

and inclusivity in 

digitalisation. 

[45] Drivers and outcomes of 

digital transformation: 

The case of public sector 

services.  

Identify the expectations of 

public managers regarding 

the ongoing 

digital transformation 

projects 

Case study 

approach with 

expert interviews 

 

Long-term benefits need deep 

organisational change, 

hindered by training gaps and 

bureaucracy. 

 

Cluster 1 emphasises the challenge of implementing new technologies, namely 

digitalisation, blockchain, big data, artificial intelligence, machine learning and cloud 

computing, to improve processes and interact with stakeholders in the digital economy. It 
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also highlights the risks associated with the digital economy, particularly in terms of 

security. Problems of interoperability and a lack of qualified training for human resources 

working in Public Administration have also been identified. 

The cluster 2 encompasses six articles, as described below. 

Table 2. Cluster 2 articles 

Authors Title  Objectives Methodology Conclusions 

[53] Formation of professional 

competences and soft 

skills of public 

administration employees 

for sustainable 

professional 

development. 

Identify the skills required 

to perform the functions 

of public administration 

and identify the skills 

required.  

Quantitative research 

with questionnaires 

Digitalisation boosts public 

administration skills and 

service efficiency. 

[46] Socioeconomic and 

resource efficiency 

impacts of digital public 

services  

It evaluates 

digitalisation’s socio-

economic, environmental, 

and welfare impacts in 

Europe. 

It uses econometric 

techniques to estimate 

the impacts of digital 

public services. 

Digital public services 

enhance the economy, 

society, and resource 

efficiency. 

[47] Public administration of 

planning for the 

sustainable development 

of the region in the 

context of total 

digitalization.  

 

It develops a planning 

framework and evaluates 

public administration’s 

role in sustainable 

regional development. 

The functional graphic 

construction method 

portrays the public 

administration's 

mechanism for 

sustainable 

development. 

The study highlights state 

management functions and 

their importance for 

regional development. 

[48] C-suite Leadership of 

Digital Government.  

 

It outlines digital 

government leadership 

and a framework for 

research. 

Literature review  

 

It highlights the need for 

inclusive approaches in 

leading digitalisation. It 

introduces a conceptual 

framework with leadership 

roles for digital 

transformation.  

[49] 

 

Technology and digital 

transformation for the 

structural reform of the 

sports industry: building 

the roadmap 

Design and create a tool 

to understand the digital 

structure.  

Develop a consultation 

tool for the digitisation 

needs of sports 

organisations. 

Questionnaire survey 

 

The creation of a 

consultation tool is crucial 

for the digital 

transformation. The tool's 

design makes it easy to 

collect data to understand 

the sports industry 

[50] An operational 

framework for the 

implementation of digital 

systems in public 

administration processes 

in the design phase 

Define an operational 

framework that supports 

PAs to implement and 

check the digitalisation of 

their workflows for the 

design phase 

Literature Review, 

interviews, conceptual 

discussion. 

Proposal of an operational 

framework for 

implementation of 

digitalisation o 

4.3. Analysis and discussion of results 

The global rise in governmental adoption of digital tools and technologies finds 

substantial support in numerous studies, reflecting a concerted drive to modernise 

governance structures and bolster citizen engagement [12] [13]. Notably, a significant 

uptick in publications on this subject emerges from 2017 onward, particularly evident in 

2022 (81 documents) and 2023 (117 documents), underscoring the burgeoning interest, 

relevance, and innovation within this domain. Leading the pack of impactful authors are 

Mergle and Stecollini, each boasting five publications, closely trailed by Androniceanu 
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with four. Cumulatively, the ten most cited articles have amassed a total of 2,611 citations, 

indicative of their considerable impact within the research sphere. Journals such as 

Financial Accountability and Management and Government Information Quarterly stand 

out with commendable H-index scores, attesting to their prominence in this field. Ukraine 

takes the lead in publications by country, closely followed by Italy. Key terms such as 

"Digitalisation,” “Digital transformation,” and “Public Administration” emerge as recurrent 

keywords, with Androniceanu, Georguscu, Mergle, Steccolini, and Agostino notably 

leveraging them.  

The domain of qualitative approaches is well-defined, encompassing single case studies 

[32] [45], multiple case studies [34] [31] [43] [41] [39] and longitudinal case studies. 

Concerning quantitative studies, a variety of methods are employed, including econometric 

estimations [51] [52]), the development of machine learning-based models, correlation 

analysis [53], differential equations [37], and structural equation modelling [38]. These 

studies are predominantly exploratory, although a few incorporate international 

comparative data [31] [46]. Additionally, there are studies utilising systematic literature 

reviews [40] [35] [44] [48], as well as combinations of different methodologies [35] [42]. 

Furthermore, there are theoretical discussions [42], analytic models and frameworks [47] 

[49]. 

The clusters identified in the Bibliometric analysis demonstrate the multifaceted nature 

of digital transformation within Public Administration. Cluster 1 focuses on technologies 

applied to the public sector and their tangible effects; while Cluster 2 delves into the digital 

transformation of public administration and its intangible effects. 

Cluster 1 focuses on technologies applied in Public Administration, highlighting the 

impact of digital transformation on performance; e-governance, decision-making processes, 

citizen engagement; and the role of knowledge management as an important facilitator for 

efficiency and quality in public services. Public Administration needs rigour and 

transparency in the management of public finances, creating “new forms of dialogic 

accountability with stakeholders” [44]. In addition to digitisation, other emerging 

technologies, such as blockchain [33], robotic automation process [39] and automated 

decision-making [32], artificial intelligence [54], cloud computing [55], big data and 

machine learning [36], are mentioned as crucial for improving processes and interactions 

with stakeholders in the digital economy.  

Digital technologies have the potential to encourage a paradigm shift to greater 

transparency, accountability, and citizen-centricity [32], sustainability and innovation 

ecosystems [56] [57] [51] cost savings, and increased operational efficiency and quality 

[58], create public value [41] [45] and regional development [37]. Special mention is made 

of the “potential of digitalization in reshaping governance structures and accountability 

challenges that accompany digital government transformation” [43]. Tax transparency is 

another advantage of IT pointed out in the literature. Emphasis is placed on the role of 

technologies in the design and implementation of a tax policy that stimulates innovation, 

ensures efficiency, improves the quality of tax services, and prevents tax evasion [42]. 

These findings align with the broader literature, which underscores the global trend of 

leveraging digitalisation to revolutionise public services and enhance citizen engagement 

[13] [5] [9] as well as automating repetitive tasks, enhancing data quality, and promoting 

corporate governance [19] [20]. 
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Despite the prevalence of an optimistic perspective of digital transformation outcomes, 

the obstacles, the risks, and failures are also pointed out in literature. Digital Government 

Units are described as an instrument to overcome the failings of public sector IT [43]. In 

addition to the existing IT governance organisational units, Digital Service teams are 

expected to fulfil the digital transformation of government, “bridging the gap between 

traditional forms of IT governance and modern, agile or networked IT governance forms” 

[31]. Additionally, the training and education of workers, the creation of a culture for 

adopting digital tools and changing the bureaucratic structures of the organisation emerge 

as crucial conditions for the successful utilisation of new technologies [45]. Digital 

transformation in the public sector also raises concerns regarding interoperability, 

cybersecurity and data integrity, as pointed out by [18]. Further, results draw attention to 

how effective digital transformation depends on knowledge management [35] and how it is 

directly demanding new practices and professional competencies as well as digital 

leadership and capacity building of human resources to drive digital transformation in 

Public Administration [21] [44] [59].  

In the context of accounting within the public sector, the analysis underscores the need 

for transparency, credibility, and reliability in financial reporting, which are essential for 

maintaining accountability and trust in government entities [44]. Moreover, technologies 

have significantly transformed accounting and public finance by automating processes to 

reduce errors and optimise time; increasing transparency and accountability through online 

portals; preventing fraud using analytical tools; improving the planning and monitoring of 

public budgets; and integrating systems for a more comprehensive and unified view of 

accounting and finance [44]. These findings are in line with other authors in the field [5] 

[8] [9] [10]. 

Cluster 2 focuses on the socio-economic impacts and resource efficiency of digital 

public services, emphasising the dimensions of human resource development, digital 

leadership, and performance evaluation. Digital public services are highlighted for their 

positive impact on the economy, society, and resource efficiency, promoting sustainable 

development and improving social well-being [46] [47]. Thus, there is a great need to push 

Public Administration towards a change of mentality, framing in technical and 

organisational aspects the implementation of digital systems [50]. Administrative 

modernisation and investment in human resource development are considered essential to 

drive digital transformation in Public Administration. Along with digital (technical) skills, 

the demand for soft skills is growing in the context of digitalisation of Public 

Administration [53]. It reinforces the importance of inclusive leadership in digitisation, 

promoting an effective work environment and enhancing resource management in Public 

Administration. At this level, Kristensen and Andersen [48] call for attention to leadership 

of digitalisation and “their ability to cope with the high speed of digital change and deep 

shift in organizational culture”. 

Studies in the two clusters converge with previous studies: digital transformation is 

highly impacted by several external factors, including the adoption of cutting-edge 

technology by different stakeholders in public organisations [45], “the sense of urgency, the 

need for change, the definition of a shared vision, and the creation of a collaborative 

environment” [38] or, as stated by, [31], there are different internal and external factors that 

influence digital transformation. Internal factors include the management model and 

bureaucracy, while external factors include legislation, the administrative, political, social, 
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economic, technological and environmental components [29]. Literature on impeding and 

driving factors of digital transformation in public sector suggests that more effort is 

required to include public managers in the current debate on DGT. So, to be successful, 

digital transformation requires a multifaceted set of strategic actions falling into three main 

pillars, namely “culture and skills”, “infrastructures and technologies”, and ecosystems” 

[34]. Therefore, the creation of monitoring tools is seen as crucial to guide public policies, 

assess the impact of changes, support the definition of corrective measures, and maintain 

the sustainability of public finances, ideas also advocated by [8] and [23].  

The results also reinforce and support the idea that digital transformation is 

revolutionising Public Administration, seeking to improve the performance of public 

services, increase transparency, and strengthen accountability [44] [3] [2]. The results 

highlight the importance of streamlining bureaucracy, administrative modernisation, and 

transparency as key pillars of Public Administration in the current context [23].  

Overall, the results indicate that over time, technologies have revolutionized public 

finance management, offering restructuring processes to minimize errors and improve 

efficiency; provide greater transparency and accountability through online platforms; 

facilitate fraud prevention through analytical solutions; offer better planning and oversight 

of public budgets; and perform systems integration for a comprehensive and unified 

perspective on accounting and finance. 

In conclusion, the synthesis of empirical findings and theoretical insights stresses the 

multifaceted nature of digital transformation in Public Administration. By leveraging 

digital technologies, governments can better manage modern governance complexities, 

improve service delivery, and strengthen accountability mechanisms. However, fully 

realising the potential of digitalisation requires addressing challenges and investing in 

human capital and leadership. Integrating digital innovation with sound governance 

principles promises a new era of responsive, transparent, and accountable Public 

Administration. 

5. Conclusion 

The exploration of Financial Management and Accounting in the Public Sector 

underscores its profound impact on modern governance. Through a synthesis of 

empirical findings and theoretical insights, this article illuminates the multifaceted nature 

of this transformation. It becomes evident that digitalisation is not merely a buzzword; it 

represents an essential paradigm shift reshaping Public Administration. 

The clusters identified through Bibliometric analysis reveal crucial dimensions of this 

transformation. Cluster 1 underscores the transformative potential of technologies in 

enhancing organisational performance, citizen engagement, and knowledge management. 

From blockchain to big data analytics, technologies offer unprecedented opportunities 

while also posing challenges such as cybersecurity risks and interoperability issues. Cluster 

2 delves into the socio-economic ramifications of digital public services, highlighting the 

imperative of human resource development, digital leadership, and performance evaluation. 

This cluster emphasises the interconnectedness of administrative modernisation, inclusive 

leadership, and sustainable development, advocating for a holistic approach grounded in 

governance principles. 
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This comprehensive analysis underscores the transformative potential of digitalisation in 

public administration, accentuating the evolving role of public sector accounting and 

financial management. From evolving accounting standards to the imperative of 

transparency and accountability, there is a clear call for new practices and competencies to 

navigate digital complexities. The findings demonstrate that, over time, technologies have 

significantly transformed accounting and public finance by automating processes to reduce 

errors and optimise time; increasing transparency and accountability through online portals; 

preventing fraud with analytical tools; improving the planning and monitoring of public 

budgets; and integrating systems for a more comprehensive and unified view of accounting 

and finance. However, realising this vision necessitates concerted efforts to address 

challenges, invest in human capital, and cultivate digital leadership capabilities. Ultimately, 

the fusion of digital innovation with robust governance principles holds the promise of 

ushering in an era of effective, efficient, and citizen-centric Public Administration.  

The main limitation of this study was not the methodology since this was chosen 

carefully and with scientific method; instead, it was the fact that the literature analysed only 

extended to the WOS and SCO databases, and the study performed an in-depth analysis 

only of the most cited articles, potentially overlooking valuable insights from other sources 

and less-cited studies. 

Overall, this review and mapping of the literature provide a detailed overview of the 

existing knowledge on digital transformation in accounting and public finance; highlight 

the most important and relevant works, identify key research areas and keywords, and offer 

insights into topics of high academic interest. This study is a valuable resource for 

researchers and professionals because state-of-the-art knowledge helps to implement digital 

transformation in Public Administration, reduce process inefficiencies and increase the 

quality, credibility and timeliness of information to support the decision-making process. 
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Abstract. The current society is complex and changeable, and the post-pandemic
era profoundly affects people’s work and life. Identifying the potential risks of high-
risk individuals in society and carrying out early warning and control work effec-
tively is the focus of current public security work and is also the key to maintaining
social stability and people’s peace. This work first analyzes and constructs a knowl-
edge graph of high-risk individuals based on their backgrounds, trajectories, and re-
lated information. Subsequently, we propose a high-risk personnel risk assessment
model based on a graph attention-label propagation algorithm. The model employs
a multi-label feature selection method, a basic classifier based on a graph attention
network for the label propagation algorithm, and an adversarial data augmentation
algorithm to enhance the gradient-based adversary during training. In the experi-
ment, we train the model using a public-security-field personnel dataset, and the ac-
curacy of the proposed method reaches 90.2%, Ablation experiments demonstrate
the effectiveness and stability of the proposed method. Constructing a knowledge
graph specifically for high-risk individuals based on backgrounds, trajectories, and
related data,Proposing a risk assessment model using a graph attention-label prop-
agation algorithm, incorporating multi-label feature selection and adversarial data
augmentation, which enhances training effectiveness.

Keywords: Knowledgegraph, Graph Attention Label Propagation, Data Augmen-
tation.

1. Introduction

Vicious incidents caused by individuals with extreme or mental issues have been a severe
threat to social security and stability in recent years. The risk assessment of High-Risk
Social Personnel (HRSP) still depends on the subjective experience of public security po-
lice, making it difficult to determine the risk changes promptly and accurately determine
the risk. The limitations make the polices lack real-time and precise risk management for
high-risk personnel. The urgent issue that the public security organization needs to solve
is how to effectively assess the risks of high-risk individuals and identify potential-risk
individuals[1,11].
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High-risk personnel risk assessment technology is an essential area of smart polic-
ing. Efficient and accurate risk assessment technology can provide more intelligent and
efficient support for public security departments to carry out risk prevention and control
work and contribute to the response speed and accuracy of policing. The risk assessment
of high-risk personnel based on deep learning is of great significance at the theoretical
level[20,4,7]. First, it provides a new direction for developing risk assessment techniques
for high-risk individuals. Most of the traditional risk assessment methods rely on the
subjective experience judgment of police in the actual situation and carry out qualita-
tive analysis of the risk characteristics of high-risk personnel while using deep learning
technology to the risk assessment task of high-risk personnel can use algorithm model to
conduct a more accurate and objective analysis of the risk characteristics and relational
data of high-risk personnel. Second, the deep learning algorithms can identify potential
high-risk personnel and risk rules that police cannot find from massive data on high-risk
personnel, help police obtain a deeper understanding of the formation and evolution of
the risk of high-risk personnel, and provide a new perspective for risk management and
control.

In recent research, [17] use ordinal value quantification to calculate the risk factors
for terrorist risk assessment. [19] use the data mining method to mine hidden risk fac-
tors from big data and assess the recurrence risk of correctional personnel. However, in
those studies, two significant challenges need to be addressed. First, in the era of big data,
the characteristics of high dimension, large magnitude, and multiple redundant features
of human data are directly applied to machine learning, leading to efficiency decline and
dimensional disasters. Second, a person has risk factors and numerous complex relation-
ships with others, which also affect their risk coefficients. Therefore, the direct application
of machine learning in risk assessment methods is ineffective in identifying potentially at-
risk personnel.

In response to the first issue, we propose a Relief-GAs multi-label [10] feature selec-
tion method for feature selection to achieve feature dimensionality reduction. To address
the second issue, we apply the knowledge graph to the risk assessment model, taking
people as entity nodes and relationships between people as node edges [13]. Building a
knowledge graph of high-risk individuals expands the scope of personnel data and mines
more potential information by leveraging the relationships between nodes, reflecting the
coupling risk factors among individuals. To improve the model’s accuracy, we propose
an enhanced graph attention network model [14]. The model serves as the base classi-
fier for the label propagation algorithm, to predict and classify the risk level of high-risk
personnel nodes with multiple relationships for risk assessment. Graph attention network
models suffer from overfitting when trained on large-scale datasets, and real-world graph
datasets involve many test nodes. We add the FLAG algorithm to iteratively add node fea-
tures during training, allowing the model to maintain stability in response to input data’s
small fluctuations, enabling it to generalize to out-of-distribution samples and improve
its performance during the test. Finally, comparative testing and ablation experiments on
multiple datasets demonstrate the efficiency and effectiveness of our model [12].

In summary, the main contributions of this work are as follows:

1. To propose a new feature selection method, the Relief-GAs multi-label feature se-
lection method first uses Relief to remove irrelevant features and then uses a genetic
algorithm to find the optimal feature subset;
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2. To construct a knowledge map of high-risk individuals, effectively exploring potential
risks among high-risk individuals;

3. To improve the graph attention network and replace the basic predictor of the label
propagation algorithm with the improved model, resulting in higher prediction accu-
racy.

The remainder of this work is organized as follows. The related research is explained
in the second and third sections, including performing feature selection and improving
graph attention networks for risk level prediction. Section 4 evaluates the effectiveness of
the proposed method, and Section 5 is a summary.

2. Related works

In this section, we summarize the risk assessment methods of high-risk individuals and
those in other fields.

2.1. High-risk Personnel Risk Assessment

Among the existing research methods, domestic and foreign scholars mainly analyze per-
sonnel risks through qualitative methods. There is few research on evaluating personnel
risks by quantitative methods. [8] use naive Bayesian networks combined with four risk
characteristics (static risk, violation score, sudden risk, psychological risk) manually an-
notated based on police experience to predict unknown risks of supervised personnel, with
an accuracy rate of 84% and a recall rate of 86%. [3] construct a judgment matrix based
on drug users’ typical characteristics (physiological characteristics, social characteristics,
drug exposure characteristics, and data characteristics) using the Analytic Hierarchy Pro-
cess to predict the risk of social drug users. [18] propose a risk assessment method for key
personnel by using random forest screening dataset features, selecting the optimal feature
combination as the evaluation indicator, establishing a risk assessment system, using the
AHP method to determine indicator weights, and combining the evaluation indicator scor-
ing table.

2.2. Research In Other Fields

Several studies in other fields are related to risk assessment; for example, in food safety,
food safety risks are analyzed and evaluated. Currently, research focuses on employing
machine learning methods for risk assessment analysis. For example, [16] use BP neu-
ral network algorithm to combine features (food category, production province, sampling
location) to classify and predict food risks with an accuracy rate of over 95%. Lou et al.
[15] propose a risk prediction model based on differential automatic regression moving
average and support vector machine (ARIMA SVM). Geng et al. [5] proposed an im-
proved hierarchical clustering radial basis function (AHC-RBF) neural network for food
risk prediction and early warning.
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3. Methodology

3.1. Construction Of A Knowledge Map For High-risk Individuals

Based on the existing data on individuals and their relationships, we can construct a high-
risk personnel knowledge graph, as shown in Figure 1.

Fig. 1. Schematic diagram of high-risk individual knowledge graph construction

The entity of the knowledge graph is a person, and the attributes of the entity node
are the person’s risk features (criminal record, recent violation, mental illness, disrep-
utable person, historical disputes, registered personnel, and basic personal information).
The various relationships between people serve as node relationships. The entity set of
the knowledge graph for high-risk individuals is X = person(v1), with only one type of
entity labeled as circles in the graph. The relationship type set E = {relative(r1), hus-
band and wife(r2), colleague (r3), colleague (r4), same hotel (r5)... same ward (r6)}.
In the figure, different colors represent different types of relationships. It can be seen that
there are multiple edges between two entity nodes. By constructing a knowledge graph of
high-risk individuals, we can explore their potential connections.

3.2. Overall Process Of Attention Label Propagation Method

This work proposes a graph attention label propagation method based on the graph at-
tention mechanism consisting of five parts and the algorithm depicted in Figure 2. This
method first uses the Relief-GAs multi-label feature selection algorithm to reduce the
dimensionality of feature data (section 3.3). The dimensionality-reduced feature data is
then used as the basis for a simple prediction classifier using an improved graph attention
network. The resulting prediction results are refined using a residual propagation algo-
rithm to correct errors in the prediction, and then the final prediction results are smoothed
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Fig. 2. Describes the five components of the label propagation method based on the graph
attention mechanism

using a graph structure (section 3.4). During model training, the FLAG data augmen-
tation technique improves adversarial interference based on gradients and achieves data
augmentation (section 3.5).

3.3. Relief GAs Multi-label Feature Selection Method

In the era of big data, personal data has multiple characteristics, such as high dimension-
ality, large data volume, and numerous redundant features [9]. To avoid dimensionality
disasters and improve data value density and model evaluation efficiency, feature selec-
tion methods can be used to reduce data dimensionality. Existing feature selection meth-
ods can be classified into filter-based, wrapper-based, and embedded-based. Relief is an
efficient filter-based feature weight algorithm, but it assigns high weight to all features
with high correlation with the class and cannot effectively remove redundant features. We
propose a Relief-GAs multi-label feature selection method to address the shortcomings.
The algorithm removes irrelevant features using

W (A) = W (A)−
K∑
j=1

diff (A,R,Hj)

mK

+
∑

cclass(R)

p(C)
1−P (class(R))

∑K
j=1 diff(A,R,mj (C))

mK
.

(1)

Then uses a genetic algorithm to find the optimal feature set.Among them, p(C) is the
proportion of the category, p(class(R)) is the proportion of the category of a randomly
selected sample, diff(A,R1, R2) represents the sample R1,R2. The distance on feature
A, where m is the number of samples, k is the number of nearest neighbor samples, and
Mj(C) represents the j − th nearest neighbor sample in class C.

The algorithm process is as follows:

1. Randomly select a sample R from the training set using the ReliefF algorithm, extract
K nearest neighbor samples Hj(j = 1, 2, . . . k)from similar sample sets of R, and
then find K nearest neighbor samples Mj(C) from different sample sets, Finally,
update the feature weights according to W (A)to obtain the average weight of each
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feature in a single label dataset and select features with a mean greater than 0 as
relevant features to filter the features.

2. Randomly generate feature sets and train the model.
3. Evaluate the fitness of each feature set and remove feature subsets with poor adapt-

ability.
4. Cross-construct a new feature set from the remaining feature sets.
5. Repeat iterations to achieve optimal results.

3.4. Risk Profile

The core of the model is divided into three parts: basic predictor, residual propagation
correction, and smoothing prediction results. First, the basic predictor is used to predict
the risk of personnel, and the error between the predicted and the truth is corrected by
residual propagation. Finally, based on the assumption of the label propagation algorithm,
adjacent nodes with similar labels are used to smooth the final prediction results. Each part
is introduced as follows.

Basic predictor. The basic predictor is divided into four layers, as shown in Figure 3.
Firstly, input the feature data and relational data. Since relational data cannot be directly
applied to machine learning, we use the relational quantization layer to quantify relational
data as the edges’ weights in the graph. The obtained multiple quantitative relationship
data and feature data pass through the entity layer, where the feature data is aggregated
based on each relationship data, and the numerous aggregated feature matrix is obtained.
After the relationship layer, the multiple aggregation matrices are fused to obtain the final
feature matrix, which is then used to obtain the classification result in the classification
layer. The detailed workflow for each layer is provided below. Since character graph data
differs from other graph data during node categories prediction, there are usually multiple
relationships between two-character nodes, and node categories are more dependent on
the node’s relationships. Therefore, this work modifies the graph attention network to
serve as the fundamental predictor for label propagation algorithms.

Fig. 3. Detailed structure of the basic classifier used for the label propagation algorithm
diagram
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Relationship quantification layer,Due to the knowledge graph of high-risk individuals
with single entity types and multiple relationship types, different relationship types have
different degrees of impact on risk coefficients, and relational data cannot be directly ap-
plied in machine learning. Therefore, it is necessary to quantify the relationships between
individuals as

sMK
ij = aMK · hi · hj√∑n

f=1 h
2
if ·
√∑n

f=1 h
2
jf

. (2)

In the equation: sMK
ij is the between entity i and entity j quantized value of the relation-

ship under relationship matrix MK , aMK is Mapping function under relationship matrix
MK , h2

if is the value of the f − th dimension of the feature vector of entity i.
Physical attention network layer, The size of a person’s risk is related to their risk

characteristics and interpersonal relationships. For example, if a person has an intimate
relationship with high-risk individuals, their risk level will be increased; that is, by de-
signing an entity attention network layer to achieve the goal. Firstly, learn the attention
coefficient between entity a and all connected neighboring entities b in the relationship
matrix MK , where the relationship quantification value is greater than the preset thresh-
old, and calculate it according to equation

eMK
ij = a

([
WMK hi|

∣∣WMK hj

])
. (3)

where hi and hj are the original feature vectors of entities i and j , and MK is the weight
matrix of the entity attention network layer in the relationship matrix MK . || is a symbol
that represents a connection operation, a is the mapping function , eMK

ij is the attention co-
efficient in the relationship matrix MK . Subsequently, normalize the attention coefficient
and calculate it in accordance with equation :

∂MK
ij =

exp
(
LeakyReLU

(
eMK
ij

))
∑

s∈N
MK
i

exp
(
LeakyReLU

(
eMK
is

)) . (4)

where LeakyReLU is a nonlinear activation function s ∈ NMK
i , MK where all relation-

ship quantization values of entity i are greater than the threshold, ∂ij is the normalized
attention coefficient.By Using equation ∂MK

ij , we can obtain the attention coefficient. By
linearly combining this coefficient with adjacent points whose relationship quantization
value exceeds the threshold, we aggregate the features after the entity attention network
layer under the relationship matrix MK and get a new feature vector hMK

i . To enhance
model training stability, we set the attention mechanism head to k = 8, and averaged the
feature vectors as equation :

hMK
i = σ

 1

K

K∑
K=1

∑
j∈N

MK
i

∂MK
ij ·WK · hj

 . (5)

In the above equation, the σ is a nonlinear activation function; the J is the adjacency point
j where all relationship quantization values under the relationship matrix MK are greater
than the threshold, ∂MK

ij is the attention coefficient between entities obtained from the
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k − th attention mechanism head under the relationship matrix MK . WK is the feature
transformation matrix corresponding to the K − th attention mechanism head.

Relationship attention network layer,In the knowledge graph of high-risk individuals,
each relationship between individuals corresponds to a feature matrix. It is essential to
merge new feature vectors from each relationship feature matrix to obtain more valuable
entity feature vectors. We design a relationship-level attention network layer. The input
for the entity attention network layer serves as the input for the relationship attention
network layer, which is calculated using equation:

γMK =
exp

(
1
N

∑
i∈h a · sigmoid

(
W · hMK

i + b
))

∑K
K=1 exp

(
1
N

∑
i∈h a · sigmoid

(
W · hMK

i + b
)) . (6)

where γMK is the attention coefficient, A is the attention mechanism vector, W is a pa-
rameterized matrix, b is an offset vector, and sigmoid is a nonlinear activation function.
Perform linear combination like the physical network layer, set the attention mechanism
header to p = 8, and perform averaging, calculated according to equation:

h⃗i = ∂

(
1

p

p∑
p=1

k∑
k=1

γMK · hMK
i

)
. (7)

Entity classification laver,The last layer of the model is the entity classification network
layer. The core is to aggregate the features of entity I from h⃗i ∈ RF to RC according to
equation:

h⃗′
i = sigmoid(Wc · h⃗i). (8)

The set of feature vectors aggregated through these four layers of networks is h⃗i =
{f1, f2, . . . , fc} , which corresponds to the final classification feature values of the en-
tity. The feature dimension C is used as the risk category to be classified. According to
the risk level, the risk is divided into 4 categories (high risk, medium risk, low risk, no
risk), and c = 4. By normalizing with the softmax function, the probability of the risk
level of entity i can be obtained, according to equation :

P fx
i =

exp (fx)∑c
c=1 exp (fc)

, x ∈ [1, C] . (9)

where P fx
i is the probability value that entity i belongs to fx , fx is an eigenvalue in the

entity I eigenvector. After obtaining the basic prediction results, proceed to the next level
for error correction.

Error correction in basic prediction by residual propagation. The basis for label prop-
agation is the assumption that adjacent nodes have the same label, which means that the
label information of nodes is positively correlated along the graph edges. Therefore, the
prediction error of nodes is also positively correlated along the edges, which can improve
the accuracy of basic prediction results by combining label information association errors.
Firstly, define an error matrix E, where the error of the training set is the residual between
its predicted results and the actual label, and the remaining errors are zero:

ET = ZT − YT EV = 0EU = 0. (10)
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where ET represents the error of the training set, only when the predicted results are
identical to the real labels, the residual of the corresponding training node is zero, and the
validation set error EV and test set error EU are zero.

Using label propagation technology to smooth errors on the graph and the optimiza-
tion target is:

E = argmintrace
(
WT (1− S)W

)
+ µ| |W − E| |2F . (11)

where W is the final error matrix to be obtained, and S is the normalized adjacency
matrix S = D− 1

2AD− 1
2 , The first term of the formula promotes the smoothness of

the error on the graph, which is equivalent to
∑c

j=1 W
T
j (I − S)Wj , where Wj rep-

resents the jth column of matrix W , The second term of the formula controls the de-
gree of deviation between the final solution and the initial error. The solution can be
obtained by iterating the equation Et+1 = (1 − α)E + αSEt to rapidly converge to E,
where α = 1

1+µ , E(0) = E . This iteration is the process of error propagation, where
the smoothed error is added to the basic prediction and the corrected basic prediction
Zr = Z + E is obtained. This is a post-processing technique that does not participate in
the training process of the basic predictor.

Smooth the final prediction using graph structure. The corrected basic prediction re-
sult Z(r) is obtained after the Correct process. To obtain the final prediction and fully uti-
lize the structural information of the graph, further smoothing processing is needed on the
corrected prediction Z(r) . Its motivation comes from the assumption in label propagation
algorithms that adjacent nodes are likely to have similar labels. Therefore, another label
propagation process is used to promote the smoothness of label distribution on the graph.
Start from the best prediction of labels Ŷ ∈ Rn×c, ŶT = YT , ŶV,U = Z

(r)
V,U . Re-

place label information of the trained node information ŶT with real label YT , and replace
Label information ŶV,U in validation and testing sets with the corresponding label infor-
mation Z

(r)
V,U in basic prediction Z(r) . Iterate the equation Y (t+1) = (1−α)ŶT +αsŶ (t)

until convergence to obtain the final prediction result Ŷ and perform row normalization
to obtain the final label distribution and the node label prediction. Like the Correct pro-
cess, the smooth process is also a post-processing process and does not participate in the
training process of the basic predictor. Then obtain the final prediction result.

3.5. FLAG Data Augmentation

As a semi-supervised learning task, graph node classification often faces a low proportion
of labeled nodes [2]. Whenever there is a large difference in the distribution of labeled
and unlabeled nodes, the model is prone to overfitting, resulting in a significant difference
between the prediction results of unlabeled nodes and the truth, and insufficient general-
ization ability of the model. Therefore, a data augmentation algorithm called FLAG based
on gradient-based adversarial perturbation is used in the model in this work. During train-
ing, the node features are iteratively enhanced to make the model invariant to input data’s
small fluctuations, allowing the model to generalize to out-of-distribution samples and
improve its performance, as depicted in Algorithm 1 the flowchart of the FLAG algo-
rithm. The basic idea of the algorithm is to increase the number of projection gradient



1608 Xin Su et al.

descents during each model training iteration and reduce the number of model training
iterations. During each model training process, a perturbation matrix of the same size as
the feature matrix is defined and sent to the model together with the feature matrix for
training. During each gradient descent step in the training process, the perturbation ma-
trix is updated based on its gradient. The gradients are added together, and finally, the
parameters are updated by backpropagation. The algorithm adds perturbations to labeled
and unlabeled nodes, and adding this algorithm to the high-risk personnel risk assessment
model can improve the model’s accuracy. In addition, FLAG can alleviate the model’s
over-smoothing problem and enable the design of deeper graph neural networks.

Algorithm 1 FLAG: Free Large-scale Adversarial Augmentation on Graph
1: Require: Graph G = (V,E); input feature matrix X; learning rate τ ; ascent step M ; ascent

step size ω; training epochs N ; forward function on graph fθ(·) denoted in H(k) = fθ(X;G);
L(·) as objective function. We omit the READOUT(·) function in hG = READOUT({h(k)

v |
v ∈ V }) for the inductive scenario here.

2: Initialize θ
3: for epoch = 1 to N do
4: δ0 ← U(−ω, ω)
5: g0 ← 0
6: for z = 1 to M do
7: gz ← gz−1 +

1
M
· ∇θL(fθ(X + δz−1;G), y)

8: gδ ← ∇δL(fθ(X + δz−1;G), y)
9: δz ← δz−1 + ω · gδ

∥gδ∥F
10: end for
11: θ ← θ − τ · gM
12: end for

4. Evaluation

4.1. Experimental Environment and Dataset

The experimental computer server is composed of Intel Core i7-9700F CPU, NVIDIA
GeForce RTX 3070Ti GPU, 8GB memory, 500GB SSD, running Windows 10 operating
system and PyTorch, open-source deep learning framework.

The dataset used for training and evaluation is the public-security-field personnel
dataset, which contains three types of personnel data (mental illness, criminal record
holders, and drug users). The public-security-field personnel dataset selects three types of
personnel information data and personnel relationship data that have been desensitized.
The structure of personnel information data and relationship data significantly affects
the model’s accuracy, and appropriate data preprocessing can make the prediction results
more accurate. For personnel information data, based on the Relief-Gas multi-label fea-
ture selection method in this paper, the optimal feature combination was obtained, which
takes ”whether there is a case history, recent violations, mental illness, dishonest individu-
als, historical disputes, and registered individuals” as a strong correlation factor affecting
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human risk. For personnel relationship data selection, ”peers, same supervision room, and
same hotel” are taken as strong correlation relationships. At the same time, people are di-
vided into four categories based on risk levels, personnel information data, and personnel
relationship data. Table 1 provides detailed information corresponding to each dataset.

Table 1. Provides detailed information about the public-security-field personnel dataset,
including entities, relationships, features, and categories

Data entities Relationship sides features category
Drug 1000 6 7689 12 5
Ex-offenders 2000 6 14302 12 5
Psychopath 2000 6 10394 12 5

4.2. Experimental Content

This work compares the model with mainstream methods based on the neural network
model, including selecting Graph Attention Network (GAT), C&S, and GraphSAGE to
compare accuracy and recall in the public-security-field personnel dataset. To demon-
strate the effectiveness of the model algorithm in different situations, several ablation
experiments are conducted to analyze the other modules’ impact on performance.

4.3. Results Of Classification Accuracy And Recall

The experimental results of the proposed method are compared with mainstream methods,
as depicted in Figure 4. Figure 5 shows that using the proposed model has significant
accuracy improvement compared to GAT, C&S, and GraphSAGE. Also, as depicted in
Figure 6, it can be observed that the PR curve of this model completely covers those of
other models, indicating that the recall and accuracy of the proposed model are superior
to others. This is because the proposed model adopts the Relief-Gas multi-label feature
selection method, an improved graph attention network as the basic predictor, and incor-
porates the FLAG algorithm to add gradient-based adversarial perturbations to the input
node features to enhance the data. Thus, the model can be generalized to samples outside
the distribution and improve the performance. Finally, it is more robust and discrimina-
tive. The personnel data validation set consists of 500 nodes, each with a risk level label.
The model is used to predict each node’s risk, then compare them with the risk level label
to calculate the model accuracy. The detailed classification results are shown in Table 2.

Considering that in real life, there are two unfavorable conditions with human data:
one is edge missing (missing relationships between people) and the other is node in-
formation missing [6] (missing human node features), and this work conducts relevant
experiments for these two situations.

Edge missing. In the experiment, preserve 20%, 40%, 60%, 80%, and 100% of the edges
in the graph and compare them with other models. In the experiment, 70% of the dataset
is taken as the training set and 30% as the testing set.
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Fig. 4. Training accuracy of different models over epochs. Shows the training accuracy
curves for ”our”, GraphSAGE, GAT, and C&S models

Fig. 5. Compares the PR curves of different models on the public-security-field personnel
dataset
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The experimental results of different edge missing rates are shown in Figure 6. The
graph shows that the more complete the edge information in the graph structure, the higher
the accuracy. It verifies that the structural information in the graph can assist in complet-
ing node classification tasks. The more complete the structural information, the better the
assistance effect. At the same time, it can be found that under different edge missing rates,
compared to GAT, C&S models, the classification accuracy of proposed model is higher.
This is benefitted from our model’s ability to finely mine the interaction information be-
tween nodes and the specific interaction information contributing to better classification.

Table 2. Shows the number of correct and incorrect classifications for different risk levels
by the model

CATEGORY CORRECT INCORRECT
HIGH 31 2
MID 56 7
LOW 46 5
NO 318 35

Missing node information. In the experiment, 40%, 60%, and 80% of non-isolated
nodes in the knowledge graph are empty, indicating that they only have structural infor-
mation. Comparing this model with others, it can be seen from Figure 7 that the clas-
sification performance decreases as the amount of data for missing nodes increases. It
indicates that node attribute information has an important impact on node classification
performance. In the case of varying degrees of information loss, our model performs bet-
ter compared with GAT and C&S models. This is benefitted from the fact that our model
can more finely infer the interaction information between two nodes and thus infer the
information of missing nodes.

From the above experiments, it can be concluded that the proposed model utilizes the
information and structural information of nodes in the knowledge graph to guide node
classification and effectively mines the implicit information between nodes, bringing bet-
ter classification performance.

4.4. Ablation Studies

From the results of the ablation experiment in Table ??, the NEW GAT performs fea-
ture aggregation on multiple relational nodes, resulting in higher accuracy compared to
results of those using traditional GAT as the basic predictor for C&S. At the same time,
the FLAG data augmentation algorithm can help the application of graph algorithms and
improve model performance. The best feature combination can be found by incorporating
the Relief-Gas multi-label feature selection method, and the model’s accuracy can be im-
proved. Combining these four methods can significantly improve the accuracy and recall
of the model.
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Fig. 6. Shows the impact of different edge retention rates on model classification accuracy

Fig. 7. Shows the impact of different node information missing rates on model classifica-
tion accuracy
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5. Conclusions And Future Work

In the post-pandemic era, how to tap into the potential dangers of high-risk individuals in
society and better carry out early warning and control work is the focus of current pub-
lic security work. With the development of technology and the increase in data volume,
traditional risk assessment methods for high-risk personnel can no longer meet the re-
quirements of police officers. This article aims to design a more efficient risk assessment
model for high-risk personnel.

A High-Risk Social Personnel Risk Assessment Model Based on Graph Attention
Label Propagation Algorithm. By analyzing the main risk factors and relationships that
affect the risk coefficient of high-risk individuals, a knowledge graph of high-risk individ-
uals is constructed, and a risk assessment model for high-risk individuals based on graph
attention label propagation algorithm is proposed. At the same time, the Relief-Gas label
selection algorithm is used to identify the optimal feature set. we train the model using a
public-security-field personnel dataset, the accuracy of proposed method reaches 90.2 the
recall of proposed method reaches 90.6%. Through comparative experiments with other
mainstream graph neural networks, the experimental results show that the proposed model
performs better in the graph node classification task.

The experimental results show that the improvements proposed in this paper for graph
attention network and label propagation algorithm can improve the performance of the
model in the graph data classification task, and the combination of all the improvements in
the risk assessment of high-risk personnel can accurately predict the risk level of high-risk
groups, improve the work efficiency of public security personnel, and play an important
guiding role in social security work.

This model’s innovations in the field of high-risk personnel risk assessment lie in its
ability to leverage graph attention mechanisms to analyze complex relationships within
the constructed knowledge graph, enhancing the accuracy of risk prediction. The prac-
tical value of this model is evident in its potential to assist public security agencies in
identifying potential threats more efficiently, thereby enhancing public safety. Compared
to existing technologies, the superiority of this model is demonstrated through its higher
accuracy and recall rates, as well as its robustness in handling real-world data with varying
degrees of incompleteness.

In the future, we will continue to optimize the algorithm proposed in this study to
improve its performance and generalization ability. Specifically, the following aspects
will be considered.

1. Improving the size and quality of the dataset will continue to expand its size and
incorporate more scenarios and situations, enhancing the adaptability and generaliza-
tion ability of the algorithm.

2. The ultimate goal of this paper is to improve the computational efficiency and speed
of the algorithm, and successfully apply it to the intelligent policing platform to help
public security officers better maintain social order. Therefore, we will continue to
optimize the computational efficiency of the algorithm.

3. Explore more network structures and algorithms, continue to focus on relevant algo-
rithms in related fields, and explore more algorithms to improve the effectiveness and
performance of the model.
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Abstract. Although many models that have applied learning exhibit good perfor-
mance, the dataset or image generation and transmission process used for learning
may contain noise, which cannot produce the expected results and performance.
The representative image denoising technique using deep neural networks gener-
ates noisy images by forcibly adding special noise to the original image and learn-
ing to make it the same as the original image. However, the performance of deep
neural networks depends on depth, and to improve performance, increasing only
depth will reach a performance saturation state, which will encounter difficulties. In
order to improve these issues, this article applies the Multi-scale Attention model
to the representative denoising deep learning model U-Net, to suppress unnecessary
information and provide functionality that only emphasizes important information.
In a new modular approach, the given input value is divided into two parts based
on its internal relationship: the part where the important parts are concentrated and
the part where the important parts are concentrated through spatial information. The
attention unit based Outburst structure, which combines the two parts after parallel
execution, has been implemented, demonstrating better performance than existing
models. Moreover, without adding too many parameters, more spatial feature maps
than other models are generated by focusing on the effects of components, not only
through PSNR and SSIM. The improved performance was also confirmed by re-
moving noisy in images.

Keywords: deep learning, image denoising, Multi-scale Attention, U-Net, outburst
structure.

1. Introduction

The existing image processing and analysis involve the entire field of digital image in-
formation preprocessing, feature extraction, image restoration and image compression,
etc. At present, artificial modeling of human learning and reasoning abilities involves a
field of artificial intelligence such as character recognition and image pattern analysis -
deep learning. It is worth mentioning that deep learning has emerged in the field of im-
age processing by directly utilizing image spatial information for feature extraction [1].
Representative deep learning techniques for image processing include image classifica-
tion, object detection, etc. Image classification marks pre determined class information
as image data for learning, and the learned model takes the image to be classified as in-
put and outputs class information to distinguish the types of objects. Representative deep
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learning technologies in these fields include AlexNet [2], VGGNet [3], GoogLeNet [4],
ResNet [5], and many other deep learning models based on CNN [6], which have achieved
significant results. The performance of deep learning models may be affected by various
noises contained in the input images used during learning. Moreover, in the process of
image generation and transmission, there will inevitably be noise involved. Deep learn-
ing models that learn through input data also calculate noise during learning, so if the
input data is heated by noise, it can lead to performance degradation. So in practical en-
vironments, denoising during evaluation is essential [7]. To improve these issues, image
denoising techniques are needed. Image denoising technology has been widely applied in
multiple fields such as restoring image details and accepting images as inputs. At present,
in the field of image denoising, research on the application of deep neural networks is
very active in order to improve performance [8].

In order to improve the performance of image denoising, simply increasing the depth
of the deep neural network will result in too much computational complexity and may
lead to difficulties in performance degradation or saturation [9]. To improve these issues,
based on noise pattern prediction, the structure of the neural network was changed to a
parallel form instead of increasing the depth of the neural network, thereby expanding the
scope of the neural network. By improving the existing Attention units, a new module
called multiscale Attention units has been implemented, which can extract more spatial
feature information, suppress unnecessary information, and only emphasize important
information. Multiscale Attention units are composed of parallel parts that concentrate
what is important and where spatial information is important through internal relation-
ships with inputs [10]. In terms of overall structure, noise can be effectively removed by
using an Outburst structure [11] that surges feature information in the latter half of the
neural network. This can be widely applied to systems that require denoising in image
processing.

2. Related Work

2.1. DnCNN

DnCNN(Denoising Convolutional Neural Network) [12] is a deep learning technique
that utilizes CNN to implement image denoising. Using Additive White Gaussian Noise
(AWGN) as noise, and training the model to remove noise. The existing denoising tech-
niques have long computation time, complex parameter settings, and require a large amount
of computation and direct manual interference. The focus of DnCNN is not to directly re-
move noise from noisy images, but to separate noise from noisy images. The use of CNN
ensures the flexibility of image dinoising and achieves performance improvement through
residual learning [13] and Batch Normalization [14].

In addition, they also modified the network structure based on VGGNet(Visual Ge-
ometry Group) to achieve image denoising. In the technology used here, residual learning
is used to improve accuracy, even if the model becomes deeper, it can maintain general-
ization well, rather than adding parameters, and the calculation is not complicated. And
Batch Normalization, through its own generalization process, has low sensitivity and is
not affected by parameter size during learning. It can greatly set the learning rate and
achieve fast learning. The size of the each convolutional filter of DnCNN is 3x3. The
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Fig. 1. The structure of DnCNN

model in the Denoising field determines the receptive field size based on the effective
patch size. High noise levels typically require a larger effective patch size to capture more
detailed features. DnCNN provides a noise level fixed at 25, analyzing the effective patch
size of leading noising methods for depth design.The structure of DnCNN is shown in
Fig.1, which creates a Noise Image (X) by obtaining the Ground truth image (Y ) and
adding AWGN noise. Create an image (X

′
) using a CNN network in Noisy Image (X),

subtract the resulting image from the original image (Y ), and generate a Residual Image
(Y

′
). The final calculation of MSE for Y and Y

′
is reflected in the optimization of the CNN

network. Fig.2 shows the average PSNR with and without batch normalization (BN) and
residual learning (RL). Residual learning converges faster and more stably than original
mapping learning. If residual learning and batch normalization are used simultaneously,
it will converge faster than original mapping and exhibit better denoising performance,
especially helping SGD and Adam achieve better performance results[15].

2.2. Attention Model

The research on network structure has developed in multiple aspects such as depth and
breadth. So far, Attention[16] has focused on research in specific fields, and has not con-
ducted much research in the field of imaging. Recently, in combination with Residual
technology, various networks have been studied in the field of image related fields, and
Attention as a component of the model is being developed. Attention establishes a com-
plementary relationship and demonstrates meaningful results in improving deep learning
performance. Multiple benchmark tests such as ImageNet classification, COCO detec-
tion, VOC detection, and multiple models such as ResNet, WideResNet, ResNext, and
MobileNet have been validated [17].

Firstly, from the structure of the Attention module, convolutional features are ex-
tracted from the generalized Signmode state map and element wise product is performed.
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Fig. 2. The average of PSNR with BN and RL

Fig. 3. A general deep learning model with BAM
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The performance of Attention plays an important role in achieving greater performance
improvement with less computation. The attention map is decomposed into channel
wise/spatial wise for calculation. Typical Attention modules include Bottleneck Atten-
tion Module (BAM) and Convolutional Block Attention Module (CBAM). These consist
of very simple pooling and convolutions. Modularize self tension to easily connect to
any CNN. In addition, end-to-end training can be conducted together with existing net-
works. Fig.3 shows a general deep learning model with added BAM structure. Before
the amount of information in the bottleneck interval in the neural network structure is re-
duced, by adding a BAM structure, can increase the information of important parts while
reducing the information of unimportant parts. As a follow-up study, CBAM is a vari-
ant of the combination of pooling, spatial, and channel attention, which exhibits higher
performance than BAM. The CBAM in Channel attention is different from the previous
BAM, as it combines average pool and max pool. The max pool and avg pool values of
the 3D feature map are used as meaningful feature maps in global attention. Two pooling
features share values with the same meaning, so a shared MLP can be used while reducing
the number of parameters. In spatial attention, it is also symmetric, and spatial attention
is calculated using a convolution [18].

2.3. U-Net

U-Net [19] combines the concepts of ResNet and Autoencoder, and is a model constructed
based on the end-to-end fully convolutional network (FCN) [20] proposed in the Biomed-
ical field for image segmentation. This modifies the FCN structure to provide more ac-
curate segmentation in situations with limited data. As shown in Fig.4, the network used
for overall image flow and the network used for precise localization are composed in a
symmetrical form.

U-Net has a U-shaped structure, which can be roughly divided into three parts based
on the center. The first is to extract the semantic information of image pixels over a large
range as the encoding role Contracting Path. The second is to match the semantic infor-
mation with pixel position information as the decoding role Expansive Path. Finally, there
is a conversion interval from the contraction path to the expansion path. This structure
eliminates the existing problem of unnecessary repetition of overlapping patches, thereby
improving performance. The Contracting Path involves repeating the 3x3 conv layer oper-
ation twice, which reduces the size of the feature map. The activation function uses ReLU.
In each low sampling process, the size of the feature map will be reduced by half, but the
number of channels will increase by twice. At each upsampling, the size of the feature
map will double and the number of channels will decrease by half for the Expansive Path.
Contrary to Contracting Path, we can use it to expand the size of feature maps. Then, the
final layer is processed through a 1x1 conv layer.

3. Proposal Method

Noise may be generated during image generation, transmission, or processing, which can
lead to performance degradation during image analysis. In addition, the presence of noise
in images can also affect the performance of deep learning models. To improve these
issues, this article proposes a Multi-scale Attention U-Net image denoising method. The
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Fig. 4. The structure of U-Net

recommended approach is to follow the process shown in Figure 5 and apply multi-scale
attention unit to U-Net based on the typical denoising deep learning model DnCNN, and
convert it to an Outburst structure. Using the Attention model to suppress unnecessary
information and only emphasize important information. In addition, the second half of
the neural network can effectively achieve noise reduction by using the Outburst structure
to rapidly increase feature information.

3.1. Improved Attention DnCNN

The performance of deep neural networks depends on depth, but to improve performance,
simply increasing depth may reach a performance saturation state. In order to solve this
problem, this article did not increase the depth of the neural network, but instead con-
nected two neural networks in parallel, expanded the width of the network, and formed
a multi-layer tension module that composed of channel and spatial attention unit. It ex-
tracted more scale feature maps and improved the performance saturation state. One of the
two networks used for parallel connections is built based on DnCNN. Another approach
is to add a Dilated Layer in the front and back half of the middle layer, giving the network
scalability and helping to extract more complex feature maps.

The Multi scale Attention unit is configured to execute the Spatial function again after
parallel execution of the Channel and Spatial regions and merging their respective outputs.
In the field of Channel, what is more important for a given input value is focused on the
information about the channel, rather than spatial information. In addition, as shown in
Fig. 6, as all nodes are connected using a fully connected layer, the weights will be shared
and output more prominent information together with the input value multiple.
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Fig. 5. The flowchart of our proposed method

Fig. 6. The structure of Channel Attention
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The Spatial region does not consider channel information and only focuses on the
spatial importance of input values. As shown in Fig. 7, it is composed by reducing the
number of channels and simply continuously arranging convolutional layers. When chan-
nels exist, they can cause a sharp increase in parameters during the operation process,
which has a significant impact on learning speed. By using a 1x1 conv layer to reduce the
computational complexity of initial input values and sharply reduce information about
channels, the three-dimensional input is transformed into two-dimensional, thus concen-
trating only the spatial area. Secondly, after passing through the 1x1 conv layer, only the
two-dimensional spatial layer as a channel can continuously apply the 3x3 conv layer,
thereby outputting spatial features with only important features as more features.

Fig. 7. The structure of Spatial Attention

Finally, merge the output of the Channel region with the output of the Spatial re-
gion. By combining channel information and spatial information, important information
about channels and spaces can be grasped, and the necessary effective information can be
extracted. From a broader perspective, it’s like outputting only important and necessary
information. Therefore, this output value is used as input in the Spatial module, highlight-
ing spatial and channel elements as a whole, and extracting various important features.
The last application of the Spatial module requires the use of both spatial and channel in-
formation. Unlike the Spatial module applied earlier, the 1x1conv layer used here serves
to delete channel information, therefore the 1x1conv layer is composed in the form of
deletion. As shown in Fig. 8, from a larger perspective, the three modules are combined
in parallel and serial forms as a multi-scale salient module application.

When two networks(DnCNN and Multi-scale Attention) are connected in parallel,
connect the Multi-scale Attention module to the input and output layers. Then, as shown
in Fig. 9, the initial model DnCNN proposed in this paper using a Multi-scale Attention
module was re-learned through Skip Connection between each network input and output.

In the initial model, it is not simply to increase the depth of the neural network, but to
combine two neural network models in parallel, expanding the breadth of the model. In
addition, by using ResNet’s skip connections, more features can be extracted by referring
to the compression function of Autoencoder and previous values. Based on the structure of
U-Net and combined with Attention DnCNN, the performance of image denoising meth-
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Fig. 8. The structure of Multi-scale Attention

ods can be improved. The existing U-Net adopts the core technologies of Autoencoder
and ResNet shortcuts. Moreover, the existing U-Net undergoes four downsampling, but
to prevent spatial feature loss at low resolutions, the recommended method only performs
two times.

3.2. Outburst Structure

The initial model of this article is constructed in parallel rather than serial form. On the
one hand, it adopts the structure of DnCNN, and on the other hand, it uses a dilated layer
instead of ordinary convolutional layers to extract feature maps from multiple different
levels, while attempting to reduce the number of parameters. Although the performance
has been improved, the model also has a flaw.

If layers are added to achieve better performance, the number of parameters will actu-
ally increase, leading to a decrease in learning speed and performance. The model devel-
oped to compensate for its shortcomings utilizes the structure of U-Net. U-Net can also
be seen as a model composed of a combination of the structure of an autoencoder and
skip connections. Basically, autoencoders coordinate the spatial size of layers through
downsampling and upsampling, reducing the number of parameters required for learn-
ing, which is an effective method. Although it is a model of the same length, the size of
the kernel decreases and the computational load also decreases. Therefore, the learning
speed has also been improved. The decoder has the advantage of having the same output
size as the input image, and by extracting features from small-sized images, more feature
maps can be obtained, thereby improving learning speed and performance. Every time
downsampling is performed, the number of upsampling executions in the decoder region
will increase equally. Jumping connections with kernels of the same size can prevent spa-
tial loss caused by downsampling. The improved model is based on the fact that simply
passing the original value in skip connections is inefficient. Therefore, for the scalability
of the feature map, highlighted information will be passed when connecting the initial
model. From the overall structure perspective, this method is also a parallel connection
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Fig. 9. The structure of Attention DnCNN



A study on Multi-scale Attention dense... 1627

Fig. 10. The outburst structure of our method
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rather than a serial connection, thus enhancing the scalability of the network. The per-
formance of pattern analysis in deep learning basically depends on how many different
feature maps are extracted. So far, if the model is improved based on parallel connections
without increasing the number of parameters, the focus of this article is on how to ef-
fectively increase the extracted feature maps. A novel Outburst structure is proposed by
explosively adding feature maps using the structure of xcception.

Fig. 11. The structure of our proposed method

The Outburst structure, as the name suggests, refers to an explosion, which refers to
a rapid change. The sharp changes also mean the diversity and quantity of feature maps.
Outburst can be roughly divided into two parts. If the current model is still part of a calm
flow, then a sharp change is made in the latter half by adding the deformation structure of
the xception shown in Fig.10. The calm part, also known as the preheating zone, plays a
role in consolidating the feature map and extracting many features with sufficient diver-
sity, so it is very important to maintain it well. After the bottleneck structure compression
process, it enters the Outburst region and is endowed with diversity by various convo-
lutional layers. Continuous convolutional layers make the features very prominent. The
final output end will combine all of these to output. The output value does not remove
noise, but rather captures the pattern of noise, indicating its association with the larger
framework of DnCNN introduced earlier. Eliminating noise by having a difference in the
output of the noise mode through Outburst with the input image containing noise.

3.3. The structure of our proposed method

The suggested methods can be divided into Multi scale Attention unit and Outburst struc-
tures, as shown in Fig.11. From the suggested model configuration, the first thing to see is
the structural changes. Attention DnCNN uses the calm part as the preheating stage, while
the Outburst part is associated with the input of the deformation structure that guides the
xception. Effectively extract multiple feature maps from the calm part and endow the
feature maps extracted from the Outburst part with scalability. Secondly, the Multi scale
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Attention unit is used to assist in extracting various feature maps during the warm-up
stage. Compared with traditional Attention modules, the number of layers has increased,
allowing for more efficient feature extraction using channel and spatial information.

4. Experimental Results

4.1. Experimental method

In this paper, the learning dataset used 20000 images with dimensions of 180 * 180.
The test dataset was tested using grayscale images Set12 and BSD68[21]. The loss func-
tion uses Adam, The performance of the epoch remains unchanged after more than 80
attempts, and if executed further, it will deteriorate. Therefore, only 80 attempts were
made. For smooth learning, set the learning rate to 1e-3. At the beginning, use a higher
learning rate to quickly reduce the value of the loss function before 80 iterations, and then
set it to 1e-7 to adjust the safety and details of the loss function.

In order to conduct performance evaluation, experiments were conducted comparing
PSNR (Peak Signal to Noise Ratio) and SSIM (Structural Similarity Index Map) con-
sidering human visual image quality differences with other models. PSNR evaluates the
quality loss information of generated and compressed videos. The less the loss, the higher
the price can be confirmed. If it is a lossless video, its MSE will be 0 and cannot be
defined.

PSNR = 10log10(
R2

MSE
) (1)

SSIM (Structural Similarity) is an indicator that measures the similarity between two
images. This indicator was first proposed by the Laboratory for Image and Video Engi-
neering at the University of Texas at Austin. Among the two images used by SSIM, one
is an uncompressed and undistorted image, and the other is a distorted image.

SSIM = [l(x, y)]α · [c(x, y)]β · [s(x, y)]γ (2)

Table 1 shows the results of the comparison between our method and other methods
tested on BSD68 dataset. The test results indicate that the PSNR value of our method is
better than others.

Tables 2 shows the PSNR and SSIM values tested using our method and other meth-
ods on datasets Set12 and BSD68. Our model tested results on the Set 12 dataset are
PSNR=30.52/SSIM=0.9315, and on the BSD68 dataset are PSNR=29.43/SSIM=0.9106.
The test results indicate that the PSNR and SSIM values tested using our method perform
better than other models. From these results, it can be seen that if used for practical noise
reduction, universality is feasible.

Table 3 shows the PSNR values of each method tested on 12 types of images in the
SET12 dataset. Although it can be seen that the performance of our method is not as good
as other models in some class images, it overall shows good performance, with the highest
average PSNR value. It can be said that overall, our model showed the better performance
than others.

Fig. 12 shows the denoising effect of Monarch, one of the Set12 images, which con-
tains noise. By zooming in on specific parts of the butterfly wing texture, it can be seen
that the recommended model has the best level of denoising.
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Table 1. The comparison results of our method and other methods

Num Models PSNR(dB)
1 BM3D[22] 28.57

2 EPLL[23] 28.68

3 CSF[24] 28.74

4 WNNM[25] 28.83

5 TNRD[26] 28.92

6 IRCNN[27] 29.15

7 FFDNet[28] 29.19

8 ECDNet[29] 29.22

9 DnCNN[12] 29.23

10 ADNet[30] 29.25

11 Ours 29.43

Table 2. The average values of PSNR and SSIM of methods with SET12 and BSD68
datasets

Target Dataset BM3D TNRD DnCNN IRCNN Ours

PSNR Set12 29.97 30.05 30.44 30.38 30.52

BSD68 28.57 28.92 29.23 29.15 29.43
SSIM Set12 0.8505 0.8515 0.8618 0.8601 0.9315

BSD68 0.8017 0.8148 0.8278 0.8249 0.9106

Table 3. PSNR values of methods with 12 classes of SET12 dataset

Class BM3D MLP TNRD DnCNN IRCNN Ours

C.man 29.45 29.61 29.72 30.18 30.08 30.20

House 32.85 32.56 32.53 33.06 33.06 33.32

Peppers 30.16 30.30 30.57 30.87 30.88 30.96

Starfish 28.56 28.82 29.02 29.41 29.27 29.31

Monarch 29.25 29.61 29.85 30.28 30.09 30.49

Airplane 28.42 28.82 28.88 29.13 29.12 29.15

Parrot 28.93 29.25 29.18 29.43 29.47 29.52

Lena 32.07 32.25 32.00 32.44 32.43 32.54

Barbara 30.71 29.54 29.41 30.00 29.92 30.18

Boat 29.90 29.97 29.91 30.21 30.17 30.23

Man 29.61 29.88 29.87 30.10 30.04 30.13

Couple 29.71 29.73 29.71 30.12 30.08 30.16
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Fig. 12. The results of denoising by models (1)

Fig. 13 and Fig. 14 show the denoising results of one of the images from the BSD68
test dataset by models. After comparing 6 models with the our model, it can be confirmed
that our model has the best PSNR values, which are 30.18/38.52, respectively.

5. Conclusions

Noise may be present during image generation, transmission, or processing, which can
lead to performance degradation during image analysis. In addition, due to images con-
taining noise, the performance of deep learning models will also decrease during deep
learning. To improve these issues, this article proposed a Multi-scale Attention U-Net. The
rapproach is to apply Multi-scale Attention unit to denoising network based on DnCNN
and convert it into an Outburst structure for image processing. Attention Unit is a new
modular approach that can suppress unwanted information and master the function of em-
phasizing only important information. By analyzing the internal relationships of a given
input value, it is divided into two parts: the part that concentrates the important parts and
the part that concentrates the important parts through spatial information. The two parts
are executed in a parallel structure and then merged. And without adding too many param-
eters, under the action of Attention unit, more spatial feature maps were generated than
other models, not only through PSNR SSIM. The improved performance was also con-
firmed by removing noisy images. In addition, as the feature part of the overall structure,
the latter half of the neural network uses Xception’s deformation of the Outburst struc-
ture to significantly increase feature information, endowing various feature maps with
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Fig. 13. The results of denoising by models (2)
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Fig. 14. The results of denoising by models (3)
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scalability and demonstrating improvements in noise pattern analysis. The recommended
method is to use Set12 and BSD68 test data, compare PSNR and SSIM values with ex-
isting models and early versions of the proposed model, and expand specific sections to
make their differences more apparent. The experimental results showed that the overall
denoising level improved the performance on average compared to other models, espe-
cially in terms of numerical results, which confirmed that the model proposed by SSIM
for evaluating human visual image quality differences performed the best.
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Abstract. This study presents an innovative AR interaction model for small ex-
hibits, integrating physical and virtual display techniques. Combining hand detec-
tion sensors and 3D modeling, it allows direct manipulation of virtual objects, en-
hancing interactivity and immersion. Specifically, the model utilizes Leap Motion
for gesture interaction, enabling intuitive and natural user engagement with vir-
tual exhibits. A mixed-method approach assessed its impact on 200 randomly as-
signed participants. Results show significant improvements in interactivity, immer-
sion, learning effectiveness, and overall satisfaction compared to traditional meth-
ods. Quantitative analysis revealed statistically significant differences (p ¡ 0.001)
with large effect sizes (Cohen’s d ¿ 0.8). Qualitative findings corroborated these
results, highlighting increased engagement and deeper understanding. The practi-
cal implications of this research extend to museums and cultural heritage display
settings, where the AR interactive model offers a scalable and engaging solution
for enhancing visitor experiences. The findings further indicate that this AR inter-
active display model not only enhanced exhibition effectiveness but also positively
impacted visitors’ digital wellbeing, notably by fostering social interaction and mit-
igating digital fatigue.

Keywords: Augmented Reality (AR), Interactive Display, Virtual Exhibit Interac-
tion, Visitor Experience, Digital Wellbeing.

1. Introduction

The rapid development of digital technology has made Augmented Reality (AR), Virtual
Reality (VR), and Mixed Reality (MR) essential tools for cultural heritage preservation
and exhibition. These technologies significantly enhance visitors’ immersive experiences
and interactivity. Bekele et al. [4] comprehensively reviewed the application of these exhi-
bition technologies in the cultural heritage field, emphasizing their importance in exhibit-
ing and protecting artifacts and cultural heritage. In current exhibition applications, the
integration of physical and virtual exhibitions has become a trend in museum exhibitions.
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Petrelli et al. [5] pointed out that this combination can provide diverse experiences, meet-
ing the needs of different visitors. Additionally, researchers such as Eghbal-Azar et al. [6]
found that digital guide systems have significant advantages in information selection and
delivery, further promoting this type of integration.

Immersive experiences and interactivity are at the core of modern exhibition technolo-
gies. Younan and Treadaway [7] emphasized the role of 3D digital models in enhancing
interactivity and immersion, while Jin et al. [8] confirmed the significant impact of VR
and AR technologies on improving visitor experiences. Other related studies have fo-
cused on small exhibit exhibitions. Scopigno et al. [9] and Balletti et al. [10] explored
the application and integration of digital manufacturing and 3D printing technologies in
exhibitions. Recent research [11] has also focused on the potential of gesture recognition
technology in cultural heritage exhibitions.

Based on these developments, this study explores a novel interactive exhibition mode
that integrates physical and virtual interactive exhibitions within the same showcase.
Through hand detection sensors, visitors can directly manipulate virtual exhibits, which
is particularly suitable for small artifacts. By utilizing 3D modeling technology to pro-
vide rich interactive experiences, this research aims to promote innovation in exhibition
technology and provide theoretical and design foundations for future exhibition mod-
els. Moreover, this study investigates how AR interactive display technology simultane-
ously enhances exhibition effectiveness and promotes visitors’ digital wellbeing, offering
a novel perspective on the role of exhibition spaces in the digital era.

The contributions of this study are threefold:
Development of an Innovative AR Interactive Display Model: This study introduces

a novel AR-based framework that seamlessly integrates physical artifacts with virtual in-
teraction, using gesture recognition technology to enhance user engagement, particularly
for small-scale exhibits.

Empirical Evidence of AR’s Impact on Visitor Experience: Through a mixed-method
approach, the study provides comprehensive data demonstrating AR’s effectiveness in im-
proving interactivity, immersion, cognitive engagement, and digital wellbeing compared
to traditional exhibition methods.

Advancement of Digital Literacy and Inclusive Learning: The research highlights
AR’s role in promoting digital literacy and fostering inclusive learning environments,
emphasizing its potential to support diverse learning styles and enhance accessibility for
a broad range of audiences.

1.1. Research Objectives

With the rapid development of digital technology, the application of exhibition technolo-
gies in museums and the cultural heritage field has gained increasing attention, especially
with the rise of AR, VR, and MR technologies, which have brought significant changes to
exhibition methods and visitor experiences [4,5]. The primary objective of this research is
to design and develop a novel interactive exhibition mode that integrates physical exhibits
with virtual interactive exhibitions within the same showcase. By utilizing hand detection
sensors and 3D modeling technology, visitors can directly manipulate virtual exhibits in
front of the showcase, such as zooming in, zooming out, and rotating, to achieve a more
detailed observation experience.

The study will particularly focus on the following specific objectives:
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Design and development of an integrated physical and virtual exhibition model: Based
on current trends in exhibition technology, this research will explore how innovative hand
detection technology can enhance visitor interactivity and immersion, enabling direct ma-
nipulation of virtual exhibits. This design will build upon previous research [6,7], further
optimizing and innovating to meet the specific needs of small exhibit displays.

Evaluation of the model’s impact on visitor experience: Through experimental design
and comparative studies, this research will systematically assess the impact of the exhi-
bition model on visitor interactivity, immersion, and satisfaction. Previous studies have
shown that AR and VR technologies can significantly enhance visitor experiences, par-
ticularly in terms of immersion and engagement [8,9]. Therefore, this study will employ
surveys, interviews, and observations to collect data and conduct detailed analyses to val-
idate the effectiveness of this model.

Technical implementation and challenge analysis: This research will also conduct an
in-depth analysis of the technical implementation process of the exhibition model, includ-
ing the application of projection technology, the practicality of hand detection, and the
challenges of system integration [12,13]. The successful application of these technolo-
gies will provide valuable insights for future innovation and development in exhibition
technology.

The ultimate aim of this research is to design and develop this novel interactive ex-
hibition model, thereby advancing the innovative application of exhibition technology in
museums and cultural heritage and providing a theoretical foundation and practical appli-
cations for future exhibition models.

2. Related Literature

With the rapid development of digital exhibition technologies, particularly in the fields of
museum and cultural heritage exhibitions, the application of Augmented Reality (AR),
Virtual Reality (VR), and Mixed Reality (MR) technologies has become increasingly
widespread. These technologies have significantly altered the way visitors experience ex-
hibitions and have brought profound changes to the presentation of exhibition content and
methods of interaction. For instance, research indicates that the application of AR tech-
nology in museum artifact exhibitions can significantly enhance visitor engagement and
learning outcomes, while VR technology has improved visitors’ depth of perception and
sense of involvement in immersive exhibitions [14,15].

In recent years, the development of Augmented Reality (AR) and Virtual Reality (VR)
technologies in education has significantly influenced immersive learning experiences.
According to the research “Analyzing augmented reality (AR) and virtual reality (VR) re-
cent development in education.” [1], AR and VR enhance cognitive engagement, support
personalized learning environments, and foster higher motivation and interaction among
learners. This comprehensive review highlights the exponential growth of AR and VR ap-
plications in educational contexts, emphasizing their potential to bridge the gap between
theoretical knowledge and real-world application. These findings align with the objec-
tives of this study, which explores the integration of AR technologies to improve visitor
experiences in exhibition environments.

In addition to AR, VR, and MR, recent advancements in Ambient Intelligence have
further expanded the potential of interactive exhibition technologies. Ambient Intelligence
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refers to environments enriched with embedded sensors, networks, and intelligent systems
that proactively support user activities [3]. By integrating AR technologies with Ambient
Intelligence, exhibitions can achieve adaptive, context-aware interactions that respond dy-
namically to visitors’ behaviors and environmental conditions. This integration enhances
both the interactivity and personalization of exhibitions, providing visitors with immer-
sive and engaging experiences tailored to their preferences.

Furthermore, the integrated application of hand detection technology and 3D mod-
eling technology has also gained widespread attention in exhibition technology. Hand
detection technology, by providing intuitive and natural interaction methods, has effec-
tively enhanced visitors’ sense of engagement [16]. Concurrently, the development of 3D
modeling technology has enabled virtual exhibits to be presented more realistically, im-
proving the authenticity and interactivity of exhibition content [17]. The advancements in
these technologies have not only enhanced the interactivity of exhibitions but also signif-
icantly increased visitors’ sense of immersion. Research shows that interactive exhibition
technology can enhance visitors’ immersive experience by incorporating elements such
as gesture control, while combining AR with hand detection technology can create a more
immersive exhibition environment, further improving user satisfaction [18]. Additionally,
the integration of Ambient Intelligence concepts supports the creation of intelligent, re-
sponsive environments that adapt in real-time to optimize visitor engagement and learning
outcomes. These research findings provide important academic background for the design
of the exhibition interaction model in this study and lay the technological foundation.

2.1. Current Exhibition Technologies and Interaction Methods

In recent years, exhibition technologies in the fields of museums and cultural heritage have
seen continuous development, especially with the advancements in Augmented Reality
(AR), Virtual Reality (VR), and Mixed Reality (MR). These technologies have signifi-
cantly transformed exhibition methods and visitor interaction experiences. They provide
powerful tools to enhance the interactivity and immersion of exhibition content, turning
exhibitions from static displays into dynamic and immersive experiences.

AR and VR technologies have been widely applied in cultural heritage and museum
exhibitions, allowing for the virtual recreation of historical scenes or providing additional
layers of information. For instance, Blanco-Pons et al. studied how AR and VR technolo-
gies can enhance cultural heritage experiences through virtual reconstructions, finding
that these technologies significantly boost visitor engagement and learning outcomes [14].
De Paolis et al. explored the usability of VR in cultural heritage from a user perspective
and found that VR offers highly immersive experiences, enhancing visitor satisfaction and
depth of understanding [19].

Gesture recognition technology has also emerged as a significant highlight in exhibi-
tion technologies in recent years. Zerrouki et al. (2024) demonstrated that gesture recog-
nition technology can significantly improve the interactivity of virtual museums, allowing
visitors to interact with exhibits in a natural way, thereby enhancing their overall expe-
rience [16]. Moreover, Kyriakou et al. explored the combination of gesture recognition
and AR technology, finding that this combination can further enhance user experience in
virtual museums, particularly in improving immersion and operational convenience [21].

The application of 3D modeling technology is also becoming increasingly widespread,
especially in the construction of virtual museums. Carvajal et al. studied the application
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of 3D modeling technology in virtual museums and pointed out that this technology can
accurately digitize physical exhibits, providing richer exhibition content and higher inter-
activity [17]. These technological advancements provide crucial technical support for the
innovative design of exhibition models.

In recent years, the importance of digital wellbeing in exhibition spaces has become
increasingly prominent. Studies have indicated that appropriately designed digital inter-
actions can enhance visitors’ learning experiences while mitigating digital fatigue [22]. A
study conducted on 279 participants to assess the psychological impact of AR museum
experiences on visitors revealed that such experiences contribute to improved attention
restoration levels, stress reduction, and anxiety alleviation [23]. This research further ex-
plores the potential of AR technology in this context.

In summary, the development of current exhibition technologies and interaction meth-
ods has not only greatly enhanced visitor immersion and engagement but also laid a solid
foundation for the innovative application of exhibition technologies in the future. This
study will build on these technological trends to further explore how to effectively inte-
grate these technologies to design more interactive and immersive exhibition models.

2.2. Visitor Experience Research

In exhibition technology, research on visitor experience has always been a crucial topic.
In recent years, with the popularization of technologies such as Augmented Reality (AR),
Virtual Reality (VR), and Mixed Reality (MR), the methods of museum and cultural her-
itage exhibitions have undergone significant changes, profoundly impacting visitor expe-
riences. Research shows that these immersive technologies not only significantly enhance
visitors’ sense of immersion but also improve their learning outcomes and interactive en-
gagement.

The research of Blanco-Pons demonstrated that AR and VR technologies can effec-
tively enhance the experience of cultural heritage exhibitions, particularly in strengthen-
ing audience engagement and depth of understanding [14]. Furthermore, The research of
Hulusic explored the application of VR technology in cultural heritage, finding that vis-
itors can achieve a higher sense of immersion in virtual environments, which not only
increased visitor satisfaction but also enhanced their understanding of exhibits [15].

Regarding gesture interaction technology, Huang et al. investigated the application of
gesture recognition technology in museum exhibitions. Their research showed that this
technology can provide more natural and intuitive interaction methods, significantly im-
proving visitor experiences [16]. The new research about the further explored the com-
bination of gesture recognition and AR technology, discovering that this integration not
only enhanced the immersion of virtual museums but also improved user operational con-
venience [20].

Moreover, the application of 3D modeling technology in virtual museums has also
significantly improved visitor experiences. Carvajal et al. studied the application of 3D
modeling technology in virtual exhibitions, pointing out that this technology can digi-
tize physical exhibits, providing more realistic and interactive exhibition content, thereby
enhancing the overall visitor experience [17].

These studies indicate that through the application of advanced technologies, exhibi-
tion methods are no longer limited to static viewing but have become dynamic, highly
interactive, and immersive experiences. The application of these technologies provides
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important theoretical basis and practical foundation for future innovation in exhibition
models.

3. Innovative Exhibition Model Design

This study proposes a novel exhibition model aimed at integrating physical exhibitions
with virtual interactive displays, with a particular focus on optimizing the presentation of
small exhibits, especially those with details that are difficult to observe with the naked
eye. The exhibition model proposed in this research utilizes hand detection sensors and
3D modeling technology, allowing visitors to directly manipulate virtual exhibits, such
as zooming in, zooming out, and rotating them, to achieve more detailed observation.
The application of this technology not only enhances the interactivity of the exhibition
but also improves visitor immersion and satisfaction. The display cabinet designed in this
study also incorporates advanced projection technology, ensuring that virtual content is
precisely projected onto transparent glass while avoiding issues with glaring light, further
enhancing the exhibition’s effectiveness. The innovative exhibition model in this study
aims to address the shortcomings of existing exhibition technologies, creating a more
engaging and educational experience for visitors by combining virtual and physical exhi-
bition methods.

3.1. Visitor Experience Research

The innovative exhibition model proposed in this study aims to break the limitations of
traditional exhibition methods by integrating physical displays with virtual interactive
technology, providing visitors with a completely new interactive viewing experience. The
core concept of this model is to achieve seamless integration of physical and virtual ex-
hibits within the same display case, creating an exhibition environment that is both real-
istic and highly interactive.

According to research by Dieck et al. [24], mixed reality technology has enormous
potential in cultural heritage exhibitions, capable of significantly enhancing visitor en-
gagement and depth of understanding. Based on this concept, the model in this study
employs advanced projection technology to accurately present virtual content on the front
glass of the display case. This approach not only preserves the authenticity of physical ex-
hibits but also enriches the exhibition content through virtual elements, echoing the idea
of enhancing cultural heritage accessibility proposed by Paladini et al. [25].

Another innovation of this model is the introduction of hand detection sensors, allow-
ing visitors to directly manipulate virtual exhibits through gestures. The design of this
interaction method was inspired by the research of Trajkova. [26], who found that natural
gesture interaction can significantly enhance museum visiting experiences. Through this
method, visitors can easily zoom in, zoom out, and rotate virtual exhibits, achieving in-
depth observation of small or intricate exhibits, which is difficult to achieve in traditional
exhibition methods.

To better illustrate the transparent projection interactive mode of this study, please
refer to Figure 1 and Figure 2.

Integration of Transparent Projection Interactive Mode:
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Fig. 1. The Transparent Interactive Projection Framework in this study

(a) Single-hand gesture interface (b) Dual-hand gesture interface

Fig. 2. Actual operation interfaces of single-hand and dual-hand gesture sensing

To achieve this goal, this study adopts the transparent projection interactive mode as
the core technology, as shown in Figure 1. The transparent projection interactive mode
is an emerging exhibition technology that cleverly combines physical displays with vir-
tual interactions. By projecting high-resolution images onto transparent screens or glass,
visitors can view virtual information and 3D models related to the exhibits through the
transparent screen while observing the physical exhibits. This combination of virtual and
real exhibition methods not only enriches the exhibition content but also enhances the
interactivity and sense of engagement for visitors.

Application of Hand Detection Sensors:
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To further enhance interactivity, this study introduces hand detection sensors based
on the transparent projection interactive mode, as shown in Figure 2. Visitors can directly
interact with virtual content through gestures, such as zooming in, zooming out, rotating
virtual exhibits, and even triggering specific animations or information. This intuitive
interaction method allows visitors to no longer be passive recipients of information, but
to actively explore, creating a more personalized and attractive viewing experience.

Furthermore, the research mode pays particular attention to addressing the glare prob-
lem that projection technology may cause. Referring to the research on museum lighting
design by Lee. [27], this study employs special projection technology and materials to
ensure that virtual content is clearly visible without negatively impacting visitors’ visual
comfort.

This method of integrating physical and virtual exhibitions is not only suitable for
small exhibits but can also be extended to various types of cultural relic exhibitions. As
Hauser [28] pointed out, this mixed exhibition method can provide visitors with multi-
layered information and a deeper cultural experience. By combining 3D modeling tech-
nology with physical exhibits, the mode in this research can present different details of
the exhibits and a 360-degree all-around viewing perspective, thereby greatly enriching
the educational value of the exhibition.

Overall, this innovative exhibition mode successfully combines physical exhibits with
virtual interaction organically by integrating various advanced technologies, opening up
new possibilities for exhibitions and cultural heritage displays. It not only enhances the
interactivity and attractiveness of the exhibition but also provides visitors with a more in-
depth and comprehensive way of learning and exploration. In addition to the aforemen-
tioned aspects, this study also investigates the impact of AR interactive display models on
visitors’ digital wellbeing, encompassing dimensions such as social interaction, learning
experiences, and comfort levels with technology use. This research objective aligns with
the growing significance of digital wellbeing in exhibition spaces and aims to understand
how innovative display technologies can contribute to visitors’ overall digital health and
experience.

3.2. Technical Implementation Details

The technical implementation of this innovative exhibition model is based on the inte-
gration and application of various advanced technologies, with the aim of enhancing the
interactivity of the exhibition and the immersive experience of visitors. The following are
the detailed implementation specifics for each technology.

Hand detection technology plays a central role in this exhibition model, allowing vis-
itors to manipulate virtual exhibits within the display cabinet through gestures. This tech-
nology is based on optical gesture recognition, utilizing a depth camera to capture visitors’
hand movements and instantly converting them into control commands. The application
of this technology has been proven to significantly enhance interactivity and user experi-
ence, particularly in interactive exhibition environments such as museums [29]. Moreover,
recent studies have shown that the combination of hand detection technology with AR can
further enhance user immersion and operational convenience in virtual museums [16].

In this study, Leap Motion was chosen as the hand detection sensor. Leap Motion is
a high-precision, low-latency hand tracking device that can capture subtle movements of
fingers and palms, providing highly accurate gesture recognition. Through Leap Motion,
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visitors can interact with virtual exhibits in a natural and intuitive way, performing ac-
tions such as zooming in, zooming out, and rotating, as if manipulating real objects. The
advantage of Leap Motion lies in its high precision and low-latency gesture recognition
capabilities, offering a smooth and natural interactive experience. Additionally, Leap Mo-
tion is compact and easy to integrate into the display cabinet, without affecting the overall
exhibition effect. The application of Leap Motion in this study’s exhibition model enables
more precise and intuitive gesture interaction, providing visitors with a richer and more
immersive interactive experience.

Fig. 3. 3D modeling image of an exhibit in this study

Fig. 4. Testing the transparent projection film (ANSLCF) in the laboratory for image
projection and film transparency

This study applies 3D modeling technology to achieve virtual display of small ex-
hibits. Research shows that 3D modeling technology can significantly enhance the realism
and interactivity of exhibition content [30], thereby enhancing visitors’ immersive experi-
ence. This study uses Blender software to model amber exhibits, improving the accuracy
and realism of the models through a series of intricate processes. Figure 3 shows a 3D
modeling image of one of the exhibits. This process includes high-resolution image ac-
quisition, image processing, photogrammetry, mesh reconstruction, UV unwrapping and
texturing, material setup, lighting and rendering, and final optimization. Professional pho-
tography equipment is used to capture high-resolution photos, Adobe Photoshop is used
for image preprocessing, Blender’s photogrammetry plugin is utilized to generate initial
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3D point cloud models, and then precise polygon models are created through mesh recon-
struction. The UV unwrapping and material setup stages simulate the translucent proper-
ties and internal details of amber, while lighting and rendering ensure optimal presentation
of the model in various environments. The final optimization step ensures smooth opera-
tion of the model in real-time interactive environments. This process successfully creates
highly realistic and interactive virtual amber exhibits, not only accurately replicating the
appearance of physical amber but also presenting its unique internal structure and optical
properties. This allows visitors to explore these small exhibits in unprecedented ways,
greatly enhancing the educational value of the exhibition and the experience of detailed
observation.

The interactive transparent projection mode in this study employs advanced projection
technology to precisely project virtual content onto the transparent glass of the display
case. To avoid the glare often associated with traditional projection, the study uses high-
contrast projection equipment combined with special light-transmitting materials. This
ensures that the projected content is clearly visible in various lighting conditions with-
out compromising visitor comfort. This technology has already been successfully imple-
mented in museum lighting design, demonstrating its potential for enhancing exhibition
effectiveness [31].

Specifically, the transparent projection is achieved using the high-transparency pro-
jection film (Anisotropic Nano-Structure Light Control Film, ANSLCF) from BENQ
MATERIALS CORPORATION. This special projection film combines polymers, liquid
crystals, nanoparticles, and optical design. It features high transparency and flexibility, ca-
pable of displaying images with up to 8K resolution without being constrained by screen
size, allowing for customized designs based on exhibition space requirements. Another
significant advantage of the ANSLCF transparent projection film is its 80% light trans-
mission rate, which enables the projection content to display vivid colors without causing
glare, while maintaining a clear view through the film. This technology effectively avoids
common visual hotspots and light pollution issues seen in traditional projection technolo-
gies, offering an ultra-wide viewing angle that provides a consistent viewing experience
from different perspectives. Additionally, the film’s flexible material makes installation
more convenient, allowing for versatile applications in various complex exhibition envi-
ronments. Figure 4 shows the projection and see-through effects of the high-transparency
projection film (ANSLCF) tested in the laboratory. The image demonstrates both the pro-
jection on the ANSLCF and the ability to view exhibition objects behind the film through
it.

The transparent projection interactive display system designed in this study can dy-
namically switch based on whether there are visitors in front of the display cabinet, pro-
viding an intuitive and interactive exhibition experience. As shown in Figure 5, when no
one is present, the display cabinet appears in the same state as a traditional exhibition,
directly showcasing the physical exhibits. However, as soon as a visitor approaches the
display cabinet, as illustrated in Figure 6, the system immediately activates, displaying a
3D model of the exhibit and related information on the transparent projection screen, thus
enriching the exhibition content. The model designed in this study not only captures the
attention of visitors but also provides more opportunities for in-depth understanding of
the exhibits. Furthermore, as shown in Figure 7, the system supports gesture interaction,
allowing visitors to manipulate the virtual 3D exhibits using one or both hands. This in-
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Fig. 5. Transparent Projection Interactive Display – Only Showing Regular Exhibits
When No Visitors Are Present

teractive method enables visitors to freely zoom in, rotate, or move the 3D amber model
for detailed observation, truly allowing them to ”explore” every detail of the exhibit, sig-
nificantly enhancing the interactivity and depth of the visitor experience.

4. Innovative Exhibition Model Design

This research employed a mixed-method approach, combining questionnaires, interviews,
and behavioral observations to comprehensively evaluate visitor experiences. The ques-
tionnaire design was based on the Immersive Experience Questionnaire (IEQ) [33], as-
sessing aspects such as immersion, presence, engagement, and enjoyment. Interviews
were conducted to explore visitors’ subjective feelings and opinions in depth. The ex-
periment was divided into two groups: one experiencing the innovative display mode and
the other experiencing the traditional display mode. After data collection, statistical anal-
ysis methods were used in the study to compare differences between the two groups and
analyze questionnaire and interview data to gain a deeper understanding of visitor expe-
riences.

4.1. Research Design

This study adopted a mixed research methodology, combining quantitative and qualita-
tive analyses to comprehensively assess the impact of the innovative exhibition model on
visitor experience. The research design was based on the approach used by Hammady et
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Fig. 6. Transparent Projection Interactive Display – Visitor in Front of the Display
Cabinet

Fig. 7. Visitors can use single-hand or double-hand gestures to operate the 3D amber
image in the transparent projection interactive system
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al. [33] in evaluating AR applications in cultural heritage and was appropriately adjusted
to suit the characteristics of this study.

The study employed a quasi-experimental design, randomly dividing participants into
two groups: the experimental group (experiencing the innovative display mode) and the
control group (experiencing the traditional display mode). Both groups viewed the same
exhibits but presented in different ways. The experimental group used an innovative dis-
play case that integrated physical exhibits with virtual interaction, while the control group
used standard glass display cases. This design was inspired by the method used by Trun-
fio et al. [34] in evaluating the impact of mixed reality technology on museum visitor
experiences.

This study recruited a total of 200 participants, randomly divided into experimental
and control groups, with 100 people in each group. These participants ranged in age from
18 to 45 years old, encompassing students, professionals, and the general public, ensuring
diversity and representativeness of the sample. The following description of the data is
presented as shown in Figure 8.

Fig. 8. Demographic information of participants in this study

Regarding participant demographics, the experimental group had a gender ratio of
52% male to 48% female. The age distribution was 35% for 18-25 years old, 40% for 26-
35 years old, and 25% for 36-45 years old. In terms of education, 15% had high school
education or below, 65% had university degrees, and 20% had graduate degrees or above.
Occupation-wise, 30% were students, 45% were professionals, and 25% were from the
general public.

The control group had a gender ratio of 54% male to 46% female. The age distribution
was 33% for 18-25 years old, 42% for 26-35 years old, and 25% for 36-45 years old. Re-
garding education, 13% had high school education or below, 67% had university degrees,
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and 20% had graduate degrees or above. In terms of occupation, 28% were students, 47%
were professionals, and 25% were from the general public.

Fig. 9. Experimental design flowchart

Fig. 10. Mean scores by dimension for the experimental and control groups

By ensuring similarity between the two groups in terms of gender, age, education,
and occupational distribution, the research design aimed to reduce potential confounding
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variables and enhance the comparability and general applicability of the experimental
results.

For the questionnaire survey, the study used a modified version of the Immersive Ex-
perience Questionnaire (IEQ) [35], assessing participants across 7 dimensions: 1. Time
perception and attention, 2. Immersion and presence, 3. Interactivity and sense of con-
trol, 4. Emotional engagement, 5. Cognitive engagement and learning, 6. Challenge and
effort, 7. Overall satisfaction and willingness to recommend, and 8. Digital Wellbeing.
Overall satisfaction and willingness to recommend. This questionnaire included 35 items,
evaluated using a 5-point Likert scale.

Regarding semi-structured interviews, 20 participants from each group were selected
for in-depth interviews to explore their subjective experiences and opinions. The design
of the interview guide was based on research of Vongkusolkit et al. [26].

In addition to traditional data collection methods, this study integrated a cloud-based
data collection framework inspired by the work of Alamri et al. (2013). Real-time behav-
ioral data were captured through sensors embedded in the AR interactive display, includ-
ing gesture interactions, viewing duration, and navigation paths. This data was securely
transmitted to a cloud platform for storage and preliminary analysis, enabling efficient,
multi-level behavioral tracking and ensuring data integrity. The cloud-based approach fa-
cilitated comprehensive interaction analysis, allowing for the identification of patterns
in visitor engagement and behavior that were not easily observable through traditional
methods.

This study employed both quantitative and qualitative analyses. For quantitative anal-
ysis, the statistical methods used included descriptive statistics, independent samples t-
tests, and one-way Analysis of Variance (ANOVA) to compare differences between the
two groups across various dimensions. For qualitative analysis, thematic analysis was
conducted on the interview data from the subjects, using qualitative analysis software to
assist with coding and theme extraction. The analysis methods were based on the research
of Clini et al. [36].

To enhance the clarity of the experimental design and improve the transparency of the
quasi-experimental methodology, a flowchart has been included to illustrate the partici-
pant flow and the key steps involved in the experimental and control groups.

Participant Recruitment:
Random Assignment:
Participants were randomly divided into two groups:
Experimental Group (n=100): Exposed to the AR interactive display model with Leap

Motion gesture interaction.
Control Group (n=100): Experienced the traditional static display without AR fea-

tures.
Pre-Experiment Briefing:
Participants received standardized instructions to ensure consistency in understanding

the experimental procedure.
Intervention Phase:
Experimental Group: Interacted with the AR-enhanced exhibits using gesture-based

controls.
Control Group: Observed traditional exhibits without interactive features.
Data Collection:
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Quantitative Data: Collected through the modified Immersive Experience Question-
naire (IEQ).

Qualitative Data: Gathered via semi-structured interviews and observational notes.
Behavioral Data: Captured in real-time through cloud-based sensors for the experi-

mental group.
Data Analysis:
Statistical analysis (t-tests, ANOVA) and thematic analysis for qualitative feedback.
Results Comparison:
Comparative analysis between the experimental and control groups to assess differ-

ences in interactivity, immersion, learning effectiveness, and digital wellbeing.

5. Research Analysis

This study employed a mixed research method, combining surveys, interviews, and be-
havioral observations to comprehensively assess the impact of the innovative exhibition
model on visitor experience. The data analysis results showed that the innovative exhi-
bition model outperformed the traditional model across all experience dimensions, with
visitors exhibiting significant improvements in interactivity, immersion, and satisfaction.

The questionnaire survey used a modified version of the Immersive Experience Ques-
tionnaire (IEQ) to assess participants’ experiences across 7 main dimensions. The follow-
ing sections will explain the results of the experimental group, the control group, and a
comparison between the two groups.

5.1. Experimental Group Results

The questionnaire results for the experimental group showed that the average scores for
all dimensions were above 4 points (out of a maximum of 5 points), indicating that par-
ticipants had a high overall evaluation of the innovative display mode. Among these, the
dimensions of ”Interactivity and Sense of Control” and ”Emotional Engagement” scored
the highest (both at 4.32), demonstrating that the innovative model performed excep-
tionally well in these two aspects. On the other hand, the ”Challenge and Effort Level”
dimension scored relatively lower (2.92), possibly due to the inclusion of reverse-scored
items, or indicating that the content of the display was of moderate difficulty for most
participants. The overall internal consistency of the experimental group’s questionnaire
was good (Cronbach’s = 0.91), and the internal consistency of each dimension was also
within an acceptable range.

5.2. Control Group Results

The questionnaire results for the control group showed that, except for the ”Challenge
and Effort Level” dimension, the average scores for all other dimensions were below 3
points (the midpoint of the 5-point scale), indicating that participants generally had a
lower evaluation of the traditional display method. The ”Interactivity and Sense of Con-
trol” dimension scored the highest (2.44 points), but still below the midpoint, suggesting
that even in traditional displays, this was a relatively better aspect. The ”Challenge and
Effort Level” dimension scored relatively high (3.56 points), possibly indicating that the
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traditional display method was more challenging for participants. The overall internal
consistency of the control group’s questionnaire was good (Cronbach’s = 0.83), and the
internal consistency of each dimension was also within an acceptable range.

Comparison between Experimental and Control Groups
To confirm whether the differences between the experimental group (innovative dis-

play mode) and the control group (traditional display mode) were statistically significant,
this study conducted one-way Analysis of Variance (ANOVA) and independent samples
t-tests on the mean scores of each dimension. The following are the analysis processes
and results, which can be referenced in Table 1.

Statistical Analysis of Data from Experimental and Control Groups
Comparison of Average Scores Across Dimensions
Table 1. Comparison of Average Scores Across Dimensions
From the comparison of mean scores, it can be seen that, except for the ”Challenge

and effort level” dimension, the experimental group scored significantly higher than the
control group in all other dimensions.

The results demonstrate that the Experimental Group (AR Interactive Display Mode)
consistently outperforms the Control Group (Traditional Display Mode) across all experi-
ence dimensions, highlighting the positive impact of AR technology on user engagement,
learning outcomes, and digital wellbeing. Significant performance gaps are observed in
key areas such as Interactivity & Sense of Control (4.22 vs. 2.34), reflecting the effec-
tiveness of gesture-based interaction using Leap Motion, and in Overall Satisfaction and
Digital Wellbeing (4.27 and 4.26 vs. 2.4), showcasing AR’s ability to foster meaningful,
engaging experiences. Additionally, the AR model enhances Immersion & Presence (4.18
vs. 2.29) and promotes Emotional and Cognitive Engagement (4.18 and 4.13 vs. 2.36 and
2.32), suggesting deeper learning and emotional connections with exhibits. Notably, the
Challenge & Effort dimension shows a smaller gap, indicating that AR enhances engage-
ment without imposing excessive cognitive demands. These findings underscore AR’s
transformative potential in exhibition environments, with broad applicability in museums,
educational settings, and cultural heritage displays, where it enriches visitor experiences
while supporting cognitive and emotional development.

Independent Samples t-Test
To determine whether these differences are statistically significant, independent sam-

ples t-tests were conducted for each dimension. The test results can be referenced in Table
2.

Experimental hypotheses:
H0: There is no significant difference in mean scores between the experimental group

and the control group
H1: There is a significant difference in mean scores between the experimental group

and the control group
Significance level: = 0.05
Table 2. Independent Samples t-test Results
The experimental data show that the differences in all dimensions are statistically

significant (p ¡ 0.001). This means that the experiment can reject the null hypothesis H0
and accept the alternative hypothesis H1, indicating that there are significant differences in
mean scores between the experimental group and the control group across all dimensions.

Effect Size Analysis
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To further evaluate the practical significance of the differences, Cohen’s d effect sizes
were also calculated in the experiment. The results can be referenced in Table 3.

Table 3. Cohen’s d Effect Size Analysis
According to Cohen’s standards:
d = 0.2 indicates a small effect
d = 0.5 indicates a medium effect
d = 0.8 indicates a large effect
The effect sizes for all dimensions exceed 0.8, indicating that there are large practical

differences between the experimental group and the control group.
Reliability and Correlation Analysis Comparison
The overall questionnaire reliability and dimension correlations for the experimental

and control groups are compared in Table 4. In Table 4, the average correlation coefficient
for the experimental group is 0.748, while the average correlation coefficient for the con-
trol group is 0.593. The correlations between dimensions in the experimental group are
generally higher than those in the control group, indicating that the various aspects of the
experience are more closely connected in the experimental group.

Table 4. Overall Questionnaire Reliability and Relationship between Items and Di-
mensions Data

Explanation of Reliability and Correlation Analysis Comparison:
Overall Questionnaire Reliability: In the correlation analysis comparison, the overall

questionnaire reliability indicators are as follows:
Overall Questionnaire Cronbach’s : The experimental group has a value of 0.936,

while the control group has a value of 0.889, with a difference of 0.08 between the two
groups. Cronbach’s coefficient is an indicator used to measure the internal consistency
of a questionnaire, with values ranging from 0 to 1. The higher the value, the better the
internal consistency of the questionnaire. Generally, an coefficient greater than 0.7 is con-
sidered acceptable, greater than 0.8 is regarded as good, and greater than 0.9 is considered
excellent. Based on these data, the following conclusions can be drawn.

The Cronbach’s coefficient for the experimental group is 0.936, which is a very high
value, indicating that the questionnaire in the experimental group has excellent internal
consistency. This means that the items in the questionnaire effectively measure the same
underlying concept, reflecting the reliability of the questionnaire. The Cronbach’s coeffi-
cient for the control group is 0.889, which, although lower than the experimental group’s,
is still within a good range. This indicates that the control group’s questionnaire also has
good internal consistency. The difference between the two groups is 0.047, which, while
present, is not particularly large. This may suggest that the innovative exhibition model
somewhat increased the consistency of responses among participants, but the impact is
not highly significant. Overall, both groups’ questionnaires demonstrate good to excellent
internal consistency, which enhances the credibility of the study’s results. High internal
consistency indicates that the questionnaire can reliably measure the constructs of interest
in the study, thereby providing a solid foundation for subsequent analysis and conclusions.

Relationship Between Items and Dimensions: The correlation between dimensions
in the experimental group (0.748) is generally higher than in the control group (0.593),
indicating that the new exhibition method created a more holistic and cohesive experience.
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Overall, the statistical analysis strongly supports the effectiveness of the new exhibi-
tion method, as it significantly outperformed the traditional method in almost every aspect
and created a more integrated and coherent visitor experience.

5.3. Interviews and Qualitative Analysis

The interview results further support the data from the questionnaire survey. Visitors gen-
erally felt that the innovative display mode provided a richer interactive experience, allow-
ing for a more in-depth understanding of the exhibit details. At the same time, behavioral
observation data showed that participants in the experimental group spent more time in
front of the display cases, interacted more frequently, and were more willing to try differ-
ent operation methods.

In addition to quantitative research methods, this study also employed thematic anal-
ysis to conduct a systematic qualitative study of feedback from subjects in both the exper-
imental and control groups. The thematic analysis method referenced Braun and Clarke’s
six-step approach, including: familiarizing with the data, generating initial codes, search-
ing for themes, reviewing themes, defining and naming themes, and producing the report
[33]. The study categorized visitor feedback into four main dimensions and conducted
a systematic qualitative analysis for each dimension, covering interactivity and sense
of control, immersion and presence, learning experience and cognitive engagement, and
overall satisfaction and willingness to recommend.

In the dimension of interactivity and sense of control, visitors in the experimental
group generally expressed high satisfaction with the innovative display mode. They felt
that this mode provided a smooth interactive experience, allowing them to intuitively
operate virtual exhibits and feel in complete control of the display process. For exam-
ple, Subject 3 stated that operating virtual exhibits through hand detection technology felt
very natural and interesting. In contrast, the control group showed significant deficiencies,
with visitors generally reporting a lack of interactivity in the traditional display method
and difficulty in deeply understanding the details of the exhibits. This contrast clearly
demonstrates the significant advantages of the innovative display mode in enhancing in-
teractivity and sense of control.

In the analysis of immersion and presence, visitors in the experimental group reported
that the innovative display mode provided an unprecedented immersive experience, mak-
ing them feel completely absorbed in the exhibition environment. Subject 7, when de-
scribing this experience, mentioned feeling as if they were placed within the background
story of the exhibits, forgetting everything about the outside world. In contrast, visitors in
the control group indicated that the traditional display mode lacked sufficient immersion
and found it difficult to evoke strong emotional resonance. These feedbacks suggest that
the innovative display mode has significant advantages in creating immersive experiences,
effectively transporting visitors into the exhibition content.

In the dimension of learning experience and cognitive engagement, visitors in the
experimental group reported that the innovative display mode not only increased their un-
derstanding of the exhibits but also sparked deeper levels of interest and curiosity. Subject
23 mentioned that this display method helped them better understand the background and
details of the exhibits. In contrast, while visitors in the control group were able to un-
derstand the display content, they showed notably less interest and engagement with the
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exhibits. This reflects that the innovative display mode has advantages over the traditional
display mode in promoting learning and cognitive engagement.

Finally, in the dimension of overall satisfaction and willingness to recommend, vis-
itors in the experimental group gave high ratings to the innovative display mode, with
many expressing their willingness to recommend this display method to others. Subject
80 explicitly stated that they would recommend friends to experience this innovative dis-
play mode. In contrast, visitors in the control group generally gave lukewarm evaluations
of the traditional display and lacked a clear willingness to recommend it. This result fur-
ther confirms the success of the innovative display mode in enhancing visitors’ overall
satisfaction.

Through qualitative analysis of feedback from the experimental and control groups,
this study can draw the following important insights:

Interactivity is key: The innovative display mode greatly enhanced visitors’ interactive
experience through hand detection and 3D manipulation, which is lacking in traditional
display methods. Experimental group participants generally reported higher interactivity
and sense of control, such as ”feeling adept at manipulating virtual exhibits.” In con-
trast, control group participants expressed interactive limitations, like ”finding it some-
what difficult to actually observe physical exhibits.” This suggests that future display
designs should continue to strengthen interactivity, providing visitors with more intuitive
and natural ways of operation.

Immersion creates deep experiences: AR technology and immersive design success-
fully transported visitors into the world of the exhibits, creating more meaningful and
memorable experiences. Experimental group participants often described deeply immer-
sive experiences, such as ”feeling as if they were in the natural history of the exhibit.”
This sense of immersion is particularly important for cultural heritage and science exhi-
bitions, helping visitors better understand and feel the background and significance of the
exhibits.

Combining learning and emotion: The innovative model not only promoted cognitive
learning but also evoked emotional resonance, a combination crucial for deepening the
learning experience. Experimental group participants reported deeper understanding and
higher interest, such as ”this display method helped them better understand the exhibits.”
Future display designs should pay attention to the role of emotional factors, enhancing
learning effects by stimulating visitors’ curiosity and emotional investment.

Balancing technology application: While innovative technology brought significant
improvements, attention should be paid to the appropriate use of technology to ensure it
doesn’t cause operational difficulties for some visitors. The design process should con-
sider the needs of visitors of different age groups and technology proficiency levels, pro-
viding appropriate guidance and instructions.

Importance of personalized experiences: Feedback showed high satisfaction among
visitors with the ability to control and explore exhibits autonomously. This suggests that
future display designs should focus more on providing personalized and self-chosen ex-
periences, allowing visitors to explore exhibits according to their own interests and pace.

Overall satisfaction and willingness to recommend: Participants in the experimental
group highly rated the innovative display mode and expressed willingness to recommend
it to others. This reflects that the innovative model not only enhanced personal experiences
but may also attract more visitors through word-of-mouth effects.
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These qualitative analysis results strongly support the effectiveness of the innova-
tive AR interactive display mode. This mode significantly outperforms traditional display
methods in enhancing interactivity, immersion, learning experience, and overall satisfac-
tion. These findings not only validate the design concepts proposed in the thesis but also
provide valuable empirical foundations and innovative directions for future museum and
exhibition designs.

6. Discussion and Future Research Directions

This study explores the comprehensive results of the innovative display mode design and
visitor experience research. The integration of physical displays with virtual interactive
display technology, particularly for small-scale exhibits, has proven effective in enhancing
visitor engagement. Utilizing hand detection sensors and 3D modeling technology, this
model offers an unprecedented interactive experience, allowing visitors to freely enlarge,
shrink, and rotate virtual exhibits. This highly interactive and immersive display method
significantly enhances visitor engagement, cognitive involvement, and overall satisfac-
tion.

The experimental results demonstrate that, compared to traditional display modes, the
AR interactive display model offers substantial advantages in terms of interactivity, im-
mersion, learning effectiveness, and digital well-being. Visitors highly praised the ability
to manipulate virtual exhibits directly, which provided deeper engagement with exhibit
details and enriched learning experiences. This indicates that the innovative display mode
is not only technically feasible but also holds significant potential to enhance visitor ex-
periences in practical applications.

Linking these findings to current trends in AR development, this study aligns with
the broader digital transformation in museums and cultural heritage fields. AR technolo-
gies are increasingly employed not just for content presentation but also for fostering
immersive storytelling, real-time interaction, and context-aware experiences. As AR ap-
plications evolve, they offer opportunities to create dynamic, personalized exhibitions that
adapt to visitors’ preferences and learning needs.

Drawing insights from Omonayajo et al. [32], who highlighted the transformative role
of AR and immersive technologies in smart education environments, this study further
explores how AR interactive display models can positively influence visitors‘ cognitive
engagement and digital well-being. Omonayajo et al. emphasized that AR technologies
promote active learning, improve knowledge retention, and foster inclusive learning ex-
periences, particularly through immersive and interactive design elements.

In the context of exhibition spaces, the integration of AR technologies not only en-
hances visitor engagement but also supports the development of digital literacy. By pro-
viding interactive experiences that encourage exploration and critical thinking, AR dis-
plays contribute to a more meaningful and personalized learning journey for visitors. Ad-
ditionally, such interactive environments can foster inclusive experiences, accommodating
diverse learning preferences and promoting accessibility for broader audiences.

These insights underscore the broader implications of AR interactive technologies be-
yond traditional educational settings, suggesting their potential as powerful tools for en-
hancing both educational outcomes and digital well-being in cultural and exhibition con-
texts. Future research could investigate the long-term impact of AR-enhanced exhibition
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experiences on digital literacy development, as well as explore strategies for optimizing
these technologies to support inclusive, accessible, and engaging learning environments.

Furthermore, the study highlights AR’s role in promoting digital literacy. Interactive
AR environments encourage critical thinking, problem-solving, and digital navigation
skills, which are essential in today’s technology-driven society. Additionally, AR fos-
ters inclusive learning experiences by supporting diverse learning styles and accessibility
needs. The multi-sensory, adaptable nature of AR technologies makes exhibitions more
engaging and accessible to audiences with varying cognitive and physical abilities.

Future Research Directions: Future studies should investigate the long-term impacts
of AR-enhanced exhibitions on digital literacy development. Longitudinal research can
explore how sustained exposure to AR environments influences cognitive skills, techno-
logical proficiency, and visitor engagement patterns over time. Moreover, examining AR’s
role in fostering inclusive cultural experiences could provide valuable insights into how
immersive technologies bridge accessibility gaps and promote social inclusion. Compar-
ative studies across different cultural contexts may also reveal how AR experiences are
perceived globally, informing best practices for museum and exhibition design worldwide.

6.1. Model Advantages

The innovative exhibition model designed in this study demonstrates several advantages
over traditional exhibition methods, particularly in enhancing the display of small arti-
facts and increasing audience interactivity. These advantages stem from the following key
factors:

Enhanced Interactivity and Immersion: Through hand detection technology, visitors
are no longer passive viewers of the exhibits; they can actively participate by directly ma-
nipulating virtual exhibits through gestures. This interactivity not only increases visitor
engagement but also allows for a deeper understanding of the exhibits. Additionally, the
application of 3D modeling technology enables visitors to observe exhibits from differ-
ent angles and distances, even zooming in to examine details. This experience closely
approximates physically interacting with the exhibits, greatly enhancing immersion.

Application of AR Technology: The integration of AR technology allows for a seam-
less combination of virtual information with physical exhibits, enriching the content of the
exhibition. Visitors can not only see the physical appearance of the exhibits but also ac-
cess additional information through AR, such as historical context, production processes,
and scientific principles, making the viewing experience more educational and engaging.

Addressing the Challenges of Displaying Small Exhibits: Traditional exhibition meth-
ods often struggle to provide an ideal viewing experience for small exhibits, especially
those rich in detail and requiring close observation. The model proposed in this study,
through 3D modeling and magnification features, allows visitors to easily observe every
detail of the exhibits, solving the challenges associated with displaying small artifacts.

Improving Overall Visitor Experience: The experimental results show that the innova-
tive exhibition model outperforms the traditional model across all experience dimensions.
Visitors exhibited significant improvements in interactivity, immersion, and satisfaction.
This indicates that the new model not only enhances visitor engagement and learning
outcomes but also leaves them more satisfied with the overall exhibition process.
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6.2. Challenges and Future Development

Although the innovative exhibition model proposed in this study shows significant poten-
tial in enhancing visitor experiences, it still faces challenges related to technology and
cost in practical applications. Technical limitations include potential issues with the ac-
curacy and latency of hand detection and AR technology, as well as the difficulties of
applying 3D modeling technology to complex or fragile exhibits. In terms of projection
technology, presenting clear virtual content under various lighting conditions is also a ma-
jor challenge. On the cost side, the economic burden of acquiring, maintaining exhibition
equipment, and involving professional personnel cannot be ignored.

To overcome these challenges and further enhance the model‘s application value, fu-
ture research could focus on the following directions: continuously improving hand detec-
tion, AR, and projection technologies to increase accuracy, reduce latency, and enhance
stability; exploring more convenient and efficient 3D modeling methods; finding more
cost-effective technological solutions; developing more interactive and engaging AR con-
tent, such as games and quizzes; offering personalized exhibition content and interaction
methods based on visitors‘ interests and needs; and expanding the application scope to
include large exhibits and scene displays.

Through ongoing technological innovation and application expansion, this integrated
physical and virtual interactive exhibition model is expected to play an increasingly im-
portant role in museums, cultural heritage displays, education, and other fields, providing
audiences with richer and more inspiring experiences and promoting cultural heritage and
knowledge dissemination.

7. Conclusion

This study designed and evaluated an innovative transparent projection interactive display
mode, which successfully integrated physical display with virtual interactive technology,
particularly suitable for exhibiting small items. The research results show that this new
display method significantly enhanced visitors‘ experiences in multiple aspects, includ-
ing interactivity, immersion, learning effectiveness, and overall satisfaction. Through the
application of hand detection sensors and 3D modeling technology, visitors were able to
directly manipulate virtual exhibits, achieving an unprecedented interactive experience.

Both quantitative and qualitative analysis results confirmed the superiority of this
model compared to traditional display methods, especially in improving visitor engage-
ment and deepening understanding of exhibits. However, the study also identified some
technical and cost-related challenges, which point to directions for future research.

Academic Contributions: This study contributes to the academic discourse on AR-
enhanced exhibitions by presenting a novel interactive model that integrates physical
and virtual display techniques. The mixed-method approach provides robust empirical
evidence of the model‘s effectiveness, particularly in enhancing cognitive engagement,
emotional involvement, and digital wellbeing. By drawing from contemporary theories of
immersive learning and digital literacy, the study bridges gaps in the literature regarding
AR’s role in cultural heritage contexts. Furthermore, the integration of real-time behav-
ioral data collection through cloud-based systems introduces a methodological innovation
that can be applied in future exhibition studies.
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Practical Application Value: The findings have significant practical implications for
museums, cultural heritage sites, and educational institutions. The AR interactive display
model offers a scalable, cost-effective solution for enhancing visitor experiences with-
out the need for extensive physical space modifications. It supports inclusive learning
by accommodating diverse visitors’ needs, fostering accessibility, and promoting digital
wellbeing through interactive, engaging content. Additionally, the model’s flexibility al-
lows for adaptation in various exhibition contexts, including science centers, art galleries,
and historical archives, thus broadening its applicability across different educational and
cultural environments.

Overall, this study provides new design ideas for museums, science education, and
cultural heritage display fields, demonstrating the enormous potential of AR technology
in enhancing display effects and visitor experiences. It also lays a foundation for the devel-
opment of future display technologies. Further research could explore the impact of AR
interactive exhibits on visitors‘ digital behavior and wellbeing during their visit, as well
as how to optimize such technologies to better serve the educational and social functions
across various educational settings. Future studies may investigate the long-term effects of
AR-enhanced museum experiences on learning outcomes and visitor engagement. Addi-
tionally, researchers could examine the potential of AR technologies to facilitate inclusive
and accessible learning environments for diverse audiences in educational institutions.

7.1. Research Contributions

This study has made significant contributions in multiple aspects of display technology.
Firstly, it proposed an innovative display model that successfully integrates physical dis-
play with virtual interactive technology, addressing the limitations of traditional display
methods for small exhibits. This model, utilizing hand detection technology and 3D mod-
eling, significantly enhances the visibility of exhibits and visitor interactivity, providing
strong empirical support for the application of advanced technologies in museums, sci-
ence education, and cultural heritage displays.

Secondly, through experimental comparison, the study systematically evaluated the
impact of the innovative display mode on visitor experience, demonstrating its significant
advantages in enhancing visitors‘ sense of immersion, interactivity, and overall satisfac-
tion. This enriches the research on the relationship between display technology and visitor
experience, providing practical evidence for future display designs.

Furthermore, the study offers detailed technical implementation cases for the inte-
grated application of hand detection, 3D modeling, and advanced projection technolo-
gies. This not only provides operational guidelines for display technology practitioners
but also lays the foundation for further optimization and innovation of these technologies.
This contribution has implications for the cross-disciplinary application of future display
technologies, especially in better combining physical and virtual displays.

Overall, this study has made valuable explorations and contributions in innovative
design of display technology, visitor experience research, and technical implementation
strategies. It has profound implications for the future development of display technology.
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7.2. Future Prospects

The innovative display model proposed in this study paints an exciting blueprint for the
future development of museums and cultural heritage exhibitions. As technologies such
as AR, VR, MR, 3D modeling, and gesture interaction continue to advance, interactive
experiences will become more natural and fluid, potentially even allowing interaction with
exhibits through voice, eye movements, or brain waves.

Immersive experiences will also deepen further, possibly creating fully virtual en-
vironments that make visitors feel as if they are truly present. Moreover, personalized
learning experiences will become possible, with display systems potentially providing
customized content and interaction methods based on visitors‘ backgrounds and needs.

Looking ahead, the application of this innovative model will not be limited to mu-
seums but may expand to fields such as education, healthcare, and retail, bringing new
development opportunities to these areas.

Overall, this research not only provides an effective solution for displaying small cul-
tural artifacts but also points the way for the future development of display technology.
Through continuous technological innovation and application expansion, it will realize
its potential in more fields, creating richer and more inspiring experiences for humanity,
promoting cultural inheritance and knowledge dissemination.
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Abstract. The World Health Organization (WHO) estimates that approximately14
80 million men and women worldwide, with childbearing potential, need medical
assistance due to fertility difficulties, which represents approximately 15% of the
population. Similarly, about 15% of couples of maternal ages in Taiwan experience
infertility problems. In clinical practice, in vitro fertilization (IVF) is the primary
method of artificial reproduction. Using deep learning technology and an Incep-
tion-ResNetV2 model, we can create a reliable embryo classification and prediction
system, which improves the selection of high-quality embryos and enhances preg-
nancy success rates. The classification and prediction model achieved 80% preci-
sion, AUC= 0.88, sensitivity 73% and 88% specificity. This exceeds the statistics of
the Taiwanese National Health Service, where the average pregnancy rate for IVF in
2023 was 27.8 %. The results indicate that our model efficiently classifies embryos
for successful implantation at a higher rate than the national statistics in Taiwan.

Keywords: Convolution neural networks, Deep learning; embryo, In vitro fertiliza-
tion.

1. Introduction

The World Health Organization (WHO) estimates that approximately 80 million individ-
uals worldwide experience infertility and require medical assistance. This figureaccounts
for about 15% of the global reproductive population, more than three times the 1 popu-
lation of Taiwan. Similarly, in Taiwan, around 15% of couples of childbearing age face
fertility challenges. Based on this estimate, approximately 300,000 couples in Taiwan
are experiencing varying degrees of fertility difficulties [1, 2]. Many factors can cause
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infertility or low pregnancy ability. According to the Health Promotion Administration
of the Ministry of Health and Welfare of Taiwan, the average pregnancy rate for IVF in
Taiwan in 2023 was 27.8%, with a live birth rate of approximately 20.4%. Among these
live births, 25.8% were twins, and 0.2% were triplets [3]. Clinical treatments for infer-
tility often involve interventions at various stages, such as ovulation timing, intrauterine
insemination (IUI), and more advanced techniques like in vitro fertilization (IVF).

Couples attempting to conceive without using contraception but who are unsuccess-
ful in achieving pregnancy or carrying it to term are considered infertile. The likelihood
of pregnancy generally declines with age, particularly after age 30. Conception and live
birth rates decrease significantly as women age [4, 5]. The woman’s age considerably in-
fluences the success of her conception and the quality of the oocyte. A woman’s age sig-
nificantly impacts her ability to conceive and the quality of her oocytes. As women age,
the probability of conception decreases yearly while the risk of miscarriage increases.
A woman produces approximately one million oocytes during her lifetime,although the
number of viable oocytes decreases with age. By the late thirties, the natural conception
rate drops below 10%. Among infertility cases, 40% are attributed to female factors, 40%
to male factors, and the remaining 20% to combined factors or unexplained causes [6].

With recent advancements in reproductive technology, treatment methods have signif-
icantly progressed. In 1978, through the collaborative efforts of British physiologist Dr.
Robert Edwards and obstetrician and gynecologist Patrick Steptoe, the first test tube baby
was born [7]. This woman had a natural pregnancy and gave birth to a healthy baby. IVF
is the breakthrough treatment for infertility. In recent years, reproductive technology has
been changing with each passing day, such as the birth of new treatments in ovulation
(Gonadotropin, recombinant follicular stimulating hormone (rFSH), etc.), improvement
of ovulation stimulation (Gonadotropin-Releasing Hormone (GnRH) enhancer and antag-
onist treatment), the use of vaginal ultrasound to retrieve the oocyte, major advances in
vitro fertilization (Intracytoplasmic sperm injection (ICSI), improvements of vitro culture
technology(extended from three days of culture to five days), and changes in embryo im-
plantation methods(replacement uterine implant from implantation of the fallopian tube),
various technologies have become more mature, making test tube baby reproductive tech-
nology a very important auxiliary method for all infertile couples to seek a child.

IVF treatment is not a panacea; it is simply an artificial assisted reproductive tech-
nology that can provide infertile couples with the fastest goal. Many previously helpless
problems, such as bilateral fallopian tubes, severe male infertility, etc., are currently only
possible to achieve pregnancy through this artificial reproductive technology. According
to statistics from the Taiwan Ministry of Health and Welfare, the average IVF pregnancy
rate in Taiwan in 2017 was 27.1%, but the live birth rate was only approximately 20.4%,
of which 25.8% were twins and 0.2% were triplets [3]. Similarly, data from the Euro-
pean Society of Human Reproduction and Embryology (ESHRE) in 2016 showed that the
clinical pregnancy rate per embryo implantation in European countries was only 27.1%
[8].

In the early stages of IVF treatment, the low efficiency required the transfer ofmul-
tiple embryos to increase the probability of pregnancy. However, with the accumulation
of knowledge and advancements in preimplantation embryonic development, the
efficiency of IVF treatments has significantly improved. The transfer of multiple em-
bryos, while increasing the likelihood of achieving pregnancy, also significantly raises the
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risk of multiple pregnancies, which can exacerbate maternal and fetal complications dur-
ing and after pregnancy. These complications include fetal death, developmental arrest,
preeclampsia, eclampsia, placental abnormalities, and primary postpartum hemorrhage,
all of which become more prevalent with multiple pregnancies [9-11]. Therefore, mod-
ern IVF treatment gradually emphasizes the safety of mother infant. The improvement in
embryo selection technology is to reduce the number of embryos required for transplan-
tation. Due to the improvement in embryo culture,technology, and culture medium, the
efficiency of development from the fertilized egg to the blastocyst stage has increased.
Advancements in embryo culture technology and media have significantly improved the
development of embryos from fertilization to the blastocyst stage. By extending the in
vitro culture period, the developmental potential of each embryo can be better assessed,
and advances in cryopreservation techniques further enhance the ability to preserve em-
bryos with high developmental capacity [12-14]. Related studies have compared embryo
implantation and pregnancy potential on the basis of their morphology. The goal of select-
ing a single, optimal embryo for transfer is to achieve a singleton birth [15]. Although the
positive impact of single embryo transfer (SET) on mother-infant safety is a well-known
fact, it is still not possible to use single embryo transfer as the only method in most cen-
ters. The main reason is that current technology is not stable and efficient in selecting
embryos with the best implantability, and to maintain an acceptable pregnancy rate, mul-
tiple embryo transfers are still necessary to have no choice [16]. Therefore, to increase
the clinical results of single embryo transfer, how to further develop new technologies or
markers to improve embryo screening remains one of the main topics today [17].

2. Materials and Methods

After ovulation stimulation and in vitro fertilization (IVF) during assisted reproductive
technology cycles, embryos are cultured in vitro for two to five days before being im-
planted in the uterus. The fertilization process and subsequent development of each em-
bryo vary greatly, with some embryos exhibiting robust growth while others may divide
more slowly, stop dividing altogether, or develop cytoplasmic fragments. Given the limi-
tations in pregnancy success rates associated with IVF treatment, many assisted repro-
duction facilities opt to implant a relatively large number of embryos to increase the
likelihood of achieving pregnancy. This practice is often driven by the patient‘s strong
desire for a successful pregnancy, which consequently increases their tolerance for the
risks associated with multiple pregnancies. However, this approach significantly ncreases
the risk of high-risk pregnancies and preterm births, placing a substantial burden on med-
ical resources [18]. On this basis, it is considered necessary to establish a set of screening
criteria for the treatment cycle of blastocyst-stage embryo implantation and to combine
embryo culture values and embryo images using convolutional neural networks (CNN)
algorithms. It is used to predict the potential of embryos for pregnancy and provide the
clinician with appropriate counseling for the infertile couple after the embryos have been
implanted following this standard of selection criteria.

2.1. Importance of embryo quality in IVF treatment

Many studies have pointed out that embryo types from the first day to the sixth day after
fertilization can be used as a basis for embryo selection. Therefore, many scoring systems
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have been proposed to improve the pregnancy success rate of IVF treatment [19-21]. The
clinical guidelines provided by the American Society for Reproductive Medicine (ASRM)
have evolved significantly over time, increasingly advocating for personalized approaches
tailored to different age groups and varying embryo types, either on the third or fifth day
of development. In other words, in clinical practice, the emphasis is on adapting to the
patient‘s age to reduce the number of embryo implantations as much as possible, thus
achieving the goal of reducing multiple pregnancies while maintaining a high success
rate. At present, three days (division period) or five days (blastocyst period) represent the
vast majority of in vitro culture worldwide, and most artificial reproduction centers still
mainly have three days of culture. The selective single embryo transfer method during the
cleavage stage on the third day is ineffective [22, 23]. This suggests that currently, it is not
possible to directly select the embryo with the highest implantation potential for single
embryo transfer to achieve the optimal pregnancy rate. Therefore, there are two follow-up
solutions for artificial reproduction institutions. One is to continue cultivating embryos in
the blastocyst stage before implantation, and the other is establishing screening criteria
for embryos in the division stage.

The majority of assisted reproduction institutions focus on using embryos on the third
day of the cleavage stage for implantation. Several factors drive this practice: First, ex-
tending the in vitro culture period to five days significantly increases the demand for man-
power and incubator space by more than 40%. Additionally, the requirements for culture
medium differ significantly. Pyruvate is the primary energy source during the cleavage
stage, while glucose becomes essential during the morula and blastocyst stages. Conse-
quently, the cost of maintaining cultures for five days increases substantially. Second,
although culturing embryos for five days can help select more viable embryos, this pro-
cess primarily enhances the implantation rate without necessarily improving pregnancy
or live birth rates. Is it worth risking embryos due to prolonged culture time due to the
risk of degradation? The insistence on extending the time of in vitro culture remains an
issue that should be carefully considered by various artificial reproduction institutions. If
it is relatively difficult to culture for five days to the blastocyst stage, a set of screening
criteria is provided for embryos in the division stage. Especially in the United States and
Taiwan, medical insurance does not cover IVF treatment [24, 25].

Patients are very passionate about pregnancy success, which relatively increases pa-
tients ardent expectation and degree of tolerance for a twin pregnancy, resulting in many
artificial reproduction institutions with implants that include a larger number of embryos
to increase their success rate of pregnancy. In view of this, the American Society of Repro-
ductive Medicine provides guidelines for the number of embryo implants for its members,
mainly based on age [26]. According to the clinical guidelines of the American Society of
Reproductive Medicine on the number of embryos implanted in 2004, 2008, and 2009, pa-
tients continue to be divided into four age groups, namely under 35 years, 35 to 37 years,
38 to 40 years, and older than 40. The corresponding number of embryo implantations
is suggested according to different age groups. The aim is to reduce the pregnancies of
multiple births above triplets in the young population. Even in European countries where
single embryo implantation is emphasized, single embryo implantation is restricted to
young groups of people under the age of 38 years. The clinical use of the embryo scoring
system on the third or fifth day of the type of embryo is relatively limited to young groups
of people [27].
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2.2. Selection and transfer in IVF treatment

During the fertilized period of fertilized oocytes, mitochondria are distributed mainly
around the prokaryotic, especially where the two prokaryotics face each other. However,
its distribution is not necessarily uniform. It is separated from the interface of the first
split. Sometimes, there is more on one side and less on the other [28]. In prokaryotic
stage embryos (fertilized oocytes), an uneven distribution of mitochondria will likely per-
sist through subsequent developmental stages. During the two-cell stage,

mitochondria initially concentrate at the distal ends of the two nuclei before eventually
surrounding them. Similarly, at the four-cell stage, mitochondria tend to concentrate at the
distal ends of the nuclei in most cells. However, some cells may receive a greater number
of mitochondria, while others may receive fewer, leading to variability in mitochondrial
distribution across cells [29]. If the number of mitochondria in the cell is less, the ability
to synthesize adenosine triphosphate is reduced. These embryonic cells will often stop
dividing or even become embryonic fragments and die [28].

The oocyte must undergo several cell cycles (mitosis) to form a blastocyst and sub-
sequent fetal tissue. In addition to precise gene regulation, this process also requires the
supply of energy. In mammals, cell energy comes mainly from adenosinetriphosphate.
The synthesis of adenosine triphosphate can be divided into two pathways: mitochondrial
and non-mitochondrial. Before the stage of compaction or embryonic mulberry, oxidative
phosphorylation is used as the pathway of the adenosine triphosphate production path-
way, and the main energy source is pyruvate [30, 31]. After the embryonic stage of the
mulberry, glucose is preferred as an energy source, but glycolysis is used as the pro-
duction pathway of adenosine triphosphate [30]. Clinically, in vitro culture is typically
divided into two stages. The first stage is enriched with pyruvate, which optimally sup-
ports embryo development during the first three days. The second stage is glucose-based,
supporting development during the fourth and fifth days.

Embryos that advance to the eight-cell stage within the first three days will likely
accumulate substantial amounts of free radicals and oxidative byproducts due to oxida-
tive phosphorylation, making them particularly vulnerable to oxidative stress. Therefore,
preserving the mitochondrial membrane potential is essential for supporting embryonic
development during this critical early period. At this stage, pyruvate is preferred as the
energy source over glucose. It is inferred that if the concentration of free radicals and ox-
idetives is too high in the first three days, the inner mitochondrial membrane potential will
be affected and cannot be maintained, further affecting embryonic development. Suppose
a reducing agent that removes the toxicity of free radicals can be provided. In that case,
it may help embryo development even more, increase the rate of blastocyst development,
and also help increase the pregnancy rate of IVF treatment [31]. The incidence of multi-
ple pregnancies has been steadily increasing each year. In response, the American Society
for Reproductive Medicine (ASRM) has developed comprehensive clinical guidelines for
its members. These guidelines provide recommendations on the optimal number of em-
bryos to implant, criteria for embryo selection based on maternal age, and assessments
of embryo quality. By adhering to these protocols, clinicians aim to enhance reproductive
outcomes while minimizing the risks associated with multiple gestations [26].

In recent years, due to the technological advancement of the embryo in vitro culture
at National Taiwan University and even in artificial reproduction centers throughout Tai-
wan, in addition to culturing embryos until the third day for embryo implantation, some
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institutions even cultivate blastocysts until the fifth day. Recent clinical guidelines of the
American Society for Reproductive Medicine recommend the number of embryos im-
planted in the division stage on day 3 and the blastocyst stage on day 5, respectively [26].
All artificial reproduction agencies also expect to be able to establish their own guide-
lines for the pregnancy success rate of IVF treatments for embryo implantation on days
3 and 5. Finding suitable clinical guidelines based on age, embryo quality, number of
implants, and other variables by improving embryo selection techniques to reduce the
number of embryos required for transplantation. Due to the technological improvement
of the embryo in vitro culture and culture medium, the efficient development of fertil-
ized oocytes in the blastocyst stage has been improved. The developmental potential of
individual embryos can be better recognized by prolonging in vitro culture time, and the
advancement of vitrification and freezing technology can also maximize the preservation
of fertile embryos. The embryos with the highest developmental capacity are chemically
preserve [12-14].

Additionally, related research compares embryo implantation and pregnancy capacity
with embryo morphology. Select the best single embryo transplant for single birth [15,
32]. Although the positive impact of single embryo transfer (SET) on maternal and infant
safety is a well-known fact, it is still not possible to use single embryo transfer as the only
method in most centers. The main reason is that current technology is not stable and does
not efficiently screen embryos with optimal implantability. To maintain an acceptable
pregnancy rate, multiple embryo transfer is sometimes not an option but is necessary.
Therefore, to increase the clinical results of single embryo transfer (SET), how to further
develop new technologies or markers to improve embryo screening remains one of the
current important issues.

2.3. Related work

The reproductive technology for test tube babies basically consists of five procedures:
ovulation stimulation, egg retrieval, in vitro fertilization, embryo culture, and embryo
implantation into the mother’s body. The capacity of each embryo to grow during fertil-
ization varies, with some embryos growing well, others slowly dividing or even stopping,
and others appearing as cytoplasmic fragments. The highest quality of the first three em-
bryos can be applied to guide the physician and the spouse in coordinating the number of
embryos to be implanted. Embryo quality has a significant impact on the success rate of
an IVF pregnancy, and some embryos that develop in vitro stop dividing, which is con-
sidered to undergo cellular aging. The need to establish a set of selectioncriteria to divide
embryos is essential when the 5-day growth period to the blastocyst stage is relatively
challenging. The development of new techniques or markers to improve embryo screen-
ing is still one of the most important issues today [16], and the following is a description
of this research.

Loewke et al. employed an AI model to predict pregnancy rates, achieving an area
under the curve (AUC) between 0.6 and 0.7, outperforming traditional manual morpho-
logical classification at each stage. A bootstrap analysis predicted that implementing AI
could enhance pregnancy rates by 5% to 12% per site, compared to manual classification
using an inverted microscope. However, sites utilizing low magnification stereo zoom
microscopes did not exhibit the anticipated improvements with AI implementation. Visu-
alization techniques and attribution algorithms indicated significant overlap between the
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features identified by the AI model and those used in the manual scoring system. Two
sources of bias were identified-associated with the type of microscope and the embryo
retention micropipette apparatus-and were subsequently mitigated. The analysis further
revealed that a 0.1 (10%) increase in AI scores correlates with a corresponding increase
in pregnancy rates [33].

Sujata et al. evaluated embryo quality by visual morphology during in vitro fertiliza-
tion (IVF) to transfer potential embryos. However, the success rate of in vitro fertilization
remains low due to differences in the selection process. The main objective is to improve
the rate of implantation by predicting the quality of the embryos that are transferred from
day 2 to day 3 [34].

Brás de Guimarães et al. developed an artificial neural network (ANN) supported by
a decision tree to predict the probability of live birth after in vitro fertilization (IVF) and
intracytoplasmic sperm injection (ICSI) treatments prior to the first embryo transfer. The
study analyzed 26 demographic and clinical variables across 1,193 IVF/ICSI treatment
cycles conducted at the Centro de Infertilidade e Reprodução Medicamente Assistida be-
tween 2012 and 2019. The ANN demonstrated an accuracy of 75.0%, with the area under
the receiver operating characteristic (AUROC) curve measuring 75.2% (95% confidence
interval: 72.5-77.5%) [35].

To enhance the precision of convolutional neural networks (CNNs) in image classi-
fication, C. Peng, Y. Liu, X. Yuan, and Q. Chen have undertaken a comparative analysis
of distinct classification model structures. They have proposed an enhanced Inception-
ResNet-v2 model, which is based on CNN. A multiscale depth-separable convolution has
supplanted the original convolutional structure. This modification has reduced the number
of parameters necessary to capture disparate sensory field features. The model has also
been endowed with a channel filtering module to filter and merge channels, thereby en-
hancing the efficiency and accuracy of feature extraction. Data enhancement techniques
and other methods optimize the model’s performance. Experiments demonstrate that the
proposed model surpasses most existing models in multiple datasets, achieving a maxi-
mum classification accuracy of 94.8% [36].

Barnett-Itzhaki et al. employed machine learning algorithms, specifically Support
Vector Machines (SVM) and Neural Networks (NN), to predict outcomes such as the
number of eggs retrieved, mature oocytes, fertilized oocytes, high-quality embryos, pos-
itive β-hCG results, clinical pregnancies, and live births. Using age, BMI, and clinical
characteristics, these models outperformed traditional logistic regression models in pre-
dictive accuracy. The precision of the NN and SVM models ranged from 0.69 to 0.9 and
0.45 to 0.77, respectively, while the logistic regression model exhibited a lower precision
range of 0.34 to 0.74 [37].

3. Results

3.1. IOTA Decentralized Ledger Technology

Inception-ResNet-v2 [38] is an enhanced variation of the earlier Inception V3 model, in-
corporating advancements inspired by Microsoft’s ResNet architecture. This improved
network architecture reduces computational complexity by fusing feature maps at dif-
ferent scales. Specifically, it replaces the 5x5 and 7x7 convolutions with multiple 3x3
convolutions, thus decreasing the computational effort required for processing.
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3.2. Inception-ResNet-v1

The architecture consists of five Inception-ResNet-A modules, ten Inception-ResNet-B
modules, five Inception-ResNet-C modules, and the Reduction-A and Reduction-B mod-
ules. These are sequentially processed after the stem, which connects the input image to
the Inception-ResNet modules. Feature extraction is achieved by applying stride, padding,
and max-aggregation in convolutional layers, enabling the capture of feature vectors from
the facial images. Subsequently, these vectors are processed through average pooling,
dropout, a fully connected layer, and normalization of L2 (as depicted in Figure 1).

Fig. 1. Inception-ResNet-v1 architecture

3.3. Inception-ResNet-v2

The critical difference between Inception-ResNet-v1 and Inception-ResNet-v2 lies in
their output dimensions, with Inception-ResNet-v2 having a more significant number of
output dimensions, primarily attributed to variations in their stem structures. Additionally,
Inception-ResNet-v2 contains a higher number of parameters within each module. The
extraction of feature vectors from face images is achieved by applying stride, padding,
and max pooling within the convolutional layers. This extraction process culminates in
average pooling, dropout (to mitigate overfitting), a fully connected layer, and an L2
normalization layer. Inception-ResNet blocks, or residual inception blocks, are integral
components of the Residual-Inception network. These blocks are computationally more
efficient than the original Inception blocks. The Inception-ResNet architecture incorpo-
rates residual connections from ResNet into the Inception framework, allowing the output
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of each Inception-ResNet layer to add its input value, thereby increasing the network’s
depth.

The Inception-ResNet module is a meticulously engineered convolutional block de-
signed to produce distinct features while simultaneously reducing the number of param-
eters within the network. At the end of each Inception-ResNet layer, a 1x1 convolutional
kernel is used for dimensionality enhancement, a feature absent in the Inception layer.
This is significant since we used 1x1 convolutional cores for the purpose of reducing In-
ception’s computation. We did not resize the image to 299×299. This does not have any
change in the number of channels, but only in the size of the feature map generated dur-
ing the process. After the convolution layer and the Inception module, the feature map
size is 5×5 with 1792 dimensional vectors (number of channels). Kaiming He et al. [39],
proposed Incep-tionResNet-v2. Architecturally, Inception-ResNet-v1 is quite similar to
Incep-tion-ResNet-v2, but the difference lies in a deeper and more complex hierarchy,
with more parameters corresponding to higher accuracy.

The main difference between the two is in the preprocessing part, the latter adopts
a more complicated stem structure, and the 384-dimensional vector of the stem output
dimension of Inception-ResNetv2 is larger than the 256-dimensional vector of Inception-
ResNet-v1. The complicated stem structure caused a slightly slower training speed than
Inception-ResNet-v1, but produced better performance. The following are the differences
between Incep-tion-ResNet-v1 and Inception-ResNet-v2 in terms of stem, Inception-ResNet-
A module, Inception-ResNet-B module, Inception-ResNet-C module, and differences be-
tween Reduction-A module and Reduction-B module. Although the structure of Reduction-
A is the same, the discrepancies lie in the number of parameters. The number of parame-
ters k, l, m, and n of Inception-ResNet-v1 is 192,192, 256, and 384, while the number of
parameters k, l, m, and n of Inception-ResNet-v2 is 256, 256, 384, and 384 (as shown in
Figure 2˜Figure 7).

Our findings indicate that scaling the residuals in a residual network can lead to in-
stability during the early stages of training when the number of filters exceeds 1000. To
address this issue, the learning rate is gradually adjusted to a stable level. At the same
time, the residual scaling factor is maintained between 0.1 and 0.3 to ensure consistent
and regular training (as illustrated in Figure 8).

The advancement of ResNet’s residual learning propagation demonstrated that feed-
forward and feedback signals could be transmitted directly through the network. As a
result, the non-linear activation function (e.g., ReLU) in the shortcut connections was
replaced by Identity Mappings. Furthermore, Inception-ResNet-V2 employs Batch Nor-
malization in every layer, which, following normalization, simplifies the training process
and improves the model’s adaptability to uncertain data, surpassing the performance of
earlier methods.

3.4. Research Methodology and Implementation Steps

In this research, Inception-ResNet-v2 pre-trained models were adopted to identify the
success and failure of fertilization rate by employing the convolutional neural network in
deep learning with migration learning. Each pre-trained model was verified by stratify-
ing K-fold, and the assessment was performed by accuracy (ACC), area under the curve
(AUC), sensitivity, and specificity. Consequently, the image modeling training and evalu-
ation process are as follows (as shown in Figure 9).
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Fig. 2. Inception-ResNet stem differences

Fig. 3. Differences between the Inception-ResNet-A module

Fig. 4. Differences between the Inception-ResNet-B module
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Fig. 5. Differences between the Inception-ResNet-B module

Fig. 6. Reduction-A Module Differences

Fig. 7. Reduction-B Module Differences
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Fig. 8. Scaling of the Residuals

Fig. 9. Image-Modeling and Training Flywheel
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3.5. Source and population of data

The data set for this research was acquired from Integrative Holistic Medicine, with a
collection of 460 microscopic images of clinically conceived embryos. Of the 460 micro-
scopic images, 150 were in PNG format (Portable Network Graphics), and 310 were in
JPEG format (Joint Photographic Experts Group). Subsequently, the Python image library
(PIL) was applied to convert the files to JPEG in a standardized manner. Among them,
230 embryos that did not conceive and 230 embryos that sustained a successful concep-
tion were also distinguished. The following are examples of embryo image collection (as
shown in Figure 10).

a) b)

c) d)

Fig. 10. Example of microscopic images of fertilized embryos selected from the database.
(a) and (b) are fertilized embryos with failed implantation; (c) and (d) are fertilized em-
bryos with successful implantation

4. Discussion

4.1. Experimental setup

This research adopts a transfer learning approach when constructing the model. At first,
the convolutional substrate neural network weights are frozen, which prohibits updating
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the weights while training is in progress. Meanwhile, the original classifier of the dense
layer of the pre-trained model is abandoned, while the new classifier of the dense layer is
established to compose a new model for retraining. The new model adopts relu and soft-
max for the activation function and adds batch normalization and dropout. When compil-
ing the new model, the loss function of the new model adopted the categorical cross-
entropy (CCE). The Optimizer is configured using Adam with a learning rate=0.001.
Batch size of 16 randomly selected samples from the training set. To avoid overfitting,
it is mandatory to stop training and keep the best model if there is no improvement after
10 epochs.

In total, 460 images were recorded, 230 without successful conception and 230 with
successful conception, all in JPEG format (Joint Photographic Experts Group). The 230
data sets were randomly selected as 80% of the training set and 20% of the test set,
while the original embryo image data sets had different sizes of image sources. Consid-
ering that the input image size is scaled, the calculation of feature point acquisition will
change, which means that the model training results may be affected. Cut the image size
to 512 pixels long * 512 pixels wide to facilitate subsequent data training. To deal with
the problem of scarcity of data, we made use of the data enhancement method, which em-
ployed random horizontal flip and vertical flip, shear range, zoom range, rotation range,
width shift range, height shift range, and fill mode. When we perform migration learn-
ing, we discard the original classifier of the dense layer and create a new classifier of the
dense layer; therefore, we experiment with adjusting the input image size.

4.2. Accuracy analysis

In the field of machine learning, classification is a common task in supervised learning,
for which binary classification is the most commonly applied approach. The actual output
of the binary classification algorithm is a prediction score, which indicates the degree of
certainty with which the system determines the class to which a given observation belongs
to the positive category. For the person who uses this score, if the observation should
belong to a positive or negative category, then he/she is required to select a classification
threshold by comparing the scores with that value to interpret the scores. Any observation
with a score above the threshold was predicted to be in a positive category. In contrast,
those with a score below the threshold were predicted to be in a negative category.

As we know, accuracy is one of the most common indicators to evaluate classification
models. In layman’s terms, this refers to the proportion of results for which the model
redicts the correct outcome, i.e., TP + TN divided by the number of all datasets. The alue
is equal to the number of correctly predicted samples divided by the total number f the
samples in the range [0,1].

Accuracy = TP+TN
TP+TN+FP+FN (1)

Nevertheless, when we encounter the problem of Imbalance Class Classification, if
we only focus on accuracy as the main measurement of model performance, we have the
so-called Accuracy Paradox, which makes the accuracy metric meaningless. Therefore,
other statistics are available to help us more objectively evaluate whether the classification
model is good or bad with unbalanced data sets.
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Precision = TP
TP+FP (2)

To make the predicted results of the classifier more objective and accurate, precision
and recall rates are employed (as one of the evaluation indicators, two metrics are exten-
sively used in the field of information retrieval and statistical classification). The recall
represents the percentage of data that are correctly predicted to be a positive category
among all data that are in positive categories. It is described as follows:

Recall = TP
TP+FN (3)

Generally, we would like to get the precision and recall of a model that is not too
poor, so we use the F1 indicator as a composite measure of the imbalance classification
problem. The F1 indicator is the harmonic mean of precision and recall. It is described as
follows:

Fβ = (1 + β2) Precision×Recall
β2×Precision+Recall (4)

Where β is the weight of the precision and recall control, and takes the range of values
[0,2]. As we can see from the formula, the larger the value, the greater the emphasis on
recall, while the smaller the value, the greater the emphasis on precision. The general
classification task is usually both precision and recall, that is, the β-value is taken as 1,
which means the F1-measure.

4.3. Confusion matrix

A confusion matrix is a visualization tool that is particularly suitable for supervised learn-
ing, which is the most widespread and fundamental way of evaluating classification
models. Each column of the matrix represents a category prediction of the data, while
each row indicates the actual category of the data. With this mechanism, it is easier to
determine whether the model is confusing between the two distinct categories. Once the
confusion matrix is obtained, it can be utilized to calculate the accuracy, precision, and re-
call of the corresponding categories in the model. In addition, we observe the performance
of the model in each category. With the visualization tool, it is straightforward to observe
which categories are less easy to distinguish, such as how many categories A have been
assigned to category B. In the matrix, all correct predictions are on the diagonal, whereas
incorrect predictions are presented outside the diagonal. In this regard, we can formulate
target-oriented improvement strategies to make the model more distinguished for each
category (as shown in Table 1).

Table 1. Confusion matrix

Confusion matrix Positive Negative
Positive True Positive False Positive
Negative False Negative True Negative
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4.4. Analysis of results

Neural networks offer a different approach to pattern recognition and have been used in
wide-ranging fields and have proven to be an effective diagnostic tool for many diseases
or as a supplement for predicting treatment outcomes. In recent years, due to the popu-
larity of deep learning research, various sophisticated neural network architectures have
emerged; inception-resnet-v2 was proposed and applied in image recognition tasks, and
the performance of these architectures that are highly task-dependent. In our research, we
use InceptionResNetV2 to train a model based on embryo image datasets to evaluate the
algorithm, classify, model, and train the embryos according to their morphological qual-
ity. For the dataset, it was classified into good and poor, using Group K-Fold to separate
the training set and the test set. Furthermore, the test set section is split into validation and
testing, with the files being recorded and then the values documented during backtesting.
The following table shows the values of recall, precision, and F1-scores of the validation
data, which indicate that precision N is 0.86, precision Y is 0.90, recall N is 0.90, recall
N is 0.86, and both result in an F1-score of 0.88 (as shown in Table 2).

Table 2. Accuracy, sensitivity, and specificity of the validation set

Precision recall f1-score support
N 0.90 0.90 0.88 21
Y 0.86 0.86 0.88 21
accuracy 0.88 42
macro avg 0.88 0.88 0.88 42
weighted avg 0.88 0.88 0.88 42

To present the values through visualizations, the following figure illustrates the chaotic
matrix and the ROC curve of the validation data (as shown in Figure 11).

a) b)

Fig. 11. a) Confusion matrix of the test set. b)Receiver operating characteristic curve plot
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While the test data without the training can be used to realize the real situation of the
trained model. The following table shows the recall, precision, and F1-score values of the
test data. As can be seen, the precision N is 0.76, the precision Y is 0.85, the recall N is
0.88, the recall Y is 0.73 in the category F1-score of N is 0.82, and in the category, the
F1-score of Y is 0.79 (as shown in Table 3).

Table 3. Accuracy, sensitivity, and specificity of the test set

Precision recall f1-score support
N 0.76 0.88 0.82 48
Y 0.85 0.73 0.79 48
accuracy 0.80 96
macro avg 0.81 0.80 0.80 96
weighted avg 0.81 0.80 0.80 96

The following figure illustrates the chaotic matrix and the ROC curve for the verifica-
tion test data (as shown in Figure 12).

a) b)

Fig. 12. a)Confusion matrix of the validation set. b) The curve of the receiver operating
characteristic

With advances in machine learning, our future work will focus on many worthwhile
applications and targets. For example, to predict the outcome of embryos at early time
points of development, the utilization of research, neural networks help with daily clinical
tasks and predict the outcome of networked embryos.
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5. Conclusions

This study analyzed microscopic images of fertilized embryos using the Inception-ResNet-
V2 algorithm. Inception-ResNet is a hybrid model that merges the Inception network with
the Residual network. Currently, Inception-ResNet-V2 represents the most

advanced network architecture in the ImageNet dataset, incorporating transfer learn-
ing to build classification models. The model‘s accuracy was validated through K-Fold
cross-validation and hierarchical analysis. Combining image enhancement techniques
with hyperparameter adjustments, such as modifying image size, dropout layers, and
learning rates, we developed a classification model that achieved a maximum accuracy
of 80%, exceeding the typical success rate of manual selection.

Despite the promising results, few studies have applied deep learning techniques to
the imaging of fertilized embryos. The classification model developed in this research
provides a valuable reference for clinical applications, demonstrating improved accuracy
in recognizing fertilized embryos. If further systematized, this classification model could
serve as a highly effective tool to assist with the manual selection of embryos during the
IVF process, thereby reducing workload and minimizing errors associated with manual
selection. Ultimately, this would enhance the standardization and efficiency of the embryo
selection process, benefiting infertility patients by increasing their chances of successful
conception.

When deep learning is performed, the amount of data required is considerable because
of the requirement for the machine to learn it within the model. Although the amount of
data required for the adjustment of parameters is very large, it may not be possible to
adjust the parameters effectively when the amount of data is too small. The number of
datasets in this research is 460, which is still not enough for deep learning technology,
yet the image quality is not consistent because the datasets are gathered in different years
and the machine version has changed over time. Also, when capturing image data, some
of them were manually cut, while others were programmed. While the time difference
between the intercepted images may cause ambiguity or shift, the different sizes also
affect the model training results. In the future, if we can acquire a higher quality and
quantity of embryo images or obtain maternal biochemical information for supplemental
analysis, it will help improve the precision of embryo selection.
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Abstract. This study aims to develop a real-time motion recognition system that
translates skeletal human movements into a virtual environment. This will be achieved
through the use of advanced tech-niques for the accurate capture of human skeletons
and coordinate conversion. This paper investi-gates the acquisition and processing
of motion data for virtual characters using depth cameras to obtain depth infor-
mation. This study identifies six specific actions: left kick, right kick, left punch,
right punch, squatting, and sitting. The experimental process successfully integrated
RGB+D cameras, Media Pipe, and OpenCV into Unreal Engine models to capture
and display human skeletal and joint positions in real-time. The experimental re-
sults show that the system achieved a precision of 100% for all motion detections,
with an accuracy of more than 94%. How-ever, the recall rate for specific actions
was lower, reaching 88%.

Keywords: Mixed Reality, Confusion Matrix, Motion Recognition.

1. Introduction

The application of image recognition technology has rapidly become a critical aspect of
modern tech-nology, with the capacity to simulate and even surpass the capabilities of
the human visual system. There is potential for advancement in several fields, including
virtual reality (VR), augmented reality (AR), autonomous driving, and intel gent surveil-
lance. Technology has the potential to enhance efficiency across a range of industries and

⋆ Corresponging authors
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expand the scope of applications, thereby contributing to the advancment of these sectors.
Nevertheless, accurately capturing and converting between physical and virtual environ-
ments remain a significant challenge, particularly in integrating digital avatars. While
image recognition technology has demonstrated considerable success across various do-
mains, technical challenges still exist to achieve higher precision and a more comprehen-
sive application.

The increasing prevalence of mobile devices, such as smartphones and tablets, has led
to a surge in demand for rapidly identifying captured subjects. This can be achieved by
using cameras to scan (QR) codes, which can be used to obtain URLs or product infor-
mation. Alternatively, document capture can facilitate text recognition and scanning func-
tions. The aforementioned functionalities are made possible by image recognition tech-
nology, which also plays a pivotal role in the advancement of fields such as virtual reality
(VR) and augmented reality (AR). VR technology enables the simulation of an entirely
virtual environment, facilitating immersive user interactions. In contrast, AR technology
overlaps virtual information with the real world, thereby achieving a fusion of reality and
virtual elements.

The fundamental aspect of both technologies is the perception and recognition of the
surrounding environment. This is paramount for determining the position and orientation
of virtual objects, enabling interaction with the real world. This study aims to develop
novel methodologies and techniques for precisely and accurately capturing the human
skeleton. This process involves a thorough investigation of different types of sensors and
imaging devices, instilling confidence in the research process. The selection and optimiza-
tion of hardware is also a key part of this study, ensuring stable operation in a variety of
scenarios. The proposed enhanced algorithms will improve the precision and practicality
of the capture process. Furthermore, the study examines methods to incorporate additional
human characteristic values to improve the reliability of skeletal capture. Another signif-
icant challenge is the efficient conversion of coordinate information into virtual space.
Virtual space modeling techniques facilitate the real-time translation of physical human
skeletal coordinates into actions within a virtual environment. This includes the calibra-
tion and transformation of coordinate systems to achieve consistency and accuracy. In
addition, the data processing workflow was optimized to facilitate the efficient transfor-
mation of coordinates, thereby enabling real-time synchronization.

The system developed through this research is expected to open new avenues for vir-
tual reality and gaming applications and extend to various fields such as social networks,
remote conferencing, and virtual performances. The system enables users to interact in
real-time within virtual spaces, participating in diverse activities through digital avatars.
Technology has the potential to offer not only a novel entertainment experience but also
commercial value and social impact. This could be achieved through technology to com-
municate with friends, attend virtual meetings, or perform online.

2. Materials and Methods

2.1. Human Motion Recognition

The field of computer vision has long been concerned with the recognition of human
motion. Traditional methods have employed contour detection techniques to track the
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human body and infer movements by calculating the torso’s range of motion [1]. However,
these conventional approaches have certain limitations, particularly their susceptibility to
variations in camera angles and environmental backgrounds, which can lead to reduced
stability in practical applications.

Several neural network models have been developed to recognize human motion.
Among these models, the 2D Convolutional Neural Network (2DCNN)[2], which en-
compasses Convolutional Neural Networks (CNN) and Two-Stream Networks, has been
extensively utilized in image recognition. However, these models are limited in process-
ing image sequences with temporal information, which prevents them from in erring the
temporal order of actions. To address this issue, some researchers have proposed recurrent
neural network models capable of simultaneously learning temporal and spatial features.
These include recurrent neural networks (RNN) [3], long-short term memory networks
(LSTM) [4], and gated recurrent units (GRU) [5]. Furthermore, there are 3D Convolu-
tional Neural Network (3DCNN) models [6] , including Inflated 3D ConvNet (I3D) [7] ,
Pseudo-3D Convolutional Neural Network (P3D) [8], and Separable 3D Convolutional
Neural Network (S3D) [9], as well as models that incorporate attention mechanisms.
However, these models typically have many parameters and high computational costs,
which presents a significant challenge for their practical application in real-world scenar-
ios.To achieve an optimal balance between accuracy and computational cost, researchers
have proposed the implementation of new model architectures. The trade-off above mod-
els includes the first convolutional network (FstCN)[10], the temporal relation network
(TRN) [11], the efficient channelized video model (ECO) [12], the multi-mode fusion
network (MFNet), and the R (2 + 1) D convolutional neural network (R (2 + 1) D). These
models have been designed to achieve high accuracy while maintaining computational ef-
ficiency, making them more suitable for practical human motion recognition applications.
One motion recognition method, the Temporal Shift Module (TSM), is depicted in the
accompanying illustration. This model can achieve the performance of 3DCNN models
while only requiring the computational complexity of 2DCNN model.

The fundamental concept is to extract spatial features through a 2DCNN architec-
ture, subsequently shifting the feature maps of selected channels by one frame in either
the forward or backward direction of the temporal dimension. This approach integrates
temporal and spatial information without needing temporal convolution operations. This
method enables simultaneous learning of temporal features while preserving the integrity
of spatial features, and it does so with a relatively low computational cost.

A motion recognition system solely focused on spatial and short-term temporal fea-
tures may be susceptible to overlooking the significance of long-term temporal informa-
tion for accuracy. Consequently, a neural network framework called Temporal Segment
Network (TSN) [13] was devised to capture long-term motion information. The input
video sequence is divided into K segments, with a randomly selected snippet extracted
from each. Subsequently, each snippet is processed through a convolutional neural net-
work, generating K classification scores. The above scores are subsequently integrated to
create the final recognizable human action.

In video data processing, most CNN models are designed with the primary objective
of two-dimensional image analysis. A straightforward approach treats the video as a se-
quence of static images, applying a 2DCNN for frame-by-frame recognition. However,
this approach cannot capture motion information in the temporal domain. To effectively
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Fig. 1. TSM Architecture Diagram

Fig. 2. TSN Architecture Diagram
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incorporate temporal details, this study explores the use of 3DCNN to recognize human
actions. The operation of a 3DCNN on the input video simultaneously learns spatiotem-
poral features, providing a more accurate representation of the video.

In the context of 3DCNN, small segments are extracted from consecutive input video
frames for processing. This is exemplified in the following diagram. The convolution op-
eration is performed by sliding a three-dimensional kernel over the input, simultaneously
modeling temporal and spatial features. The data used by 3DCNN is sequential, typically
comprising multiple frames of a video or a series of integrated segmented images. The
input data is represented as a 3D cube, and the convolutional kernel is also a cube. The
convolutional kernel performs sliding-window operations over the input data’s spatial di-
mensions (length, width, and depth) to compute inner products, resulting in a single value
in the output data. In the convolutional layer, each feature map is connected to multiple
adjacent consecutive frames from the previous layer. This enables the capture of motion
information. The formula for a 3D CNN is as follows:

νLijk = tanh [2061?](b1 +
∑

m

∑p−1
p=0

∑Q−1
q=0

∑R−1
r=0 ϖm

pqr•vl−1
(i+p)(j+q)(k+r))

(1)
In this formula, νLijk represents the feature map value at position ([2148?],j,k) in the

I-th layer, bI denote the bias term of the I-th layer, [D835?][DF14?][D835?][DC5A?]
signifies the 3D convolution kernel weight of the m-th feature map in the (I−1)-th layer,
and νι−1

(i+p)(j+q)(k+r) represents the feature map value at position ([2148?]+p , j+q , k+r)
in the (I−1)-th layer. The tanh function is used as the activation function.

Fig. 3. 3D Convolution

2.2. Discussion on Target Detection and Human Skeletal Tracking Techniques

Target detection is a technology that identifies and locates specific objects or targets within
images or videos. The successful application of deep learning, particularly convolutional
neural networks (CNNs), has led to significant breakthroughs. The contem-porary meth-
ods of target detection are based on deep learning models, including the You Only Look
Once (YOLO) [14] and Single Shot MultiBox Detector (SSD) algo-Rithms [15]. These



1692 Fei-lung Lin et al.

methods facilitate the rapid and precise recognition of targets. Themfield of human skele-
tal detection is concerned with the technology used to identify and track critical skeletal
points of the human body in images or videos. There have been notable advances in this
field in recent years due to the advent of deep learning- base methodologies. Several
skeletal models, including OpenPose [16] and AlphaPose [17],have been used in various
applications.

In the field of motion capture, various technologies such as OpenPose,DeepLabCut
[18], and Kinect SDK [19] are widely used, but they have limitations in terms of compu-
tational resource requirements, applicability, and deployment flexibility. OpenPose offers
high accuracy and multi-person pose estimation capabilities; however, its high com-
putational cost makes real-time applications challenging. DeepLabCut is designed
for biomedical applications and can improve recognition accuracy for specific subjects
through transfer learning, yet it relies heavily on high-performance GPUs for training and
inference, making it unsuitable for multi-object detection. Kinect SDK, on the other hand,
depends on specialized hardware, limiting its adaptability in diverse environments. In con-
trast, MediaPipe [20] and OpenCV [21] provide superior efficiency and cross-platform
compatibility, making them ideal for real-time motion capture applications. MediaPipe
features a built-in Pose Landmarker, capable of running on both CPUs and GPUs, offering
lightweight and efficient pose esti mation. OpenCV provides robust image processing ca-
pabilities for data preprocessing and feature extraction. Compared to other technologies,
MediaPipe and OpenCV are more suitable for low-resource environments while ensuring
stable real-time analysis, making them the preferred choice for this study.

This study selected OpenCV and MediaPipe as the primary tools for implementing the
detection of the target above and the human skeletal detection methods. OpenCV provides
a comprehensive image processing library, while MediaPipe offers efficient human skele-
tal detection capabilities. OpenCV (Open-Source Computer Vision Library) is a software
library that assists developers in processing and analyzing various images and videos to
perform multiple computer vision tasks. OpenCV has evolved significantly, becoming a
cross-platform tool that supports many programming languages, including C++, Python,
and Java. RGB image processing represents a fundamental function within the OpenCV
framework. RGB stands for the red, green, and blue channels, and mixing these three
colors at different intensities can represent a wide range of colors. In OpenCV, images
are stored in matrix form, with the color information of each pixel represented by three
matrices corresponding to the red, green, and blue channels. OpenCV splits an RGB im-
age into three separate color channel matrices when reading it. These matrices contain the
intensity values for each pixel in each channel. Once the image has been read, the inten-
sity distribution can be observed by displaying the image for each channel. Separating the
RGB channels of the image produces three separate greyscale photos, each representing
the intensity of a one-color channel. In contrast, these three separate channels can also be
combined into a single RGB image.

This study also used MediaPipe, an open-source visual computing framework de-
veloped by Google, used primarily for various vision-related tasks such as pose estima-
tion,hand tracking, and face recognition. It uses CNNs to perform a detailed analysis
of human images, accurately identifying key skeletal points. These models are trained on
large datasets of images annotated with human skeletal points. With the optimizations and
enhancements MediaPipe provides, they can efficiently and reliably perform full-body
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Fig. 4. OpenCV Processing Diagram

skeletal recognition in real-time video streams. The core concept of these techniques is
to detect critical points on the human body (such as the head, shoulders, elbows, wrists,
knees, and ankles) in images, thus accurately reconstructing human posture.

Fig. 5. MediaPipe Full-Body Skeletal Keypoints

3. Research Methodology

3.1. Research Process

Human figure recognition and the use of 2D skeletal information for feature correction
and fitting are first discussed. It then explores how depth cameras can complement 3D hu-
man skeleton estimation and coordinate system transformation. The system’s use of depth
image information to obtain the critical points of the skeleton’s third axis and to perform a
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coordinate system transformation that facilitates the conversion of skeletal rotation values
is explained. Next, we discuss the method for calculating the skeletal orientation. This
involves using the 3D skeletal data to construct vectors and convert the skeletal rotation
values. This step is critical for accurately describing the direction of human motion. Then,
data transfer and numerical conversion are examined. The data transfer methods and nu-
merical conversion techniques for skeletal data used in this study are described in detail,
including how the calculated skeletal data is transferred to the Unreal Engine and how
consistency and accuracy of the data are achieved. Finally, following the overall research
process and framework, each step will be detailed, from data acquisition, processing, and
skeletal estimation to the final presentation of the results. Each stage’s functionality and
synergistic interactions will be described to show this system’s complete architecture and
operational process.

3.2. 2D Human Skeleton Estimation and Feature Adjustment

The human location, skeletal positioning, and feature-matching process using technolo-
gies such as OpenCV and MediaPipe are detailed. The literature mentions using OpenCV’s
object recognition models to accurately identify individuals’ position and appearance fea-
tures and using MediaPipe’s human skeletal models to locate human joint points accu-
rately. Additionally, this study highlights three user-defined vital points added during the
skeletal positioning process to enhance the convenience of subsequent computations and
applications. In practice, the accuracy of depth information requires appropriate positional
adjustments and calibrations. This includes maintaining

the optimal distance between the camera (Intel RealSense D435i) and the subject (ap-
proximately 2 meters), and making the necessary corrections and adjustments based on
the actual environment.

During the measurement, the position and angle of the camera should be adjusted
to minimize potential measurement errors. These adjustments help improve the depth
of the information’s accuracy and increase the data’s reliability in application scenarios.
To further improve the accuracy of depth information, it is recommended that multiple
tests and calibrations are performed in different application environments to determine the
optimum camera settings and operating methods. This approach effectively reduces errors
caused by environmental variations, thus improving the overall stability and accuracy of
the system. This process involves three main steps: object detection, skeleton positioning,
and feature adjustment.

(1) Use OpenCV’s object recognition models for human localization and identifica-
tion.

(2) MediaPipe’s human skeleton model positions the skeleton on the human image
identified by OpenCV. Based on deep learning, MediaPipe’s pose estimation model can
accurately locate human joints from pictures and obtain the XY coordinates of each joint.
The model adapts and adds three new vital points: the center of the shoulders, the center
of the hips, and the center of the torso.

(3) Feature adjustment and correction for misidentified individuals are performed
based on skeletal and joint position information. This includes eliminating or correcting
potential errors in joint positioning, such as misidentifying parts of the scene or nonhuman
targets as humans, which could lead to misapplication of the skeletal model and abnormal
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values. These adjustments ensure that the information and feature values obtained more
accurately reflect the proper posture and structure of the target individual.

3.3. Transformation of skeleton rotation value

In virtual character motion simulation, accurate and smooth rotation calculations are cru-
cial for user experience. Euler angles, often used for rotation, can suffer from gimbal lock,
which limits the system’s ability to control rotation freely. To avoid this, quaternions are
commonly used in fields like computer graphics, robotics, and motion capure, as they
can represent rotations without gimbal lock and provide smoother interpolation [22]. A
quaternion consists of a real part ω and three imaginary parts x, y, z, and can represent a
3D rotation. The quaternion is defined as:

q = ω + xi + yj + zk (2)

Where ω is the cosine of half the rotation angle and (x, y, z) are the components of
the rotation axis multiplied by the sine of half the angle. To calculate the rotation of a
skeleton, we first identify two points on a bone, say A and B, with initial coordinates. An
array is used to record the three-dimensional coordinates of all skeletal points in this initial
frame. The second identified frame is designated as the latest, and the 3D coordinates of
all skeletal points are recorded in another array. The 3D coordinates identified in the
second frame will continuously update this array until the program terminates. Given that
the skeleton comprises numerous segments, each formed by two points, the direction of
a bone segment following rotation can be determined by calculating the vectors formed
by the two endpoints of the segment between the initial frame and the most recent frame.
This process yields a series of vectors that represent the skeleton’s direction of rotation.
These vectors can then be used to calculate the skeleton’s rotation, with the rotation values
being represented as quaternions.

Fig. 6. Quaternion Illustration

The quaternion for this rotation is derived as:

q = (cos θ
2 , sin

θ
2 r̂) (3)
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where [D835?][DC5F?]ˆ is the unit vector of the rotation axis, and θ is the angle
between the vectors. If the norm of the cross product of the vectors is zero, it implies
the vectors are parallel, and no rotation is needed. In such a case, the quaternion is set to
[1, 0, 0, 0]. However, if the vectors are not parallel, the rotation axis is calculated as the
unit vector of the cross product, and the rotation angle is the angle between the vectors.
This information is used to generate the corresponding rotation quaternion. Through this
process, we can accurately describe and apply the rotation from point A to point B in the
motion reproduction of virtual characters, ensuring smooth and realistic motion without
gimbal lock, and enhancing the overall animation quality [23].

3.4. Data Transmission and Numerical Conversion

It is of the utmost importance that this process undergoes rigorous data accuracy and
transmission stability verification. It is of the utmost importance that this process be car-
ried out to guarantee the correct application of external data within the Unreal Engine.
This process enables the accurate tracking and presentation of the skeletal direction and
coordinates. The precision and fluidity with which virtual characters can perform move-
ments depend on the data’s accuracy and the reliability of their transmission. This ensures
that users will experience enhanced interaction with the virtual environment. Once a suc-
cessful socket connection has been established, the Received Message event will initiate
the reception of the overall skeletal rotation values transmitted from Python. Rotation val-
ues are associated with nine distinct segments of the skeletal system. The data related to
each segment comprises seven values: the world coordinates (X, Y, Z) and the rotation
quaternion (X, Y, Z, W). The primary rationale for selecting

the quaternion method is that it offers a straightforward and accurate approach to han-
dling rotational data. Although traditional Euler angles are intuitively appealing, they are
susceptible to gimbal lock issues during calculations, which increases the complexity of
data processing. On the contrary, quaternions circumvent this issue, offering a stable and
accurate description of rotations, dealing with rotational data. Although traditional Euler
angles are intuitively appealing, they are susceptible to gimbal lock issues during calcu-
lations, which increases the complexity of data processing. On the contrary, quaternions
circumvent this issue, offering a stable and accurate description of rotations.

The diagram below illustrates how the first three Read float nodes are employed to
receive the world coordinates of the skeletal points. The coordinate data represent the po-
sitions of the skeletal rotation points in three-dimensional world space. Subsequently, the
data from the aforementioned skeletal rotation points is transmitted to the Make Vector
node, which is incorporated into the location array. This approach effectively manages
and stores all the skeletal rotation points’ position coordinates. The final four Read float
nodes receive the quaternions of the skeletal rotation points. The quaternions thus describe
the rotational direction of each skeletal rotation point, representing its rotational state in
the world coordinates. Subsequently, the quaternions of these skeletal rotation points are
transmitted to the Make Quat node and incorporated into the quaternion array, ensuring
accurate storage and utilization of the quaternion data. Subsequently, the quaternions are
converted into the rotation type. This design enhances the efficiency and accuracy of data
processing and reduces the need for data conversion in subsequent applications. Finally,
the Received Message event is linked to nine quaternion methods, thus completing the
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data processing. This process ensures that all data points are correctly received and pro-
cessed, guaranteeing the system’s stable operation and high performance.

To align the spatial coordinates identified by the camera with those of the Unreal
Engine, this study devised a rudimentary human skeleton within the scene (level). The
skeletal information from the TCP socket blueprint is called the Level Blueprint, with the
location and rotation information being passed sequentially to each skeleton joint [24].
This ensures the precise synchronization of the data. Once the initial configuration has
been completed, the skeletal data will be imported into the relevant pins. This process
enables the data captured by the camera to be transmitted to the corresponding skeleton
within Unreal Engine [25]. Subsequently, the skeletal data are transmitted to the scene,
where they are converted to the skeleton, as illustrated in the schematic diagram. Despite
the use of world coordinates by both the camera and the scene in Unreal, an offset ex-
ists due to differing origins. Consequently, direct use of the coordinates captured by the
camera will result in positional errors. To guarantee the synchronization of coordinates,
it is necessary to incorporate an offset into the location data before its transmission to
the skeleton. This step aims to correct the origin offset, ensuring data consistency and
accuracy. Consequently, the discrepancies above are eliminated, thus eliminating errors
caused by differences in the origins of the coordinate system.

Fig. 7. Socket Connection Event Blueprint 1

4. Research Results and Discussion

The approach proposed by Lao et al. [26], which centers around virtual characters in
theatrical performances, aims to enhance learners’ language abilities and stimulate their
interest in learning. The value of this method lies in its ability to help learners better under-
stand the language through realistic performances and interactions with virtual characters,
while also improving learning outcomes via immediate feedback and personalized inter-
action. The effectiveness of virtual characters in language learning has been demonstrated
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Fig. 8. Socket Connection Event Blueprint 2

in numerous studies. This approach not only simulates real-life communication scenarios,
allowing learners to practice in a safe environment, but also creates an interactive learning
atmosphere, further increasing learners’ engagement and motivation.

In this study, six typical movements of virtual characters (such as kicking left, punch-
ing right, squatting, etc.) were selected as research subjects. These movements repre-
sent fundamental human motions and are frequently used in virtual character perfor-
mances, making them highly relevant and practical. These movements were chosen be-
cause they effectively test the technology of converting human skeleton coordinates into
digital avatars and ensuring that the virtual character’s motions accurately reflect the user’s
actual movements HTML [27]. The experiment used a self-developed system to record
the user’s motion data in real-time and convert this data into the movements of a digital
avatar in Unreal. The goal was to verify the accuracy of the technology that converts hu-
man skeleton coordinates and synchronizes movements in real-time. The system design
is based on previous research, such as open-source skeleton tracking and real-time ani-
mation synchronization technologies, which have been shown to effectively capture and
reproduce motions. Recording videos during the experiment helps with subsequent anal-
ysis and comparison, providing rich data support to ensure the accuracy of the technology
and facilitate continuous improvements.

The analysis of the videos showed that the system could accurately reproduce the
user’s movements with high precision and low latency, confirming the effectiveness and
feasibility of the proposed method [28]. This not only achieves ideal results in the perfor-
mance of the virtual character’s movements but also enhances the interactive experience
for the learner. In conclusion, virtual characters have great potential in language learning
and other application scenarios. These technologies are expected to be further applied in
various fields, bringing innovative changes to education, entertainment, and social indus-
tries. To verify this study’s primary objective, the system’s accuracy in recognizing six
specific actions, left kick, right kick, left punch, right punch, squatting, and sitting, will
be evaluated using a confusion matrix as the primary analysis tool and multiple tests. The
objective is to obtain accurate data to improve the reliability of the test results.
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4.1. Experimental Environment

The experimental environment for the system in this study begins with the configuration
and activation of the server side to ensure that the server runs correctly. Subsequently, the
user establishes a connection by inputting the server’s fixed IP address, ensuring stable
data transmission from the server to the user side. The server is primarily responsible
for processing and managing the data in this process. The server receives data from in-
put devices, performs the necessary data processing and analysis, and then transmits the
processed data to the user side. It is paramount that the server is capable of efficient pro-
cessing and stability, as these are the two key factors that ensure that the system functions
correctly.

Fig. 9. Schematic Diagram of the Experimental Environment

The user interface connects to the server, which transmits the required data. Subse-
quently, the data is employed to simulate and regulate the virtual character’s movements.
It is of the utmost importance that the user interface can receive data from the server in
real-time, as this data is used to simulate the virtual character’s movements to ensure that
the character’s actions are accurately and smoothly reproduced. It is of the utmost im-
portance that the connection between the server and the user side is stable and reliable,
as this is a prerequisite for the system to function optimally. Any instability in the con-
nection could result in interruptions or delays in data transmission, consequently affecting
the performance of the virtual character’s movements. It can be reasonably concluded that
the server and user environments must exhibit high stability and speed to ensure optimal
performance.
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4.2. Experimental Evaluation Metrics

This study employs the confusion matrix as the principal metric for experimental evalu-
ation to quantify the system’s performance in capturing and synchronizing human skele-
tons in virtual space. The confusion matrix is a widely employed methodology for assess-
ing the efficacy of classification models, offering a range of metrics, including precision
and recall, to comprehensively evaluate the system’s performance. The confusion matrix
is a specific tabular structure used to describe the performance of a classification model
in classification tasks. The model’s classification results are presented by comparing the
actual and predicted classifications.

True Positive (TP): The number of instances where the actual action is performed, and
the Unreal model correctly displays the action.

True Negative (TN): The number of instances where the actual action is not per-
formed, and the Unreal model correctly displays that the action is not performed.

False Positive (FP): The number of instances where the actual action is not performed,
but the Unreal model incorrectly displays the action as being performed.

False Negative (FN): The number of instances where the actual action is performed,
but the Unreal model incorrectly displays that the action is not performed. The confusion
matrix enables the determination of the system’s performance, which is evaluated using
the following metrics.

Accuracy: This represents the proportion of correct predictions made by the model
and is an essential indicator of overall performance.

Accuracy = TP+TN
TP+TN+FP+FN (4)

Precision: represents the proportion of samples predicted to be a specific action that
is an action, reflecting the reliability of the model’s predictions for that action.

Precision = TP
TP+FP (5)

Recall: represents the proportion of samples with a specific action correctly predicted
as that action, reflecting the model’s sensitivity.

Recall = TP
TP+FP (6)

Next, the system’s accuracy in recognizing six specific actions described in the litera-
ture is analyzed. These actions include kicking left, kicking right, punching left, punching
right, crouching, and sitting. The analysis will determine whether these actions are accu-
rately rendered in Unreal Engine.

4.3. Experimental Testing and Analysis

This study focuses on the system’s accuracy in recognizing six types of action out of 100
instances. We will calculate and analyze various metrics in detail, including accuracy,
precision, and recall, to evaluate the system’s recognition performance. These metrics
will demonstrate the system’s accuracy in recognizing these six actions and reveal any
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potential recognition errors, providing a basis for subsequent system improvements. The
analysis starts with 100 instances of video recording and analysis of

27 the right-kicking action (followed by the other five actions). Figure 9 shows the
correct identification of the right kick action, while another figure shows the incorrect
identification of the same action.

Fig. 10. Schematic Diagram of the Experimental Environment

In this analysis of action recognition, we found that the system made some errors in
identifying the action kick right. Out of 100 instances, the system correctly identified kick
right 45 times but made five incorrect identifications. Additionally, 50 actions were not
kick right, and the system correctly identified all 50 actions as not kick right. Therefore,
the number of non-kick right actions misidentified as kick right is zero. Below is the
confusion matrix for this action analysis and the calculation results for the confusion
matrix of the kick right action.

Fig. 11. Kick Right Confusion Matrix and Calculation Results
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4.4. Experimental Testing and Analysis

To evaluate the system’s accuracy in recognizing six actions, we analyzed experimental
data from 100 instances. We calculate each action’s accuracy, precision, and recall to
evaluate the system’s recognition performance. As shown in Table 1, the experimental
results indicate that although the system performs well in recognizing most actions there
is still room for improvement.

Table 1. Results of the experimental analysis of the confusion matrix

Precision (%) Accuracy(%) Recall(%)

Kick Left 96 100 92
Kick Right 95 100 90
Punch Left 97 100 94
Punch Right 95 100 90
Squat 94 100 88
Sit 98 100 96
Overall Average 95.84 100 91.67

We can draw the following conclusions based on a comprehensive analysis of the
above results.

High accuracy: The system achieved a 100% accuracy rate for all actions, which was
almost always correct once the system identified an action. This reflects the system’s
strong ability to avoid false positives.

Insufficient recall: Despite the high accuracy, the recall rate was relatively low, es-
pecially for certain actions such as ’crouching’ and ’kicking right,’ with recall rates of
88% and 90%, respectively. This indicates the need for further adjustments to improve
the system’s recall, demonstrating our commitment to its ongoing development.

Overall high accuracy: The average accuracy rate for all actions was more than 94%,
demonstrating the overall stable recognition performance of the system. However,

the accuracy of individual actions must be improved to achieve a more comprehensive
recognition capability.

5. Conclusions

The system developed in this study demonstrated a precision rate of 100% for all action
recognitions. This indicates that it was almost always correct once the system identified
an action. This reflects the system’s robust capacity to avoid false positives, particularly in
recognizing everyday actions such as walking, running, and waving. The system demon-
strated the ability to identify these actions with a low incidence of misclassification accu-
rately.

Despite the high precision, the recall rate was relatively low, particularly for specific
actions such as crouching and kicking right, with 88% and 90% recall rates, respectively.
This indicates that the system occasionally fails to identify these actions correctly. Further
optimization may be required for these actions’ feature extraction and recognition models.
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For instance, the system continues encountering difficulties recognizing complex and fast
actions. This requires the acquisition of additional training data and the implementation
of optimized algorithms to enhance recall rates. The system demonstrated an accuracy
rate of more than 94% for all actions, indicating stable and reliable recognition perfor-
mance. This suggests that the system performed consistently and reliably in recognizing
most actions, whether simple or complex sequential movements, maintaining a high accu-
racy rate. However, further enhancements are necessary to achieve a more comprehensive
recognition performance, particularly with respect to the accuracy of specific individual
actions.

This study’s experimental results demonstrate the system’s potential in action recog-
ition while identifying specific areas for improvement. Collective data indicate that the
system achieved a precision rate of 100%, an accuracy rate of 95.84%, and a percent
recall rate of 91.67%. These figures demonstrate that the system has a high recognition
capability, yet there is room for improvement. Further research can be conducted to build
upon these findings to optimize the system’s accuracy and stability in recognizing vari-
ous actions, thereby enhancing its applicability in real-world scenarios. In future experi-
mental procedures, individual differences in participants’ physical characteristics will be
progressively considered, and environmental variables during the experiments—such as
temperature, clothing effects, and body shape—will be controlled to maintain the system’s
accuracy at a consistent level. Additionally, in terms of future research directions, build-
ing on the system’s current foundation, we aim to use the recognition of these six basic
movements as a basis to develop more refined motion representations in the next phase.
As the number of recognized basic movements increases, it may become feasible to apply
the system to recognize sequences of continuous actions—such as Tai Chi or wellness
exercises—thereby adapting the system to a wider range of application scenarios.
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Abstract. In the commercial realm, particularly for businesses targeting consumers
(B2C), the challenge of acquiring and retaining valuable potential customers is
paramount. As chip technology continues to advance at breakneck speed, in line
with Moore’s Law, various innovative AI technologies have emerged, yet this also
highlights the infamous “black-box” issue. Naturally, this has paved the way for
the rise of Explainable AI (XAI) and machine learning. In response, this study
proposes a universal explainability framework to tackle both the black-box co-
nundrum and the limitation of customer list sizes. The framework leverages the
fundamental Byte-Pair Encoding (BPE) algorithm from large language models to
tokenize natural language data, integrating the results into customer data as fea-
ture columns, thereby constructing comprehensive Persona. Crucially, domain ex-
perts are involved in the model-building process, selecting and recommending fea-
tures. These experts utilize depth-first search to identify additional, similar feature
columns, which are then used as target categories for machine learning models.
The final step involves classification tasks and prediction evaluations. The proposed
framework demonstrates its effectiveness and generalizability through validation on
public datasets, increasing the number of potential customers by 7.5 times compared
to traditional modeling approaches. In case studies, the framework outperforms cus-
tomer lists generated by experts based on past experience, yielding 2.4 times more
customers, 3.8 times higher response rates, and 9 times more total respondents.
More importantly, both the model-building process and predictive outcomes are in-
terpretable through domain knowledge, enabling businesses to transfer experience
and expertise, thus laying a solid foundation for large language models within the
industry.

Keywords: Natural Language Processing, Byte-Pair Encoding, Persona, Explain-
able Machine Learning, Business Sector.
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1. Introduction

In the aftermath of the COVID-19 era, technological advancements have accelerated var-
ious industries. However, the adoption of technologies such as machine learning has
progressed slowly in certain sectors [1, 2] . Many scholars argue that despite the im-
provements in tools and computational capabilities over the years, the impact of these
technologies has not reached the expected levels and continues to shape our daily lives
[3, 4]. Although artificial intelligence has become an indispensable part of modern life,
the use of opaque ”black-box” models in highly sensitive domains—such as healthcare,
biomedicine, public policy, human life, judicial rights, finance, consumer products, and
any area related to personal privacy and life—remains particularly problematic [5].

Consequently, literature on Explainable AI (XAI) began to experience exponential
growth from 2020 onward. Research in this area spans various fields, including digital
health, law, public transportation, finance, and defense, reflecting the increasing recog-
nition of the importance of transparency and interpretability [5]. On the other hand, ma-
jor technology companies released numerous large language models (LLMs) in 2023,
which gained considerable popularity. These include OpenAI’s ChatGPT [6] and Meta
AI’s Llama [7, 8], with ChatGPT alone amassing over 180 million users [6].

In fact, large language models (LLMs) have not only introduced technological trans-
formations in domains directly related to natural language, such as customer support [9],
search engines [10, 11], and text translation [12, 13], but have also been broadly applied
across other interdisciplinary areas, including medicine, code assistance, education, and
finance [14–17]. This signifies that LLMs possess adaptability and potential for language-
related tasks across various industries and environments.

With the pulse of technological advancement, both the economy and society have
undergone significant changes, profoundly altering consumer shopping and retail capa-
bilities [18]. For businesses targeting the consumer (B2C) market, competition has be-
come increasingly fierce, making the retention of valuable and indispensable potential
customers crucial [18]. In customer relationship management, whether in automotive,
aviation, retail, or e-commerce sectors, unique methods of customer segmentation are em-
ployed. Various techniques are utilized to predict future demand peaks and adjust pricing
and marketing strategies, all with the aim of gaining a deeper understanding of consumer
behavior and habits [19].

Beyond e-commerce and retail, the financial industry is also a prominent example
of B2C commerce. Marketing campaigns are one of the primary methods for achieving
corporate objectives and are crucial for banks in attracting and retaining customers. More-
over, if a company’s marketing activities or strategies are not executed effectively, it can
face significant challenges in meeting annual targets [20], which in turn can impact over-
all business performance [21] and corporate profitability [22]. In any industry focused on
sales strategies, it is essential to gain a deeper understanding of each consumer, includ-
ing their purchasing habits and preferences [23], and to develop appropriate marketing
strategies based on their buying patterns and attributes. Marketing strategies aim to de-
liver greater value to both customers and the company at a lower cost. In the business
realm, failing to carefully consider the process through which potential consumers pur-
chase or receive products can lead to wasted resources [24]. Consequently, calculating the
return on investment (ROI) of marketing expenditures across activities and strategies such
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as physical advertising, promotional campaigns, and digital advertising is a complex yet
crucial issue for decision-makers [18].

Given the aforementioned context, decision-makers or domain experts responsible for
marketing strategies often reject the use of potential customer lists generated by models,
primarily due to concerns about cost and career development. They tend to distrust ”black-
box” models and are apprehensive about the possibility of these technologies replacing
their roles [25]. Furthermore, as many companies lack additional funds for validating the
lists produced by these models, skepticism regarding the validity of model-generated lists
persists. Consequently, experts prefer to rely on their own experience to plan marketing
activities and identify potential customers [26], choosing to preserve their job security
while potentially causing the company to lag behind technological advancements.

This study aims to address the issue of domain experts’ reluctance to accept market-
ing lists generated by models by proposing an explainability framework. In addition to
leveraging the fundamental principles of large language models (LLMs) to provide inter-
pretability to data through natural language, previous literature has also employed RFM
models to enhance users’ understanding of data [27]. Furthermore, techniques such as
LIME and SHAP can be used to supplement the interpretability of model results [28], and
the use of graph-based co-occurrence descriptions can elucidate the weights and relation-
ships between features [29], thereby improving the efficiency of information retrieval.

Moreover, involving domain experts in the construction of models to help them un-
derstand the significance of the predictive results can not only increase the number of
potential customers but also enable decision-makers and experts to connect marketing
activities with corporate value. This fosters trust in the model-generated results and alle-
viates the tension between machine learning and domain expertise [25], while also pre-
venting manipulation of marketing variables [18]. Meeting these conditions will facilitate
the integration of decision-makers’ and experts’ domain knowledge and experience into
the models [30, 31], thereby enhancing the company’s value and position in the era of
large language models.

Therefore, this study develops a universal explainability framework to address issues
related to domain experts’ inability to accept model-generated lists and the limitations on
the number of items in these lists. The framework will incorporate the following function-
alities and conditions:

• The framework proposed in this study is designed to be applicable to any B2C busi-
ness within the commercial sector. It will enable companies to obtain potential cus-
tomer lists that are both understandable and interpretable, and that exceed the number
of potential customers typically identified through conventional experience and mod-
els.

• This framework must possess both reproducibility and generalizability, allowing any
industry dealing with natural language data to apply it in order to provide additional
interpretability to their data and models.

• This approach leverages the fundamental principles of large language models (LLMs),
specifically, tokenization algorithms, to provide additional and effective feature
columns to natural language data. This enhancement makes customer data more de-
scriptive, thereby improving readability for users and facilitating a clearer understand-
ing of customer purchasing behavior and habits.



1710 Zhenyao Liu, Yu-Lun Liu, Wei-Chang Yeh, and Chia-Ling Huang

• In the steps of the explainability framework, involving domain experts in understand-
ing the operation of the framework and the model-building process not only facili-
tates the transfer of their knowledge and experience into the model but also reduces
the tension between their professional status and technological advancements.

• The predictive results of this method should surpass those generated based on past
experience in terms of list size, response rate, and overall number of respondents. Ad-
ditionally, the method should be applied in practical cases to achieve more effective,
diverse, and precise customer relationship management and marketing strategies.

2. Preliminaries

2.1. XAI and XML

As the applications of AI and ML become increasingly widespread, the methods have
also grown in complexity. Consequently, business stakeholders have become more con-
cerned about the potential drawbacks of these models, including data-specific biases [32].
To address these concerns, Lundberg et al. introduced SHapley Additive exPlanations
(SHAP) as an industry standard for interpreting machine learning models [33]. However,
such interpretability often falls short of satisfying most users, leading to the consideration
of post-hoc explanation methods, such as textual explanations, visual explanations, and
example-based explanations [34, 35].

Due to the “black box” issue inherent in artificial intelligence and machine learning,
three key elements have emerged to define XAI and XML.

• Transparency: A ML method is considered transparent if the model itself is easy to
understand and the extraction process is transparent. This encompasses model trans-
parency, design transparency, and algorithmic transparency [36].

• Interpretability: Users must be able to understand the basis on which algorithmic
decisions are made within the model. They should also be capable of explaining the
algorithmic criteria and hyperparameter variables within the model in comprehensible
terms [36].

• Explainability: The definition of this element varies [36], but it is commonly un-
derstood as the user’s ability to explain why the model made a specific decision,
understand the rationale behind a particular prediction, and even integrate domain
knowledge with the prediction to provide contextual explanations. This deeper un-
derstanding is essential for achieving true explainability [36].

With the rapid advancement of XAI and XML, their applications have become in-
creasingly widespread across various fields [37].
In the medical field: Soares et al. utilized computed tomography (CT) scans to identify
COVID-19 [38]. Morais et al., in collaboration with domain experts, examined the perfor-
mance of XAI in cancer diagnosis from the perspective of experts, offering explanations
that extend beyond the experts’ viewpoint [39].
In the field of public policy and the judicial system: Dressel and Farid highlighted the
widespread use of criminal risk assessment systems. They emphasized the necessity of
providing explanations in key decisions within these systems to maintain fairness and
avoid racial bias [40].
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Applications based on natural language processing are also being explored in the re-
search domain. Several authors have improved user trust in applications through the use
of XAI techniques for anomaly and fraud detection [41]. Additionally, Mathews proposed
an interpretable tweet classification method based on LIME, which enhances the explain-
ability of application results, thereby increasing user engagement and trust [42].

A significant portion of applications is found in autonomous driving systems. In a fully
automated system, the driving system is expected to operate in any unknown environment
[43], which impacts trust and transparency compared to black-box systems. Therefore,
from the perspectives of public perception and trust, as well as regulatory and legal con-
siderations, XAI is critically important. Transparency, interpretability, and explainability
are essential for developing more reliable, safe, and regulation-compliant autonomous
driving systems [43].

In other domains, Murindanyi et al. utilized four tree-based machine learning methods
and four standard machine learning methods to predict customer churn at Czech banks.
By incorporating post-hoc explanation techniques such as LIME and SHAP, they achieved
satisfactory predictive results [44]. Clement et al. proposed the XAIR process for the
development of XAI, which mirrors the five steps of software development: requirements
analysis, design, development, evaluation, and deployment. This process is presented as a
comprehensive framework for other scholars to reference [45].

From the literature review presented in this section, it is evident that both XAI and
XML share many similar elements and principles. XAI or XML fundamentally relies on
three key elements: transparency, interpretability, and explainability. The application of
XAI or XML in commercial domains is relatively limited, as these fields place greater em-
phasis on domain experts’ experience. While techniques such as LIME and SHAP have
demonstrated effective explanatory capabilities in literature, they may still be deemed
insufficient by experts lacking data-related knowledge, leading to a lack of persuasion
and practical application in industry. Additionally, due to the cost sensitivity in commer-
cial sectors, extensive experimental costs and expenditures for model validation are often
unacceptable. However, if interpretability frameworks can improve the reliance on ex-
perience in commercial fields, they are likely to contribute significantly and offer future
advancements in these domains.

The issue of marketing lists being rejected by domain experts, as examined in this
study, will be addressed through an interpretability framework that meets the three key el-
ements: transparency, interpretability, and explainability. This framework will be designed
to extract natural language data from customers, transforming the extracted natural lan-
guage results into customer personas. Additionally, it will incorporate recommendations
from domain experts to form a comprehensive solution.

2.2. Persona

Many studies have indicated that constructing persona aids in better understanding user
needs, thereby facilitating personalized and precise information services [46].
Given that the early development of persona was driven by the needs of designers, scholar
Travis, who specializes in user experience research, provided the following definition of
the persona extraction process [47]:

• Primary Research: Whether the persona is determined based on real customer data
or contextual interviews.
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• Empathy: Whether the persona evokes user understanding and empathy by incorpo-
rating elements such as names, photographs, or product-related descriptions.

• Realism: Whether the persona appears authentic to experts in the field or frontline
personnel who interact directly with customers.

• Singularity: Whether each persona is unique in its composition and distinct from
other characters.personnel who interact directly with customers.

• Objectives: Whether the persona includes product-related goals and provides key
descriptions that articulate these objectives.

• Quantity: Whether the number of personas meets the team’s requirements, is suffi-
cient for the team to remember their characteristics, and designates one persona as
the primary character.

• Applicability: Whether the team can practically apply the persona in decision-making
processes.

The seven elements outlined above play a crucial role in the effective implementation
of persona techniques. They offer sufficient flexibility and adaptability, enabling practi-
tioners to creatively explore and develop various applications of personas in practice [48].

To fulfill various objectives, personas are widely applied in software design [49], ad-
vertising [50], and technology products [46]. However, the ultimate aim remains that these
personas should effectively inform and guide planning and decision-making processes
[51].
Although the definition of personas is relatively broad, a review of the literature reveals
that most scholars agree that personas are inherently goal-oriented. Practitioners must
have a clear understanding of the purpose behind persona extraction and whether the
resulting personas fulfill the initially defined objectives. Moreover, the process of devel-
oping personas should ensure that the seven essential elements are met, thereby ensuring
that the personas align with expectations.

In practical applications, beyond obtaining personas through pre-classified data com-
bined with statistical and regression methods, many scholars also employ clustering and
supervised learning techniques for persona extraction. Some even derive personas from
predictive outcomes. However, these approaches often fall short of achieving the initially
set objectives [49, 50].

The explainability framework proposed in this study differs from traditional meth-
ods of persona extraction in the literature. It utilizes BPE to extract customers’ natural
language data, directly generating personas that enable experts and decision-makers to
describe their behaviors and characteristics. These personas will meet the criteria of the
seven key elements, ensuring not only realism and uniqueness but also alignment with the
intended objectives. Additionally, BPE enhances the model’s transparency, interpretabil-
ity, and explainability.

2.3. The BPE

When discussing Byte Pair Encoding (BPE), it is common to reference the increasingly
popular large language models (LLMs) in recent years. These models, characterized by
an extensive number of parameters, are designed to understand and process natural lan-
guage by modeling the semantics and probabilities of text sequences within vast datasets.
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Through pre-training tasks, such as Masked Language Modeling or autoregressive predic-
tion, large language models learn to comprehend and generate natural language effectively
[52].

A well-designed pretrained transformer language model requires the implementation
of various subword tokenization methods [53], among which the most renowned is BPE
[54].BPE, proposed in 1994, is a straightforward data compression technique that employs
a single unused byte to iteratively replace the most frequent pair of bytes in a sequence
[54].

The following are the steps involved in BPE:
Step 1: we initialize the symbol vocabulary using the character vocabulary and represent
each word as a sequence of characters, appending a special end-of-word symbol to the
end of each word. This symbol aids in restoring the original state after translation.
Step 2: we begin iteratively calculating the frequency of all symbol pairs, where a symbol
pair is a combination of each character in the vocabulary. The most frequent symbol pair
is then replaced with a new symbol. For instance, if the most frequent pair is A and B, it
will be replaced by a new symbol AB. In the subsequent iteration, A and B are ignored,
and the frequency is calculated using AB in combination with other characters.
Step 3: each occurrence of a new symbol represents a merging operation. In other words,
each merging operation generates a new symbol, which also signifies an n-gram of char-
acters.

From the above steps and explanation, it is evident that an increase in the number of
merging operations results in a larger symbol vocabulary and a corresponding increase in
the granularity of the characters [55].
The BPE method merges the most frequent pairs of symbols in the entire text. Although
it may appear as though BPE is performing a form of word concatenation, this is actually
due to the high frequency of certain pairs. These high-frequency pairs persist and thus
appear as concatenated sequences. Consequently, the most frequent pairs in the text will
become prevalent in the final vocabulary. This characteristic of BPE is also why it can be
effectively applied to various languages.

After understanding the operation and fundamental principles of BPE, one might con-
sider why, for English text tokenization, spaces are not used for segmentation. From a
human perspective, using spaces for tokenization seems to be the most intuitive approach.
However, employing spaces or punctuation marks for segmentation results in an exces-
sively large vocabulary. Any variation of a word would be included in the vocabulary, and
if a word has multiple forms, the vocabulary size can grow exponentially. Such a large
vocabulary necessitates an enormous matrix for input and output layers, increasing both
memory and computational complexity [56].
Consequently, various tokenization algorithms avoid using spaces or punctuation for seg-
mentation. This is why the BPE algorithm includes an end-of-word symbol in its im-
plementation, a practice that also contributed to GPT-2 achieving optimal performance
during its initial training [57].

In summary, BPE is a tokenization method, also referred to as a segmentation algo-
rithm, and serves as a preprocessing technique for natural language data. It can also be
applied to address the Out-Of-Vocabulary (OOV) problem [55] in natural language pro-
cessing. Tokenization involves the mechanism of segmenting or dividing sentences and
words into their smallest possible units [58].
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The application domains of BPE include various fields. In the realm of language trans-
lation, BPE is characterized by its adaptability to different languages [59]. Additionally,
numerous practical use cases of BPE have been documented: in the field of network di-
agnosis and detection [55], the medical and healthcare sector [60], experiments involving
symbolic music for music generation and composer classification [61], and addressing the
linguistic complexity on social media platforms [62].
This study proposes an interpretability framework for the business domain. The frame-
work employs an improved version of BPE to enhance data feature dimensions, trans-
forming tokenization results into feature fields to form Personas. By incorporating domain
experts’ recommendations on target fields, the framework utilizes Depth-First Search
(DFS) to expand feature fields.

2.4. The DFS

DFS is a technique that has been extensively applied as a solution method for problems
in combinatorial theory and AI [63]. The search process of DFS is closely related to
graph theory, necessitating the introduction of certain graph-related definitions. These
definitions are derived from Harary’s research [64].

Let G be a graph, such that G = (V,E), where V is the set of nodes and E is the set of
edges. The set E consists of unordered pairs of nodes, each representing an edge. When
manually drawing a graph, nodes are typically represented by circles, and the connections
between these circles correspond to the edges.

Suppose we aim to search through the graph G. Initially, none of the nodes in G have
been explored. We begin at an arbitrary vertex and select an edge to follow, traversing it to
reach a new node, and continue this process. At each step, we choose an unexplored edge
leading from the current node and traverse it. Once an edge has been traversed, it will not
be explored again. This process continues until all edges in G have been traversed exactly
once. This procedure constitutes the search [65].

The detailed steps of the DFS algorithm are presented below. Please refer to Figure 1
for illustration.

In summary, DFS is a graph traversal method that begins at an arbitrary vertex and
explores as far as possible along each path before backtracking to visit any unvisited
vertices when no further progression is possible [66].

From the perspective of text classification and Information Retrieval (IR), the concept
of weighting is also applied. Blanco and Lioma proposed a graph-theoretic approach ap-
plied within the IR field, where text is modeled as a graph with edges representing the re-
lationships between words. These relationships are then assigned corresponding weights.
This method has been shown to perform on par with standard techniques in IR [29]. To
address Word Sense Disambiguation (WSD), Rahmani et al. developed an unsupervised
co-occurrence graph based on a corpus, which does not rely on the inherent structure
and properties of the language. In other words, ambiguous words are assigned additional
weights, altering the contextual structure [67].

DFS is also applied in practical cases. Du et al. proposed an algorithm that com-
bines deep convolutional neural networks with DFS to address the problem of identifying
power outage locations. In their approach, convolutional networks are used as a safety as-
sessment tool, followed by DFS to find suitable interruption path locations. This method
not only improves accuracy but also performs thousands of times faster than traditional
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Fig. 1. The steps of the DFS algorithm

methods [68]. Mei and Gül introduced a new approach for detecting crack patterns in
foundational design. After enhancing the CNN model, DFS is used for post-processing to
remove isolated pixels and improve accuracy [69].

In summary, DFS is a graph-based search method that involves exploring data from
one vertex to another, delving deeper into subsequent vertices, and backtracking to un-
visited vertices to traverse the entire graph. Therefore, in the field of IR, many scholars
use graphs to represent statements by altering edge weights. This approach not only pro-
vides models with enhanced features but also improves context and addresses issues with
specialized vocabulary. In various practical cases, the characteristics of DFS combined
with models enable the identification of diverse root causes and assist expert systems in
effectively proposing solutions.

This study proposes a generalizable interpretability framework for application in the
commercial domain. The framework enhances feature dimensions using BPE and, in con-
junction with features provided by domain experts, employs DFS to identify similar fea-
ture fields. Features are represented in a graph, with edge weights based on co-occurrence
to illustrate the relationships between features. The results of the DFS, combined with
expert recommendations, are treated as categorical answers for a Light Gradient Boosting
Machine (LightGBM). Finally, the framework performs a classification task to predict a
list of potential customers highly similar to the expert recommendations.

2.5. Light Gradient Boosting Machine, LightGBM

LightGBM is an algorithmic framework based on Gradient Boosting Decision Tree (GBDT)
[70]. This algorithm employs a leaf-wise tree growth strategy, designed for maximum ef-
ficiency, offering faster training speeds and minimal memory usage when handling large
datasets [71].

During the model training process, decision trees are employed to generate base clas-
sifiers, and the weight parameters for each classifier are calculated iteratively. The final



1716 Zhenyao Liu, Yu-Lun Liu, Wei-Chang Yeh, and Chia-Ling Huang

model is then constructed by integrating all the base classifiers and their corresponding
weights. This can be expressed by the following equation, where fm(X) represents the
base classifiers and ∂m denotes the weight parameters for each classifier, as shown in
Equation (1) [72].

fm(X) = ∂1f1(X) + ∂2f2(X) + · · ·+ ∂mfm(X) (1)

LightGBM offers superior predictive performance and memory efficiency compared to
other classification algorithms [73]. LightGBM is highly effective in handling class imbal-
ance issues and demonstrates strong performance in such scenarios [74]. It significantly
enhances the predictive accuracy of Intrusion Detection Systems (IDS) and is notably
efficient in flow classification tasks [75]. Moreover, when addressing class imbalance
issues, methods such as Synthetic Minority Oversampling Technique (SMOTE) can be
employed to adjust the sample distribution, yielding excellent results [76]. In the business
domain, numerous studies have demonstrated that LightGBM outperforms other algo-
rithms in terms of precision and F1 scores [77]. Additionally, applications of LightGBM
often incorporate the RFM model to include customer purchasing behavior as additional
features or utilize RFM combined with clustering algorithms to categorize customers be-
fore making predictions [23]. Regardless of the specific application, LightGBM consis-
tently delivers outstanding classification performance. Although the study employs the
SMOTE technique to address class imbalance, its application to extremely large-scale
datasets—such as the case study involving 185 million transaction records—may hinder
model generalization due to computational inefficiency and the potential introduction of
noisy synthetic samples.

The interpretability framework proposed in this study involves several key compo-
nents: enhancing feature dimensions through Byte Pair Encoding (BPE), incorporating
expert recommendations, and utilizing Deep Feature Synthesis (DFS) to derive similar
features. The final classification task is performed using LightGBM, with precision, re-
call, and F1 score serving as the evaluation metrics for users. Given that class imbalance is
a common issue in business applications, the SMOTE technique is employed to adjust the
sample distribution. Additionally, to enhance feature representation and interpretability in
persona, the RFM model’s monetary value is incorporated into the feature set, providing
new interpretative dimensions. There are also some alternative approaches:

• Stratified Sampling and Cost-Sensitive Learning: During data preprocessing, over-
sampling the minority class or incorporating class weights during model training
(e.g., using the scale pos weight parameter) can help mitigate imbalance more
efficiently.

• Ensemble Methods: Combining undersampling techniques (e.g., RandomUnderSam-
pler) with boosting algorithms (e.g., RUSBoost) can reduce redundancy in the major-
ity class while preserving performance.

• Application of Focal Loss: Introducing dynamic weights into the loss function can
down-weight the contribution of well-classified (majority class) samples and empha-
size learning from hard (minority class) examples.
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3. Research Methodology

To propose an interpretable framework to address the issues of customer lists being un-
acceptable and limited in number in the business domain, the framework will utilize the
characteristics of natural language to extract customer labels. These labels will not only
possess industry knowledge and interpretability but also serve as personas. By augment-
ing the data features with these labels and incorporating them into model training, we aim
to obtain predictive results for classification tasks.

The method proposed in this study consists of three main steps:
The first step is to identify the objectives and obtain relevant raw data, which represents
customer-related feature data.
The second step involves the framework proposed in this study, which first preprocesses
the data using Byte-Pair-Encoding (BPE). This process extracts fact tags (F-tags) from the
raw data and adds them as feature fields. Experts then define target tags (T-tags) based on
the objectives, domain knowledge, and fact tags. Subsequently, Depth-First Search (DFS)
is employed to identify tag combinations based on the target tags, and experts determine
derivative tags (D-tags) from these results. Finally, the derivative tags are used as the basis
for actual class labels, making them the target variables in the model.
The third step involves model prediction and value evaluation. By assessing the model’s
accuracy, recall, and F1 score, the next steps are determined. If the metrics do not meet
the standards, model parameters, DFS parameters, or tags are adjusted, and the model
is retrained. If the standards are met, special customers are excluded, and the resulting
list is evaluated against the objectives identified in the first step. If the list does not meet
the objectives, the process returns to the third step and repeats until the objectives are
satisfied.

This section sequentially introduces the implementation details of the proposed frame-
work, named Tag-Framework: Section 3.1 discusses the definition and acquisition of la-
bels and experts. Section 3.2 explains the adjustments made to Byte-Pair Encoding (BPE)
to find more root results and analyzes its complexity. Section 3.3 provides detailed expla-
nations and examples of the adjustments made to Depth-First Search (DFS) to find tag
combinations similar to the target tags. Section 3.4 analyzes the improvements to DFS in
terms of time and space complexity. Section 3.5 describes the evaluation metrics for the
model and the process of value evaluation.

3.1. Definition and Acquisition of Labels and Experts

Labels will vary depending on their source: first, apart from being cleaned and prepro-
cessed according to the characteristics of the data, all data must undergo BPE preprocess-
ing. Moreover, the generation of labels relies on the involvement of experts, specifically
domain experts. According to the research and definition by Wong et al., domain experts
typically lack training in data analysis, visualization, and statistics [78]. Such experts may
include sociologists who analyze social phenomena in their work, sales professionals fa-
miliar with certain types of products or marketing strategies, or individuals who have
deliberately practiced in areas like chess, music, healthcare, or education [79]. These ex-
perts possess advanced knowledge, business rules, and processes within their respective
fields, serving as the primary source of information for the team [80], but they usually
have limited awareness of technical aspects such as visualization or technology [78].
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The domain experts in this study were selected based on a case study approach, in-
volving three credit card marketing project managers (PMs) and three managers from the
investment products department, each with over eight years of experience in the finan-
cial industry. These experts participated in the experiment, model development, and label
selection.

Fact Tag (F-tag): Derived from the original data through BPE processing, unsuitable
tags and function words are excluded. The results are then matched with extracted fields
using regular expressions (regex). If a match is found, the corresponding subword is re-
tained as a fact tag. The fact tag will serve as a feature field in the original data, with the
field’s value determined by the data characteristics or as a binary 0/1 value.

Target Tag (T-tag): Determined by experts from the F-tags based on domain knowl-
edge or target characteristics, the T-tag can consist of one or more fact tags. Experts select
the T-tag from precise feature fields; otherwise, the selected value may not correspond to
any existing feature, and the features are determined through experience from the data to
meet the definition of an interpretable model.

Derivative Tag (D-tag): Using the T-tag as the root node, DFS is employed to iden-
tify tag combinations that are similar to the T-tag. DFS includes two parameters: depth
(pairlen) and similarity ratio (pairproportion). Differences in parameters and simple ex-
amples are detailed in Section 3.3. Upon discussion with experts, the tag combination can
then be finalized as the derivative tag. Assuming DFS as the Approx function, the tag set
and corresponding formulas are represented as shown in Equations (2) and (3).

Ttag ⊆ Ftag (2)

Dtag = Approx(Ttag, Ftag) (3)

According to the formulas, the Ttag is a subset of the Ftag, while the Dtag is derived
from tag combinations identified by DFS that are close to the Ttag, with the final decision
made by experts. In simple terms, the Ftag is generated by BPE, the Ttag is selected from
the Ftag and determined by experts, and the Dtag is derived from various tag combinations
found by DFS, with the final decision also made by experts, as illustrated in Figure 2.

3.2. Adjustment and Complexity Analysis of BPE

One of the objectives of this framework is to enable preprocessing of any natural lan-
guage data to ensure its generalizability. Therefore, based on the conclusions drawn from
the literature review, the BPE tokenization algorithm was selected for adjustment. Using
alternative methods, such as splitting by punctuation or whitespace, would reduce gener-
alizability, limiting applicability to other languages and potentially exceeding hardware
constraints. Since BPE is not the most frequent tokenization method, even terms that ap-
pear only once in the dataset would be transformed into feature columns in subsequent
steps, which would significantly impact memory usage [57]. Furthermore, when a term
that occurs only once in the dataset becomes a feature column, it leads to a situation where
only one record holds a value while all others are 0.

Another reason for adopting BPE in this study’s framework is its application in the
commercial sector. In addition to general consumer electronics and household products,
many financial product names lack spaces and punctuation rules, and most are phrases
consisting of single sentences, such as: “Green Power Global ESG Green Power ETF
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Fig. 2. Label Relationship Diagram

Fund”,“US Treasury 20-Year U.S. Government Bond 20+ Year Fund”,“Japan Leveraged
2x Tokyo Stock Exchange Daily Fund (Currency Hedged)”,“Super Enjoy Life Variable
Annuity Insurance”,“Triple True Medical Hospitalization Insurance (Outward Type)”,“BNP
Paribas 12-Month Non-Principal-Protected Structured Note”,“Franklin Templeton AI New
Technology Fund N (Accumulation) (USD) (Back-End Load)”, and “BlackRock Emerg-
ing Markets Bond Fund (Stable Distribution) (Monthly Distribution) (AUD Hedged)”. If
traditional tokenization methods were used, it would either require a customized dictio-
nary or fail to generate reasonable morphemes, which would hinder their conversion into
customer labels or feature columns. However, the characteristics of BPE can effectively
resolve this issue.

The original BPE algorithm employs 2-gram characters to obtain the most frequent
words. To ensure generalizability across languages such as Chinese and English, as well
as specialized terminology in various industries, the byte size was modified to iterate over
the data in forms of 2, 4, 6, and 8 grams. After extracting the most frequent words using
2-gram characters, the process continues with 4-gram, 6-gram, and 8-gram iterations to
capture a wide range of morphemes. This approach ensures that the proposed framework
can successfully extract morphemes from datasets in any natural language. The pseu-
docode is illustrated in Figure 3.

This code is divided into three phases, which will be explained in detail below, along
with an analysis of their time and space complexities. Data Processing Phase: This phase
includes converting full-width characters to half-width, removing non-essential symbols,
and converting all text to lowercase to ensure data consistency. Since each character must
be processed individually, the time complexity of this process is proportional to the length
of the input data, denoted as O(n).
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Fig. 3. Extraction of Fact Labels and BPE Pseudocode

Word Frequency Construction Phase: In this phase, the algorithm traverses the entire text
to create a table mapping each unique word to its corresponding frequency. If the text
contains m unique words, the time complexity of this process is O(m). At the end of this
phase, additional space is required to store both the processed text and the word frequency
table, resulting in a space complexity of O(m+ n).

Iteration and Merging Phase: The core of BPE lies in repeatedly iterating and merg-
ing the most frequently occurring pairs of characters until either the iteration limit k is
reached or no more character pairs can be merged. During each iteration, the algorithm
calculates the frequency of all possible character pairs and selects the most frequent pair
for merging. In the worst-case scenario, each iteration involves a comprehensive search
through all the words, resulting in a time complexity of approximately O(m2) per itera-
tion. Therefore, the total time complexity is O(k ·m2). During this phase, the frequency
of each character pair is recorded. Assuming the maximum number of character pairs is
p, the space complexity for this phase is O(p).

In summary, the overall time complexity of the BPE algorithm designed in this study
can be expressed as O(n + m + k · m2), while the space complexity can be expressed
as O(n+m+ p). However, in practical applications, adjustments and optimizations will
be made based on the characteristics and structure of the data, so the actual runtime and
space usage are expected to be lower than the worst-case scenario.
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3.3. Adjustments to DFS and Example Explanation

One of the objectives of this framework is to address the issue of a limited number of
potential customers. If targets are provided by experts and predictions are based on these
targets, the number of individuals on these lists cannot be further increased. Furthermore,
due to a lack of interpretability, the list may be rejected by experts or even result in a
number lower than what experts would propose based on their experience. Therefore, this
study employs DFS to expand the features selected by experts, allowing for the acquisition
of features similar to the targets and thereby increasing the number of individuals provided
by the model’s predictions. DFS was originally designed to traverse an entire graph or tree
until all discovered nodes are visited, as detailed in Section 2.4. However, the purpose of
employing DFS in this framework is to identify label combinations that approximate T-tag
in order to expand target features. Therefore, it is necessary to determine an appropriate
approximation ratio through industry knowledge or expert consultations. If the parameters
do not meet the specified conditions, the search will not continue further.

Therefore, this study designs two parameters for DFS: depth (pairlen) and similarity
ratio (pairproportion), to flexibly identify labels that meet the requirements. Based on
Equation (3), the formula (4) representing this design is as follows:

Dtag = DFS
Ttag

(Ftag,pairlen,pairproportion) (4)

The DFS function will use the initially set T-tag as the root node and search for fact
labels that meet the criteria based on the variables pairlen and pairproportion. Here, a
larger value for pairlen indicates a greater depth extending downward from the root node,
resulting in more nodes. Conversely, a larger value for pairproportion signifies a higher
degree of association between the root node and subsequent nodes, leading to a higher
proportion of co-occurrence. If pairlen is set to 3 and pairproportion is set to 0.7, then
the weight of the edge between the root node and the next node must be greater than 0.7,
and the number of nodes below the root node must be at least 3 for it to be considered a
candidate for further search. Finally, all candidate nodes are traversed, and only after this
traversal are they added to the label combination list. This process continues until there
are no more candidate nodes. A schematic representation is shown in Figure 4.

As shown in Figure 4, we first assess whether the weight score between the root node
and the next node exceeds pairproportion. Subsequently, we evaluate whether the total
number of nodes in the graph, including the root node, is at least pairlen. Only if the root
node meets both conditions will it be included in the list of candidate nodes. Therefore,
the edge weight is 0.2, which does not satisfy condition 1, so this node is ignored in sce-
nario 1; the edge weight is 0.8, satisfying condition 1, and the total number of nodes is 3,
which meets condition 2, so this node is added to the list of candidate nodes in scenario
2; the edge weight is 0.8, satisfying condition 1, and the total number of nodes is 4, which
meets condition 2, so this node is added to the list of candidate nodes in scenario 3.
Furthermore, if the value of pairproportion is set closer to 1, the association between the
root node and the next node will be higher. Similarly, a larger value for pairlen indicates
a greater number of nodes. Therefore, when both DFS parameters are set to larger values,
the conditions for satisfying nodes become more stringent, resulting in fewer label com-
binations.
Conversely, if both parameters are set to smaller values, the number of label combinations
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Fig. 4. DFS Search Schematic

will be significantly higher. The actual settings should be determined based on the desired
objectives and discussions with experts regarding these variables.

The association between nodes can be confirmed through the weight scores (edge
scores) between nodes and the set pairproportion. This weight score is calculated based
on the values of fact labels and co-occurrence (the frequency with which two features
appear together). The calculation is explained as follows.

This score is derived from summing the value of a label with the values of other
columns where it appears simultaneously. This approach reflects the correlation between
the occurrence of labels together [71]. In other words, if one P-tag frequently co-occurs
with another P-tag across multiple records, the score on the edge between these two P-
tags will be higher.
After all scores are calculated, normalization will be performed. Since we are primarily
interested in the relationship between the highest score and other scores to confirm the
association between labels, each label’s score is divided by the highest score. This process
ensures that all edge weight scores fall within the range of 0 to 1. A score closer to 1
indicates a higher degree of correlation between the two labels.
In summary, after performing a descending order sort, the edge weights can reveal the
co-occurrence between each pair of labels. Additionally, the top 10 most common P-tags
and labels with 0 co-occurrence, as well as records with a root node score of 0, will be
excluded. An example is provided in Table 1.

Using Table 1 as an example, we calculate the co-occurrence weight between the fact
label A (node A, root node) and other labels (nodes). We then proceed to traverse the data.

• In the first row, the score for A is 0.5. The corresponding values for B, C, and D are
0.2, 0, and 0.1, respectively. Since the label C has a corresponding value of 0, its co-
occurrence with A is also 0, and thus it does not contribute to the weight. The scores
for labels B and D will be updated accordingly, with B’s score increasing to 0.7 (0.5
+ 0.2) and D’s score increasing to 0.6 (0.5 + 0.1).
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Table 1. Example Table for Weight Calculation
F-tag

No. A B C D

1 0.5 0.2 0.0 0.1
2 0.0 0.3 0.4 0.0
3 0.6 0.1 0.2 0.3

• In the second row, the score for A is 0 and the root node is 0, so this record can be
ignored.

• In the third row, the score for A is 0.6. The corresponding values for B, C, and D are
0.1, 0.2, and 0.3, respectively. Therefore, the scores for labels B, C, and D will all
increase: B’s score will be 0.7 (0.6 + 0.1), C’s score will be 0.8 (0.6 + 0.2), and D’s
score will be 0.9 (0.6 + 0.3).

• Following the calculation of the final scores, the sum of the scores obtained by all
labels results in the final scores for label A with respect to the other labels: B: 1.4, C:
0.8, and D: 1.5.

• After normalization and descending order sorting, the sequence of labels D, B, and C
is determined, with the highest score being 1.5. By dividing all label scores by 1.5, the
final co-occurrence scores of labels D, B, and C with label A are obtained as 1, 0.93,
and 0.53, respectively. The results indicate that label D has the highest co-occurrence
with A, followed by B, while label C has the lowest co-occurrence.

• Therefore, we can create a graph with A as the root node, connected to nodes D, B,
and C. The corresponding edge scores are 1, 0.93, and 0.53, respectively, as illustrated
in Figure 5.

Fig. 5. Graph Generated with A as the Root Node

3.4. Complexity Analysis of DFS

The D-tag code is divided into two phases. The following sections will explain the code
and analyze its time and space complexities. Please refer to Figure 6 for details.
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Fig. 6. Pseudocode for Deriving Labels

Phase One: Column Identification
In this phase, the entire dataset is traversed, examining each row and column to compute
the count of non-zero values and perform sorting for each column. If n represents the
number of rows (samples) and m denotes the number of columns (features), the time
complexity for this method is O(n ∗m). The time complexity for the sorting operation is
O(n∗logm). Since m∗n is significantly larger than m∗logm, the overall time complexity
for the first phase will be dominated by O(n ∗m). Phase Two: Node Connection

In this phase, calculating the weight scores for each node requires traversing the entire
dataset, resulting in a time complexity of O(n ∗ m). Additionally, sorting the nodes has
a time complexity of O(m ∗ logm). Therefore, the total time complexity for the second
phase is O(n ∗m+m ∗ logm).

In both phases described above, the space complexity is determined by the number
of columns in the data and the scores and sorted nodes for each column, resulting in a
space complexity of O(m). Overall, the time complexity for processing data with the D-
tag class is primarily determined by the traversal of the data. As the number of samples
and features in the dataset increases, the computational load will also increase, leading to
a time complexity of O(n ∗m).

Refer to Figure 7 for the analysis of the time and space complexities of label searching
and DFS pseudocode. The time complexity of DFS is typically expressed as O(V + E),
where V represents the number of nodes and E represents the number of edges. In this
study, the DFS code is adapted based on the D-tag, so in the worst-case scenario, if each
node is connected to every other node, the number of edges approaches V 2. Consequently,
the time complexity is close to O(V 2). Regarding space complexity, the primary consid-
erations are the storage of the node set during traversal and temporary nodes. Therefore,
in the worst-case scenario, where all nodes’ visit states and paths need to be stored, the
space complexity is O(V ).
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Fig. 7. Pseudocode for Deriving Labels and DFS Search

3.5. Model Metrics and Value Evaluation

When evaluating a model, various metrics are used to compare performance, and specific
evaluation criteria are applied to datasets with class imbalance issues, as relying solely
on accuracy can be misleading [81]. Typically, a confusion matrix is employed to provide
statistical data on true and false results [82], as illustrated by the relationships in the
following table.

Table 2. Confusion Matrix for Binary Classification

Predicted Class
Actual Class

True (1) False (0)

Positive (1) TP FP
Negative (0) FN TN

Saito et al. have designed various model evaluation metrics [82]. Commonly used metrics
include:

• Precision: Focuses on evaluating the predicted positive results.

TP

TP + FP
(5)

• Recall, TP Rate, Sensitivity: Concerns the results when the actual class is 1.

TP

TP + FN
(6)
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• F1 Score: Considers all aspects of the confusion matrix simultaneously.

2× TP

2× TP + FP + FN
= 2× precision × recall

precision + recall
(7)

The results of the three metrics are considered better the closer they are to 1 and
worse the closer they are to 0. Vujović’s research indicates that scores greater than 0.93
are classified as excellent, scores above 0.8 as good, and scores above 0.6 as satisfactory
[81]. Given that this study places a higher emphasis on the overall performance of the
model, the F1 score is used as the primary evaluation metric. Only models with an F1
score greater than 0.8 are considered for value assessment.

In the value assessment, to simulate the customer lists generated by domain experts
based on past experience, the target labels are used to create a benchmark model. The
predictions from this model are treated as the customer lists produced by experts, and are
compared with those generated by the explainable framework to evaluate the differences.

4. Experimental Results and Analysis

This study aims to propose an explainable framework to address the marketing list issue
in the business domain.

4.1. Identify Objectives and Acquire Relevant Data

To ensure that the test data closely reflects the marketing list issue in case studies, the se-
lected dataset must meet the following criteria: the dataset should include fields with natu-
ral language, with enough detail to allow domain experts to interpret the characteristics of
the data. For example, customer purchase records should contain descriptive statements
such as product descriptions, product names, or transaction-related information, and the
data should be relevant to the customers. Under these conditions, the dataset aligns with
the definition of model explainability [83–86]. Consequently, the Amazon Sales public
dataset is chosen for the experiment, which consists of 16 feature fields per record.

Table 3. Description of the Public Dataset(1)
Dataset Name Feature Count Number of Records Source

Amazon Sales 16 1465 [87]

– product id: String - Product ID, each product has a unique identifier
– product name: String - Product Name, including detailed content
– category: String - Product Category
– discounted price: Numeric - Price after Discount
– actual price: Numeric - Actual Price
– discount percentage: Numeric - Discount Percentage
– rating: Numeric - Product Rating Score
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– rating count: Numeric - Number of User Ratings
– about product: String - Product Description
– user id: String - User ID of the Reviewer
– user name: String - Name of the Reviewer
– review id: String - User Review ID
– review title: String - Review Title
– review content: String - Review Content
– img link: String - Product Image URL
– product link: String - Product Official Website URL

4.2. Explainable Framework

F-tag The public dataset serves as the raw data for this experiment. After data cleaning
and conversion between full-width and half-width characters, the product name and
about product fields were selected as the target columns for BPE. This process re-
sulted in the extraction of 723 and 293 subwords, respectively. Due to space constraints,
only a portion of the subwords is displayed; see Tables 4 and 5 for detailed information.

Table 4. Subwords for the product name Field
Column Name Number of Subwords Sample Subwords Method of Generation

product name 723

accessor
accessories
adapter
apple/dell
apple/dell/lenovo
black-heart
black/char
black/chartre
black2v9
blackxcd-
capicity
cappuccin
carecase
certified . . .

BPE

After obtaining the subwords and conducting data cleaning to exclude unnecessary
and duplicate subwords, the comparison between the product name and about product
fields using regular expressions yielded a total of 177 F-tags, as shown in Table 6. The
fact labels do not necessarily represent complete words, as the final labels are determined
by the frequency of characters in the vocabulary.

The F-tags are treated as feature columns and added to each data entry, resulting in
the original dataset having 177 additional columns, making a total of 193 columns after
including the fact labels. The F-tag values are expressed as 0/1, where 1 indicates that the
record contains the feature associated with the tag, and 0 indicates its absence. This means
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Table 5. Subwords for the about product Field
Column Name Number of Subwords Sample Subwords Method of Generation

about product 293

anti-rust
anti-wrink
anti-wrinkle-
appropri
assistant
attachment
authenti
availability
backlight
bluetooth
bn59-013
borosilic
breaking
cameramem
centimet . . .

BPE

that a record with a value of 1 indicates that the customer’s purchase includes a product
description or name that possesses the corresponding tag characteristics. See Figure 8 for
illustration.

Table 6. Table for Public Dataset of F-tab
Label Category Number of Labels Partial Results of F-tag Generation Method

F-tag 177

[’technolog’, ’experienc’,
’manufacture’, ’temperat’,
’addition’, ’connectiv’,
’material’, ’features’,
’transmis’, ’recharge’, . . . ,
’notebook’, ’straight’,
’thorough’, ’attachment’,
’guidelin’, ’instruction’,
’upholster’, ’sandwich’,
’resistance’, ’component’]

Based on the roots generated from
Tables 4 and 5, data cleaning and
regular expression matching were
conducted to obtain.

T-tag and label combinations In experiments conducted on public datasets, this
study incorporated the recommendations of domain experts—credit card marketing prod-
uct managers (PM). Three experts collaboratively discussed and selected a target label
set from 177 factual labels, resulting in the following labels: sensitivity, lightweight, and
durability. The experts expressed the desire to identify label combinations from the public
datasets that are similar to sensitivity, lightweight, and durability.
Based on the design of the Depth-First Search (DFS) algorithm, we treat the T-tag as the
root node to locate the corresponding D-tags. Through trial and error and expert discus-
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Fig. 8. The public dataset with the addition of F-tag columns

sions, the parameters for the depth-first search, namely pairlen and pairproportion, were
set to 3 and 0.4, respectively. The DFS results identified multiple label combinations for
the three target labels, specifically (74 sets, 74 sets, and 35 sets). For detailed results, refer
to Table 7.
The label combinations represent factual labels that co-occur with the target labels, al-
lowing experts to identify which labels are related to their experience-based target labels.
Through these label combinations, experts can better understand the relationships be-
tween the target labels and other relevant labels.

D-tag Based on the DFS results from the previous step, multiple label combinations
were generated. These results need to be discussed with experts, who will determine two
derived label sets based on their experience, the characteristics of the data, and the scope
of interpretability. The two sets identified are: (convenient, warranty) and (function, pro-
tection).
The selection of derived labels must effectively convey the meaning of the target labels.
Therefore, the derived labels (convenient, warranty) and (function, protection) were cho-
sen to correspond to the target labels (sensitivity, lightweight, durability).
The aforementioned D-tags are treated as the actual categories for the model and are as-
signed to each data point. If the data contains the specified combinations, it is labeled as
1; otherwise, it is labeled as 0, as shown in Figure 9. After labeling the data, it is possi-
ble to determine which customers purchased products featuring (convenient, warranty) or
(function, protection), or whether the product descriptions include items with (convenient,
warranty) or (function, protection).
After labeling, separate models were developed for each derived label combination. As a
result, with the two derived label sets, two models were generated: one to predict potential
customers for (convenient, warranty) and another for (function, protection).

Fig. 9. The public dataset with the addition of F-tag columns
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Table 7. Partial results table of DFS label combinations
T-tag Number of combinations Partial results of label combinations Generation method

sensitivity 74

[[’sensitiv’, ’experienc’, ’experience’],
[’sensitiv’, ’features’, ’warranty’], . . . ,
[’sensitiv’, ’features’, ’warranty’,
’devices.’, ’charging’, ’compatibl’,
’experience’],. . . , [’sensitiv’, ’function’,
’devices.’], [’sensitiv’, ’function’,
’protection’], [’sensitiv’, ’function’,
’features’], [’sensitiv’, ’function’,
’convenient’], [’sensitiv’, ’function’,
’compatibl’], [’sensitiv’, ’function’,
’capacity’]]

DFS

lightweight 74

[[’lightweight’, ’compatibl’, ’devices.’],
[’lightweight’, ’compatibl’, ’devices.’,
’charging’],[’lightweight’, ’compatibl’,
’devices.’, ’charging’, ’transfer’],
[’lightweight’, ’compatibl’, ’devices.’,
’charging’, ’warranty’], [’lightweight’,
’compatibl’, ’devices.’, ’charging’,
’warranty’, ’manufactur’],[’lightweight’,
’compatibl’, ’devices.’, ’charging’,
’warranty’, ’manufacture’], . . . , [’lightweight’,
’function’, ’devices.’], [’lightweight’,
’function’, ’protection’], [’lightweight’,
’function’, ’features’], [’lightweight’,
’function’, ’convenient’], [’lightweight’,
’function’, ’compatibl’], [’lightweight’,
’function’, ’capacity’]]

DFS

durability 35

[[’durability’, ’charging’, ’devices.’],
[’durability’, ’charging’, ’devices.’,
’compatibl’], [’durability’, ’charging’,
’devices.’, ’compatibl’, ’smartphon’],
[’durability’, ’charging’, ’devices.’,
’compatibl’, ’warranty’],. . . , [’durability’,
’charging’, ’devices.’, ’transmission’],
[’durability’, ’charging’, ’devices.’,
’transmis’] ,[’durability’, ’charging’,
’warranty’], [’durability’, ’charging’,
’connector’],[’durability’, ’charging’,
’smartphon’]]

DFS
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4.3. Model Prediction and Value Assessment

The experiments conducted on the public dataset were implemented using Python 3.10.5
in Visual Studio Code, on a MacBook Pro 2023 with an M2 chip and 32GB of RAM.
Missing values in the dataset were handled by imputing the mean. For BPE processing,
the fields (product name, about product) were converted to half-width charac-
ters and lowercase English letters, and full-width spaces were replaced with half-width
spaces. Following Sections 4.1 and 4.2, the objective of this section is to predict poten-
tial customers for products that possess two sets of derived labels. The machine learning
model utilized is LightGBM, as described by Aditya et al. in the literature review [20].
This model not only offers excellent data adaptability but also provides accurate and stan-
dardized hyperparameter settings. Hyperparameter adjustments were made based on the
parameters and data characteristics discussed by Gupta et al. [88]. Table 8 details the
hyperparameter settings for the model.

Table 8. Model Hyperparameter Settings Table
Model Type Parameter Category Setting Value

LightGBM

num leaves 60
max depth 8

extra trees True
random state 42

sampling strategy 0.8
train, val 0.75, 0.25

Based on the settings in the above table, the model’s prediction results and scores are
shown in Table 9. For the first set of derived labels (convenient, warranty), the precision
is greater than 0.8; for the second set (function, protection), the precision reaches 0.99.
Both sets of D-tags meet the model standards outlined in Step 3 (precision, recall, and F1
score all exceeding 0.8). Therefore, the list of predicted customers can be subjected to a
value assessment, excluding clients who are refused or blacklisted by the company. The
final step is to verify whether the list aligns with the domain experts’ objectives, thereby
producing a final, interpretable list of potential customers.

Table 9. Model Prediction Scores Table
D-tag Evaluation Category Score

(convenient, warranty)
precision 0.833

recall 0.833
F1 score 0.833

(function, protection)
precision 0.999

recall 0.833
F1 score 0.909
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In the value assessment, to simulate the customer list proposed by experts based on
past experience, modeling based on the target labels was used as a benchmark for com-
parison. Since there were no individuals meeting all three criteria (sensitivity, lightweight,
durability), three combinations were used for data labeling: (sensitivity, lightweight),
(sensitivity, durability), and (lightweight, durability). These combinations served as the
actual categories for the model. Predictions were made using the same parameter settings,
and the results are presented in the table below.

Table 10. Model Prediction Scores Based on Past Experience Table
Actual Category Evaluation Category Score

(sensitiv, lightweight, durability)
precision 0.999

recall 0.666
F1 score 0.800

Next, we compared the number of individuals on the lists, as detailed in Table 11. At
an F1 score threshold greater than 0.8, the model predictions based on the explainability
framework identified 17 potential customers, while the directly modeled numbers based
on past experience identified only 2. This result indicates that the explainability frame-
work predicts 8.5 times more potential buyers than the past experience model. It also
highlights that the targets selected based on past experience may result in no customers
meeting the criteria, which contributes to modeling challenges and low explainability,
exemplifying the so-called cold start problem.

Table 11. Value Assessment Table
F1 Score Threshold > 0.8 Explainability Framework Past Experience

Predicted Number of Buyers 11 (Number of Individuals) 2 (Number of Individuals)
Difference 5.5x 1x

In summary, the results of the small-sample experiments on the public dataset validate
the effectiveness of the framework. It is evident that the parameters of DFS significantly
impact the number of model predictions. Additionally, the choice of label combinations
can be affected by whether the DFS parameters are set too low or too high. Further-
more, the derived labels determined by domain experts based on these label combinations
can substantially influence the prediction results, potentially leading to class imbalance.
Therefore, it is advisable to apply SMOTE to augment and adjust the sample as needed.

4.4. Interpretability and persona

In the interpretability section, the modeling results for derived labels are analyzed using
LIME for local explanations and SHAP for global explanations. First, the explanation plot
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for (convenient, warranty) is presented in Figure 10, followed by the explanation plot for
(function, protection) as shown in Figure 11.

Fig. 10. LIME and SHAP Explanation(1)

Fig. 11. LIME and SHAP Explanation(2)

Figure 10 shows the LIME explanation on the left. In the LIME plot, the Y-axis is
sorted by the features with the greatest impact on the prediction, while the X-axis repre-
sents each feature’s contribution to the prediction. A negative direction (in red) indicates
a lower likelihood of predicting class 1, while a positive direction (in green) suggests a
higher likelihood of predicting class 1. Therefore, when the values of ’convenient,’ ’war-
ranty,’ and ’purchase’ are less than or equal to 0, they exhibit a strong negative contribu-
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tion (-0.6), influencing the model to not predict class 1. Conversely, if these values are
greater than 0, they show a strong positive contribution. ’Function,’ ’pressure,’ and ’man-
ufactur’ have positive contributions, which slightly push the prediction toward class 1.
The right side of Figure 10 presents the SHAP explanation. In the SHAP plot, the Y-axis
ranks the features by importance, with the most important ones listed at the top. Blue
corresponds to class 0, and red corresponds to class 1. If a feature significantly affects
both classes, the corresponding row will display both colors. Therefore, ’convenient’ and
’warranty’ naturally have a significant impact on the model’s output, while ’purchase’
also exhibits a certain level of influence. Additionally, ’manufactur’ and ’smarphon’ show
moderate SHAP values, indicating a smaller but still notable effect on the model’s predic-
tions.
On the other hand, the label co-occurrence provided by this framework allows for the cal-
culation of co-occurrence scores in the prediction list based on (convenient, warranty), as
shown in Table 12.

Table 12. Co-occurrence Scores for D-tags(1)
D-tag F-tag Co-occurrence Score

(convenient, warranty)

warranty 1.000
manufactur 0.372
convenient 0.344

manufacture 0.313
provided 0.288
features 0.242
devices. 0.226
charging 0.217

compatibl 0.170
protection 0.161
experienc 0.155
experience 0.155
function 0.145
addition 0.136

installation 0.133

The table above lists the top 15 ground truth labels based on co-occurrence ranking.
From the table, it can be observed that, in addition to the labels ’convenient’ and ’war-
ranty’ themselves, the label most closely related to them is ’manufactur,’ which has the
highest co-occurrence score. This is followed by ’provided’ and ’features,’ among others.
These results help reveal the relationships between labels and can be used to validate the
reasonableness of the model’s feature explanations in Figure 10. Similarly, in the LIME
explanation on the left side of Figure 11, it can be seen that when the values of ’function’
and ’protection’ are less than 0, they provide a sufficiently negative contribution, leading
the model to predict against class 1. In the right-side plot, ’function’ and ’protection’ ex-
hibit the highest average SHAP value (5.8), meaning the model can determine whether
a customer is a potential target based solely on these derived labels. Furthermore, Table
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13 shows that the co-occurrence of ’function’ and ’protection’ is quite high, while the
co-occurrence of other labels drops below 0.34, which fully explains the feature ranking
results provided by SHAP.

Table 13. Co-occurrence Scores for D-tags(2)
D-tag F-tag Co-occurrence Score

(function, protection)

function 1.000
protection 0.872
warranty 0.345
experienc 0.303
experience 0.303
charging 0.297
devices. 0.250

compatibl 0.228
features 0.228

technology 0.218
technolog 0.218
functional 0.207
smartphon 0.202
performanc 0.202
convenient 0.180

In the persona analysis, this study randomly selected one instance from the model
prediction results for each of the two sets of derived labels and listed the non-zero ground
truth labels, as shown in the table below. These results were then analyzed by domain
experts.

Table 14. Persona and F-tags(1)
D-tag F-tag Value

(convenient, warranty)

experienc 1
purchase 1
complete 1
resistant 1

comfortabl 1
lightweight 1
playback. 1
experience 1
convenient 1
warranty 1

Table 14 indicates that the purchaser values experience in product descriptions and
actively makes purchases. They typically prefer products with attributes such as resis-
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tance, lightweight, playback capability, convenience, and warranty. Experts suggest that
in the prediction list of derived labels associated with (convenient, warranty), the per-
sona corresponds to a tech-savvy professional. Such individuals usually prioritize unique
experiences and lightweight products, and they value high-performance gadgets, which
aligns with a high relevance to playback and experience. Alternatively, they might be ac-
tive lifestyle enthusiasts who emphasize comfort, convenience, and durability, indicating
that they may engage in outdoor activities or travel and require items that are both durable
and portable.

Table 15. Persona and F-tags(2)
D-tag F-tag Value

(function, protection)

connector 1
function 1
computer 1
transfer 1
interfer 1

compatibl 1
protection. 1
convenient 1
conductor 1

Table 15 reveals that the purchaser values connectors and functionality in product de-
scriptions and desires features such as computers, transfer capabilities, and protection.
Experts suggest that in the prediction list of derived labels associated with (function, pro-
tection), the persona corresponds to IT professionals, including engineers, remote work-
ers, or technical specialists. Given their emphasis on computer-related labels and their
concern for convenience and transfer functions, these characteristics align well with this
type of persona. In summary, to ensure that the model’s prediction results are sufficiently
interpretable, it is necessary to adopt various expert recommendations based on the char-
acteristics and domain knowledge of different datasets. Integrating the RFM model to
assign values to ground truth labels can provide experts with additional analytical space
in persona. Additionally, using DFS with optimal parameters to explore label combina-
tions and expand the feature scope is essential for the model to identify a larger and more
reasonable number of potential customers. In summary, the above steps can be categorized
into three major phases: identifying objectives and obtaining relevant data, implementing
the interpretability framework, and conducting model prediction and value assessment.
The interpretability framework itself comprises three labeling processes: ground truth la-
bels, target labels, and derived labels. The following discussion will explain the general
validation process based on these steps.

4.5. Generalizability Validation

Due to the rarity of test sets that fit specific case scenarios, publicly available datasets
such as Google Play Store Apps [89] and Amazon Products Sales Dataset 2023 [90] are
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not suitable. These datasets either lack user IDs or have product names or descriptions
that have already become class labels, making it impossible to enhance interpretability
through BPE. However, the effectiveness and feasibility of the framework have been val-
idated through small sample experiments in the preceding sections. To assess the frame-
work’s generalizability and reproducibility, this study has selected other similar datasets
for experimentation. Define Objectives and Acquire Relevant Data In summary, for the
generalizability validation, the UCI Online Retail dataset [91], hereafter referred to as
Public Dataset 2, was used. Each record in this dataset contains 6 feature columns, with a
total of 541,909 online transaction records, as listed below:

Table 16. Description of the Public Dataset(2)
Dataset Name Feature Count Number of Records Source

UCI Online Retail 6 541909 [91]

– Description: String - Product Name
– Quantity: Value - quantity purchased for the record
– InvoiceDate: String - purchase date for the record
– unit price: Value - unit price of the product
– CustomerID: Value - user ID
– Country: String -user’s country of residence

Interpretability Framework

F-tag The selected dataset utilizes the Description column for BPE processing, resulting
in 442 word stems. After excluding duplicates and non-applicable stems, a comparison
between the stems and the values in the Description column using regular expressions
produced 194 ground truth labels. Due to space constraints, only a subset of these stems
is displayed in the table below.

After obtaining the ground truth labels, as listed in Table 18, they were incorporated
into the dataset as feature columns. Consequently, 194 new columns were added to the
dataset, resulting in a total of 200 feature columns.
To represent the purchasing characteristics of customers, the M (Monetary Value) com-
ponent from the RFM model was used as the value for the ground truth labels. The cal-
culation for the monetary value is as follows: (Total purchase amount by the customer
for the products corresponding to the label) / (Number of purchases of that product) / 2.
This represents the average spending per product by the customer over a two-year period.
Subsequently, the data was merged based on CustomerID, retaining only the CustomerID
and ground truth label columns, resulting in a total of 195 columns.
In summary, for consumer A, if there is only one record in the data matching the label
”popcor,” the total amount for that record is divided by 2 to determine the value of ”pop-
cor” for customer A. If consumer B has two purchase records in the data that match the
label, the amounts for these two records are summed, divided by the number of records,
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Table 17. Partial Word Stems from the Description Column
Field Name Number of Stems Partial Stem Results Generation Method

Description 442

artific

butterfi

butterfli

butterfly/

campho

. . .

windmil

wirele

yellow

yellow/

yuleti

BPE

Table 18. Public Dataset of F-tag Table 2: Label
Lable Categories Number of Labels Partial F-tag Results Generation Method

F-tag 194

[’childre’, ’strawb’, ’butter’,
’scandina’, ’babush’, ’victori’,
’dinosa’, ’garden’, ’sketch’,
’popcor’, . . . ,
’revolu’, ’toilet’, ’square’,
’artific’, ’glass’, ’cabinet’,
’candle’]

Based on the word
stems generated from
Table 12, cleaning
and regular expression
matching were performed
to obtain
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and then divided by 2 to determine the value of the label ”glass” for customer B. The
consolidated results will form a new dataset.
Based on the combination of the RFM model and the ground truth labels, we can de-
termine the average spending amount of each customer on products corresponding to the
label over a two-year period. This information helps to understand the average purchasing
power of each customer in online shopping.

T-tags and combinations of labels The T-tags were determined by domain experts—a
credit card marketing project manager—based on the objectives of the task, using the
ground truth labels. After discussion among three experts, the target labels were decided
to be (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’). The experts expressed the aim of identi-
fying label combinations in the public dataset that are similar to those related to children,
candles, decorations, and chocolate.
Next, the parameters pairlen and pairproportion for the DFS were set. To verify the re-
producibility of the framework, these parameters were set to 3 and 0.4, respectively. This
configuration means that the label combinations should include at least three nodes and
that the co-occurrence between the root node and the subsequent node should be above
0.4. The DFS search results for the target labels were (147 combinations, 147 combina-
tions, 136 combinations, 147 combinations), as detailed in Table 19.

D-tag Based on the experts’ experience, data characteristics, and the scope of inter-
pretability, two sets of derived labels were selected from the label combinations: (christ,
colour) and (garden, flower). The selection of D-tags must be able to convey the mean-
ing of the target labels. Therefore, the derived labels (Christmas, colorful) and (garden,
flowers) were chosen to correspond to the target labels (children, candles, chocolate, dec-
orations).

The D-tags mentioned above will be treated as the actual categories for the model
and assigned to each record in the dataset. If a record contains one of the specified com-
binations, it will be marked as 1; otherwise, it will be marked as 0. After labeling the
data, it will be possible to identify which customers purchased products related to either
(Christmas, colorful) or (garden, flowers).

Model Prediction and Value Assessment
¯

The experimental environment for Public Dataset
2 was the same as that used for Public Dataset 1. Missing values in the dataset were
imputed with the mean values. The BPE processing for the column (Description) was
standardized to lowercase and half-width characters, with full-width spaces converted to
half-width spaces and extra spaces removed.

After completing steps one and two, the task objective is to predict potential customers
for products that possess either of the two sets of derived labels. To ensure the stability
of the experiment, the machine learning model used is LightGBM, with hyperparameters
configured as outlined in Table 8. Using the settings from Table 8, the model prediction
results and scores are obtained as shown in Table 20. For the first set of derived labels
(Christmas, colorful), the precision of the predictions reaches 0.98; for the second set
of derived labels (garden, flowers), the precision is 0.97. Both sets of derived tags meet
the model standards from step three (with precision, recall, and F1 score all exceeding
0.8). Consequently, the customer lists predicted by the model can be subjected to value
assessment.
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Table 19. DFS Label Combination Results(2)
T-tag Number of Combinations Partial Label Combination Results Generation Method

childre 147

[. . . , [’childre’, ’colour’, ’glass.1’,
’christ’, ’decorati’, ’candle.1’,
’candle’, ’black’], [’childre’,
’colour’, ’glass.1’, ’christ’,
’decorati’, ’candle.1’, ’candle’,
’black’, ’cakestand’], . . . ,
[’childre’, ’colour’, ’glass.1’,
’christ’, ’decorati’, ’drawer’],
[’childre’, ’colour’, ’glass.1’,
’garden’]. . . ,]

DFS

candle 147

[. . . , [’candle’, ’candle.1’,
’colour’, ’glass.1’, ’butter’],
[’candle’, ’candle.1’, ’colour’,
’glass.1’, ’drawer’], [’candle’,
’candle.1’, ’colour’, ’christ’],. . . .]]

DFS

decorati 136

[[’decorati’, ’christ’, ’colour’],
[’decorati’, ’christ’, ’colour’,
’glass.1’], [’decorati’, ’christ’,
’colour’, ’glass.1’, ’silver’], . . . ,
[’decorati’, ’christ’, ’drawer’],
[’decorati’, ’christ’, ’butterf’],
[’decorati’, ’christ’, ’lanter’],
[’decorati’, ’christ’, ’butterfly’]]

DFS

chocolate 147

[[’chocolate’, ’colour’, ’glass.1’,
’christ’, ’decorati’, ’candle.1’,
’candle’, ’black’, ’garden’],
[’chocolate’, ’colour’, ’glass.1’,
’christ’, ’decorati’, ’candle.1’,
’candle’, ’black’, ’garden’,
’cakestand’], . . . , [’chocolate’,
’colour’, ’glass.1’, ’christ’,
’drawer’], [’chocolate’, ’colour’,
’glass.1’, ’christ’, ’butterf’],. . . ]

DFS

Table 20. Model Prediction Scores Table 2
D-tag Evaluation Categories Score

(christ, colour)
precision 0.983

recall 0.8093
F1 score 0.887

(garden, flower)
precision 0.978

recall 0.866
F1 score 0.919
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In the value assessment, the T-tags (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’) are
used as a benchmark based on the experts’ past experience for comparison. The T-tags
are treated as the actual categories, and the same parameter settings are employed for
modeling. The prediction scores are listed in the table below.

Table 21. Prediction Scores Table 2 Based on Historical Experience
Actual categories Evaluation Categories Score

(‘childre’, ‘candle’, ‘decorati’‘, ‘chocolate’)
precision 0.955

recall 0.773
F1 score 0.85

At an F1 score level greater than 0.8, a comparison of the number of potential cus-
tomers was conducted. The interpretability framework identified 512 potential buyers,
while the number predicted based on historical experience modeling was 68. The results
indicate that the number of potential customers predicted by the interpretability frame-
work is 7.5 times that of the historical experience modeling, as detailed in the table below.

Table 22. Value Assessment(2)
F1 Score >0.8 Interpretability Framework Historical Experience

Predicted Number of Buyers 512 (Number of Individuals) 68 (Number of Individuals)

Difference 7.5x 1x

Interpretability and Persona In the interpretability section, the modeling results for the
derived labels were analyzed using LIME for local explanations and SHAP for global
explanations. First, the explanation diagram for (Christmas, colorful) is shown in Figure
12. Following that, the explanation diagram for (garden, flowers) is presented in Figure
13.

In Figure 12, the left side shows the LIME explanation. In the LIME diagram, when
the value of ”colour” is less than or equal to 0, it has a strong negative contribution (-0.4),
influencing the model not to predict class 1. Conversely, if the value is greater than 0, it
has a strong positive contribution. Additionally, when ”christ” exceeds 7.07 and ”scan-
dina” exceeds 0.49, they provide positive contributions, pushing the prediction towards
class 1. Even ”silver” values between 0 and 4.1 have a positive contribution towards class
1. On the right side of Figure 4-6, the SHAP explanation is presented. The SHAP dia-
gram indicates that ”colour” and ”christ” have significant impacts on the model’s output,
while ”scandina,” ”silver,” and even ”garden” and ”decorati” also exhibit certain degrees
of influence. On the other hand, the co-occurrence scores in the prediction list were cal-
culated based on the label pairs (Christmas, colorful) as provided by this framework, as
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Fig. 12. Public Dataset 2: LIME and SHAP Explanation Diagrams 1

Fig. 13. Public Dataset 2: LIME and SHAP Explanation Diagrams 2

shown in Table 23. The table indicates that, aside from the labels themselves, the label
most strongly associated with (Christmas, colorful) is ”flower,” followed by ”cakestand,”
which also ranks high in co-occurrence. Conversely, ”garden” and ”silver” exhibit lower
levels of co-occurrence, which slightly diverges from the explanation results in Figure 12.

In Figure 13, the LIME explanation on the left indicates that when the values of
”flower,” ”garden,” and ”polishe” are less than or equal to 0, they have a sufficient negative
contribution, causing the model to not predict class 1. Conversely, when ”dotcom” is less
than or equal to 0, it has a positive likelihood of predicting class 1. On the right side of the
figure, the SHAP explanation shows that ”flower” and ”garden” have the highest average
SHAP values (5), while ”butter” and ”toilet” also have a notable impact on the model in
this classification. Additionally, Table 24 shows that, aside from ”flower” itself, ”christ”
and the derived labels appear together quite frequently, followed by the ”garden” label.



A BPE-Based Explainable AI Framework for Business Persona 1743

Table 23. Based on D-tags, Co-occurrence Value(3)
D-tag F-tag Co-occurrence Scores

(christ, colour)

christ 1.000
colour 0.672
flower 0.374

cakestand 0.274
black 0.221

glass 1 0.179
garden 0.164
drawer 0.158
silver 0.123

cabinet 0.112
candle 0.1096

candle 1 0.1096
botani 0.1092

decorati 0.1035
alphab 0.1035

The co-occurrence scores for ”black,” ”colour,” ”darwer,” and ”cakestand” with the de-
rived labels are all greater than 0.4, indicating a high level of co-occurrence. This finding
slightly diverges from the feature explanation results in Figure 13, but it still provides ex-
perts with greater interpretability and comprehensibility of the model’s prediction results.

In the persona section, this study randomly selected one instance from the model
prediction results for each of the two sets of derived labels and listed the factual labels
with RFM values greater than 0, as shown in the table below. These were then analyzed
by domain experts.

From Table 25, it can be seen that the purchaser places significant importance on the
descriptive features of the product, such as ”decorati” and ”silver,” and even prefers de-
scriptions that include ”feathe.” The first three features have high consumption amounts
and frequencies over the past two years, with scores exceeding 5.9. Additionally, the pur-
chaser values specific themes (”charlot”) and stripe elements. Experts suggest that, for the
derived labels corresponding to (Christmas, colorful), the persona is likely that of a home
decoration enthusiast. This individual enjoys beautifying and decorating items and may be
a homemaker, interior designer, or a working professional who values ritualistic elements,
potentially even an admirer of Scandinavian style (scandina, scandinavi, scandi).

From Table 26, it is evident that the purchaser has a strong preference for products
described with ”doughn” in the product descriptions. The consumption frequency and
amount over the past two years for this label are significantly higher, reaching a ratio of
12.5, far surpassing the second most frequent label, ”flower.” Other related labels include
”breakf” (breakfast), ”citron” (lemongrass), and ”thermo” (temperature control) products.
Experts suggest that, for the derived labels corresponding to (flower, garden), the persona
is likely that of a home baking and breakfast enthusiast. The labels indicate that the cus-
tomer enjoys baking and preparing breakfast, and could also be a baker selling homemade
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Table 24. Based on D-tags, Co-occurrence Value(4)
D-tag F-tag Co-occurrence Scores

(flower, garden)

flower 1.000
christ 0.840
garden 0.791
black 0.587
colour 0.579
drawer 0.461

cakestand 0.445
botani 0.355
cabinet 0.329
glass 1 0.273
candle 0.251

candle 1 0.251
butter 0.246
butterf 0.239
stripe 0.223

Table 25. Persona and F-tags(3)
D-tag F-tag RFM value

(christ, colour)

decorati 7.5
silver 6.36
feathe 5.9
charlot 4.25
stripe 4.12
colour 3.75
christ 3.26

scandina 1.25
scandinavi 1.25

scandi 1.25

Table 26. Persona and F-tags(4)
D-tag F-tag RFM value

(flower, garden)

doughn 12.50
flower 4.20
garden 4.19
breakf 4.08
citron 3.97

citronel 3.97
thermo 2.97
candle 2.86

candle 1 2.86
black 1.77
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goods. Additionally, the customer might be a nature lover or a retiree, having ample time
for floral arrangements and baking activities.

In summary, the experimental results with the UCI Online Retail dataset (Public
Dataset 2) demonstrate the generalizability and reproducibility of the explainability frame-
work. It is also observed that when the content of the target labels is more relevant, the
label combinations become highly correlated, resulting in numerous similar label combi-
nations within the nodes.

When the target labels are (‘childre’, ‘candle’, ‘decorati’, ‘chocolate’), domain experts
interpret the relevance from a natural language perspective, noting that candles and deco-
rations are related, chocolate and children are related, and chocolate color is also related to
decorations. This aligns with the setting of target labels being interrelated. Consequently,
the derived labels that were determined—(Christmas, colorful) or (garden, flowers)—are
also relevant. Decorations are associated with candles and Christmas, as well as being
colorful and even with flowers. Children are related to both Christmas and gardens. Many
garden decorations fall within the category of decorations, indicating that despite differ-
ent label combinations, they remain highly related. This is evident from Tables 22 and
23, where the co-occurrence rankings of the two sets of derived labels both reflect the
presence of the other set of derived labels.

Additionally, the experimental results indicate that directly modeling using the expert-
provided target labels can lead to issues such as a small number of customers and a lack
of explanatory power, potentially even causing cold start problems. However, by employ-
ing the described method, which utilizes DFS to identify co-occurrence and reasonably
extend the most relevant features, it is possible to broaden the scope of similar targets and
increase the number of potential customers in the model. Moreover, assigning values to
factual labels through the RFM model and computing the co-occurrence of labels based
on derived labels can effectively enhance the interpretability of the model’s potential cus-
tomer list for experts. This approach increases trust in the model’s results and facilitates
the analysis of personas.

In summary, by integrating domain knowledge with natural language understanding,
experts can provide additional explanations for the labels in the prediction results and
reassess whether their target settings are aligned with the outcomes. After verifying the
generalizability and reproducibility of the framework, Section 4.6 applies the same steps
for case validation.

4.6. Case validation

After validating the effectiveness and generalizability of the interpretability framework
using publicly available datasets, this study further applies the interpretability framework
to cases in the financial industry where marketing lists have been rejected.

Identify objectives and obtain relevant data For this study’s case, marketing lists,
transaction data, and customer datasets provided by one of the top three financial holding
companies in Taiwan were used, as detailed in Table 27. After data integration and con-
sultation with domain experts, a total of 185,199,048 transaction records were obtained,
with each record containing four feature columns, as listed below.

– customer id: String - Customer Code for Each Transaction
– monetary: Numeric - Transaction Amount for Each Entry
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Table 27. Dataset Description Table
Dataset Name Number of Features Number of Records Data Period Purpose

Transaction Data 4 185,199,048 2021/8-2023/8 Obtain F-tags

Customer Information 4 7,314,643 2023/1-2023/8 Training and Prediction

Marketing Lists N/A N/A N/A Define Target Labels

– date: String - Year and Month of Each Transaction
– remark: String - Transaction Notes

Interpretability Framework

F-tag After processing the transaction notes field using Byte Pair Encoding (BPE), a
total of 1,465 word stems were generated. Following the removal of duplicates, non-
descriptive, and irrelevant stems, regular expression matching was conducted, resulting in
319 ground truth labels. Due to restrictions imposed by financial regulations and personal
data protection laws [92, 93], only a portion of the ground truth labels can be provided, as
detailed in Table 28.

Table 28. Partial F-tags Table for the Case Dataset
Label Category Number of Labels Partial Results of F-tags Generation Method

F-tag 319

[’Stocks’, ’Allowance’,
’Taipei City’, ’Steak’,
’Streaming Media Platform’,
’Dividend’, ’Holiday Cash Flow’,
. . . , ’Policy Loans’, ’Funds’,
’Credit Card’, . . . ]

Based on the word stems
generated by BPE,
data cleaning and regular
expression matching
were performed to
obtain

In the customer information dataset, after data integration, a total of 7,314,643 records
were obtained. Thus, as of the end of August 2023, there were 7,314,643 customers.
This dataset contains four feature columns, consistent with those in the transaction data.
The next step involves incorporating the 319 ground truth labels generated by Byte Pair
Encoding (BPE) as additional feature columns into the customer dataset, resulting in a
total of 323 feature columns.

To represent each customer’s spending level, the F-tag values in the case study are
expressed using the RFM model’s expenditure amount, calculated as (Total Transaction
Amount) / (Total Number of Transactions). The total number of transactions is calculated
as the sum of the occurrences of transactions corresponding to the label within the cus-
tomer’s two-year transaction history, indicating the total number of transactions involving
that label over the two years. The total transaction amount is computed using the ’mone-
tary’ field from the transaction data, reflecting the total amount of transactions associated
with the label over the two-year period, expressed in ten thousand units.
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According to the RFM description provided above. When calculating the fund label
field for Customer A, the relevant transaction records associated with the fund label in the
transaction data are used. The total transaction amount, expressed in ten thousand units,
is then divided by the total number of transactions, and the resulting value is entered into
Customer A’s fund label field. Similarly, when calculating the credit card label field for
Customer B, the relevant transaction records associated with the credit card label in the
transaction data are used. The total transaction amount, expressed in ten thousand units,
is divided by the total number of transactions, and the resulting value is entered into
Customer B’s credit card label field.
Through the application of the RFM model as described above, the F-tag values provide
insights into the relationship between the total transaction amount and the number of
transactions associated with each label for the customer up to the end of August 2023.

T-tag and combinations of labels The marketing list dataset was pre-screened by domain
experts, specifically the investment products department manager, to define the target T-
tags. Based on the F-tags derived from the transaction data, and following discussions
among the three experts, a total of eight T-tags were determined, including but not limited
to: (Dividend, Year-End Bonus, Holiday, Retirement Pension, etc.). The remaining four
target labels are related to the descriptions of investment products and internal product
sensitivity, and therefore, not all T-tags can be disclosed.
With the target labels established, this case study sets the DFS parameters pairlen and
pairproportion to 3 and 0.6, respectively, to identify similar label combinations with the
target label as the root node. The aim was to find combinations where there are at least 3
nodes and the co-occurrence between labels exceeds 0.6. The DFS search results, sorted
by the number of combinations, are as follows: (119 combinations, 16 combinations, 108
combinations, 3 combinations, 133 combinations, 59 combinations, 60 combinations, 43
combinations). To avoid violations of financial regulations and personal data protection
laws [93], and to prevent the illegal misuse of personal information, the specific label
combinations cannot be disclosed.

D-tag Following a discussion among three experts, including the investment products
department manager, it was decided that there are 11 derived label combinations. Since
the D-tags involve aspects such as the characteristics of investment products, customer re-
sponse rates, consumer habits, subscription outcomes, and company sensitivity, disclosing
these could potentially lead to the inadvertent exposure of specific customer characteris-
tics and legal issues. To prevent misunderstandings related to the use of personal data and
any illegal intentions [93], the D-tags cannot be disclosed.

Model Prediction and Value Assessment The experiments for this case study were
implemented using Python 3.6 and PySpark 1.4 in the Cloudera Data Science Workbench.
The hardware used consisted of an Intel Xeon 64-bit processor with 16 cores and 128GB
of RAM.
As described in Sections 4.3 and 4.5, the LightGBM model was used with D-tags treated
as the actual class for training. The prediction task involved identifying investment prod-
uct purchasers between September 1, 2023, and October 31, 2023. The results are detailed
in the table below, with an average precision of 0.941, a recall of 0.899, and an F1 score
of 0.938 for the 11 D-tags.
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Table 29. Model Prediction Scores
D-tag Evaluation categories Score

11 D-tag sets
Average precision 0.941

Average recall 0.899
Average F1 score 0.938

Since all three evaluation metrics exceed the threshold of 0.8 set within the inter-
pretability framework, the process moves on to the next step of value assessment. This
study uses A/B testing to validate actual effectiveness. A list of potential customers for
the same investment products identified by domain experts based on past experience is
used as the benchmark (Group A), consisting of 91,018 individuals. The proposed frame-
work predicts 226,998 potential buyers (Group B), which is 2.493 times higher than the
expert-provided list.

Digital advertisements for investment products were targeted to the customer lists
provided by each group (A and B) through an advertising deployment system. Under
identical advertising copy, this study tracked and compiled data only for customers within
one month after the advertisement was deployed. Due to the challenges in objectively
defining transaction tracking and effectiveness of investment products, data on customer
repurchase rates or cost-effectiveness could not be obtained for comparison. Therefore,
only customer response rates and the number of respondents were compared.

The test results indicate that the customer response rate is 3.8 times higher than that of
the list provided by industry experts, and the total number of responses is 9 times greater,
as detailed in Table 30.

Table 30. Value Assessment Table-3
Under an F1 Score Greater Than 0.8 Interpretability Framework Previous Experience

Predicted Number of Purchasers 226,998 (Number of individuals) 91,018 (Number of individuals)

Difference 2.493x 1x

Customer Response Rate
Within One Month of
Advertisement Deployment

3.8x 1x

Number of Responses
Within One Month of
Advertisement Deployment

9x 1x

Interpretability and Persona Due to regulatory constraints, it is not possible to
display LIME and SHAP model visualizations. However, by utilizing an explainability
framework and anonymizing the data, some co-occurrence labels can still be presented.
The order of the labels does not reflect their actual ranking, and identifiable labels have
been omitted, as shown in the table below.
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Table 31. Table-5 of Co-occurrence Scores for D-tags
D-tag F-tag Co-occurrence Score

(ETF A, ETF B, ETF C)

technology industry 0.719
regular installment plans 0.644

group dining 0.355
Shin Kong Mitsukoshi 0.181

afternoon tea 0.140

The table presents a randomly selected de-identified label from 11 derived label sets
for co-occurrence analysis. It reveals that among the labels associated with the three ETFs,
aside from the strong correlation with their own labels, the ”technology industry” fact la-
bel exhibits a particularly high level of co-occurrence. Additionally, terms such as ”regular
installment plans” frequently appear in the descriptions of these products, attracting a di-
verse range of customers. In the persona analysis, Table 32 indicates that the purchaser

Table 32. Persona and F-tags (5)
D-tag F-tag RFM value

(ETF A, ETF B, ETF C)

rent 9.50
afternoon tea 8.27
group dining 6.83

technology industry 4.29
steak 2.21

frequently has the label ”rent” noted in their account records, and they tend to spend a sig-
nificant amount on afternoon tea and group dining. This individual is also likely employed
in the technology industry. Experts suggest that the profile aligns closely with that of an
engineer working in a science park. Alternatively, it could describe a financially savvy
individual, possibly a landlord, who specializes in managing rental properties. This per-
son predominantly invests in technology-related portfolios, which may explain the high
frequency and expenditure on afternoon tea and group dining.

The validation results not only significantly increased customer response rates, re-
sponse volume, and the number of targeted individuals but also enabled domain experts
to interpret the results through personas derived from the data. This enhances data trans-
parency and model interpretability, allowing experts to better understand the predictive
outcomes and reducing skepticism toward the model. These findings further demonstrate
the practical feasibility of the explainability framework and its potential for increased
profitability.
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5. Conclusions and Discussion

This study addresses cases where the customer lists generated by the model were deemed
unacceptable. Specifically, it focuses on issues such as the inability to explain the lists,
the features of the lists failing to persuade domain experts and decision-makers, and the
limitations on the number of individuals in the lists based on past experience. To address
these challenges, this research proposes an explainability framework as a solution.

The framework integrates BPE and a three-tier labeling system to enhance the inter-
pretability of the model’s results. Fact labels expand the feature dimensions of customer
data, enabling users to perceive the functional dimensions of the data through natural lan-
guage [94]. Industry experts can select target labels from the fact labels and determine
derived labels for the model’s actual categories based on label combinations identified by
DFS. This allows domain experts to fully understand that the customer lists predicted by
the model are generated from natural language features, and further explanations can be
provided through personas. This approach fully satisfies the transparency, comprehensi-
bility, and interpretability requirements of XML [36]. Moreover, the relationship between
derived and target labels can be further elaborated to provide contextual explanations,
aligning with the definition of XAI [37].

This study develops a general explainability framework to address challenges in the
business domain, where industry experts or decision-makers may reject model-generated
potential customer lists, and where the number of marketing list recipients is limited by
past experience. The experimental results show that:

1. By labeling data with natural language, this framework enhances data interpretabil-
ity for any user and produces comprehensible potential customer lists. It effectively
increases response rates and the number of recipients on the lists, offering a higher
chance of generating greater corporate profits.

2. Although designed for the business domain, the framework is repeatable and gen-
eralizable, applicable to any dataset involving natural language. It can be adopted
to enhance both the feature dimensions and readability of data, helping users better
understand its behavior and characteristics.

3. Grounded in the experience of domain experts and decision-makers, this framework
successfully transfers prior knowledge and domain expertise into the model. In the
future, experts can confidently leverage technological advancements, and managers
can more easily monitor changes in customer consumption patterns and habits.

The proposed framework can be further extended to improve its adaptability across
industries and alignment with cutting-edge technologies through the following directions:

• Multimodal Data Fusion: In retail scenarios, integrating product images (e.g., cloth-
ing design sketches) with textual reviews via vision-language models such as CLIP
can generate cross-modal tags, thereby enriching user profiling.

• Federated Learning: In privacy-sensitive domains such as finance and healthcare, dis-
tributed model training enables collaborative modeling (e.g., credit risk assessment
across banks) while preserving user data privacy by avoiding raw data exchange.

• Replacing DFS with Graph Neural Networks (GNNs): Instead of heuristic DFS-based
search, the label co-occurrence structure can be directly modeled using GNNs. Graph
Attention Networks (GAT), in particular, can capture complex inter-label relation-
ships (as discussed in Section 4.6.4), offering a more expressive alternative.
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• Improving Interpretability with Large Language Models (LLMs): Prompt engineer-
ing techniques can leverage models like GPT-4 to automatically generate semantic
explanations for tags (e.g., defining the business meaning of “durability”), thereby
reducing reliance on domain experts.

While the proposed framework demonstrates strong performance, several limitations
should be acknowledged:

• Dependence on Data Quality: The framework’s effectiveness relies heavily on the
completeness and accuracy of natural language fields (e.g., product descriptions).
High levels of noise—such as spelling errors or ambiguous expressions—may lead to
suboptimal tag generation by BPE. For example, as shown in Table 4, subwords like
“cappuccin” require manual correction to align with intended semantics.

• Expert Involvement Overhead: The DFS-generated tag combinations require manual
filtering by domain experts. As illustrated in Section 4.2.3, only 2 out of 74 candidate
D-tag combinations were selected for downstream use, which limits the framework’s
automation in knowledge-scarce scenarios.

• Computational Bottlenecks: Both BPE and DFS may incur substantial memory and
time costs when applied to large-scale datasets, such as the 185 million transac-
tion records used in the case study. Distributed computing frameworks (e.g., Apache
Spark) or approximate algorithms may be necessary to improve scalability.

• Limited Adaptability to Dynamic Data: The current framework does not account for
data distribution shifts over time (e.g., evolving consumer preferences). Future work
should explore online learning mechanisms to periodically update the tag taxonomy
and maintain robustness under dynamic conditions.
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81. Vujović, “Classification model evaluation metrics,” International Journal of Advanced Com-
puter Science and Applications, vol. 12, no. 6, 2021.

82. T. Saito and M. Rehmsmeier, “Basic evaluation measures from the confu-
sion matrix.” https://classeval.wordpress.com/introduction/
basic-evaluation-measures/, 2017.

83. P. Le, M. Nauta, V. Nguyen, S. Pathak, J. Schlötterer, and C. Seifert, “Benchmarking explain-
able ai - a survey on available toolkits and open challenges,” in Proceedings of the Thirty-
Second International Joint Conference on Artificial Intelligence, 2023.

84. A. Holzinger, “From machine learning to explainable ai,” in 2018 World Symposium on Digital
Intelligence for Systems and Machines (DISA), 2018.

85. Z. Lipton, “The mythos of model interpretability,” Queue, vol. 16, no. 3, pp. 31–57, 2018.
86. C. Molnar, Interpretable machine learning. Lulu.com, 2020.
87. J. Karkavelraja, “Amazon sales dataset.” https://www.kaggle.com/datasets/

karkavelrajaj/amazon-sales-dataset. Accessed: 2024/4/2.
88. A. Gupta, A. Raghav, and S. Srivastava, “Comparative study of machine learning algorithms

for portuguese bank data,” in 2021 International Conference on Computing, Communication,
and Intelligent Systems (ICCCIS), 2021.

89. Lavanya, “Google play store apps.” https://www.kaggle.com/datasets/lava18/
google-play-store-apps. Accessed: 2024/4/10.

90. P. Lokesh, “Amazon products sales dataset 2023.” https://www.kaggle.com/
datasets/lokeshparab/amazon-products-dataset. Accessed: 2024/4/2.

91. D. Chen, “Online retail.” UCI Machine Learning Repository, 2015.
92. “Personal data protection act.” https://law.moj.gov.tw/LawClass/LawAll.

aspx?PCODE=G0380233. Accessed: 2024/4/2.



1756 Zhenyao Liu, Yu-Lun Liu, Wei-Chang Yeh, and Chia-Ling Huang

93. “Banking act.” https://law.fsc.gov.tw/LawContent.aspx?id=GL000624.
Accessed: 2024/4/2.

94. A. Caramazza and J. Shelton, “Domain-specific knowledge systems in the brain: The animate-
inanimate distinction,” Journal of Cognitive Neuroscience, vol. 10, no. 1, pp. 1–34, 1998.

Zhenyao Liu is currently an Assistant Professor of the School of Economics and Man-
agement, Taizhou University in Jiangsu Province, China. He received Ph.D. degree from
the Department of Industrial Engineering and Engineering Management, National Tsing
Hua University, Taiwan. His research areas are soft computing and machine learning.

Yu-Lun Liu received M.S. degree from the Department of Industrial Engineering and
Engineering Management, National Tsing Hua University, Taiwan.

Wei-Chang Yeh received the M.S. and Ph.D. degrees from the Department of Industrial
Engineering, University of Texas at Arlington. He is currently a Chair Professor of the
Department of Industrial Engineering and Engineering Management, National Tsing Hua
University, Taiwan. Most of his research is focused on algorithms, including exact solu-
tion methods and soft computing. He has published more than 300 research articles in
highly ranked journals and conference papers.

Chia-Ling Huang is currently a Professor of the Department of International Logistics
and Transportation Management, Kainan University, Taiwan.

Received: November 30, 2024; Accepted: June 25, 2025.



Computer Science and Information Systems 22(4):1757–1775 https://doi.org/10.2298/CSIS241204069L

Formative Interviews for a User-Centered Design Study
on Developing an Effective Gateway for Health Research

Data Search – Towards a Sustainable Wellbeing
Environment

Hsiu-An Lee1,2, Tung Lin3, Hsin-I Chen1, Wei-Chen Liu1, Yen-Ju Shen1, Wen-Chang
Tseng1, and Chien-Yeh Hsu2,4 and Yi-Hsin Yang1,⋆

1 National Institute of Cancer Research, National Health Research Institutes
No.367, Sheng-Li Rd., North District, Tainan, 70456 Taiwan

100510@nhri.edu.tw
denise9306@nhri.edu.tw
q09855213@nhri.edu.tw

a0979251512@gmail.com
gdi89009@nhri.edu.tw
yhyang@nhri.edu.tw

2 Standards and Interoperability Lab, Smart Healthcare Center of Excellence
No.365, Mingde Rd., Peitou Dist., Taipei City 112303, Taiwan

3 Island Design Lab, F7, No.27, Ln. 66, Sec. 4, Heping E. Rd., Wenshan Dist., Taipei City, Taiwan
tunglin.sy@gmail.com

4 Department of Information Management, National Taipei University of Nursing and
Health Sciences, No.365, Mingde Rd., Peitou Dist., Taipei City 112303, Taiwan

cyhsu@ntunhs.edu.tw

Abstract. Despite the abundance of biomedical databases in Taiwan, there is cur-
rently no unified portal that effectively facilitates health research data searches to
drive scientific discovery and promote a sustainable wellbeing environment. This
study aims to design a user-centered gateway for health research data search, fo-
cusing on usability and ensuring that the platform supports the retrieval of fit-for-
purpose datasets while maintaining data privacy, accessibility, and transparency.
A user-centered design approach was employed, involving personal interviews with
domain experts. An initial set of questions, derived from literature reviews and ex-
pert consultations, explored various dimensions of health data usability. The inter-
view results identified key criteria for assessing the effectiveness of health research
data searches in supporting sustainable health outcomes.
Seven critical factors were identified for quick confirmation of search requirements:
follow-up, publisher, purpose, source, time lag, data custodian, and specific require-
ments. The interviews also highlighted a lack of familiarity with dataset retrieval
tools, emphasizing the need for cultivating user knowledge and habits to promote
wider adoption and effective use of the gateway.
As dataset retrieval needs in Taiwan remain a relatively new area, understanding the
characteristics of datasets and tailoring search patterns to meet user requirements
are essential. This framework provides a foundation for improving health data ac-
cessibility. Future research should explore advanced methodologies for addressing

⋆ Corresponding author
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diverse user needs, including intelligent recommendation systems to support a sus-
tainable wellbeing environment.

Keywords: Metadata, Big Data, Real-world Data, User-Centered Design

1. Introduction

Digital health, as outlined in the World Health Organization’s strategic plan, has the po-
tential to revolutionize global healthcare [2]. The Covid-19 pandemic underscored the
critical role of data and artificial intelligence in devising effective strategies to combat the
virus. These technologies have significantly contributed to disease trend modeling, pre-
cise diagnosis, symptom categorization, result interpretation, vaccine development, ther-
apy advancements, drug innovations, and forecasting medical demand hotspots [5].

As the volume and diversity of data generated and presented in various formats con-
tinue to grow, retrieving essential information efficiently has become increasingly chal-
lenging. Many large-scale research databases are constantly evolving, yet their content,
usage guidelines, and application scopes are fragmented across platforms, hindering quick
and accurate information retrieval for users. Addressing this challenge requires the de-
velopment of a health data gateway adhering to FAIR principles (findable, accessible,
interoperable, reusable) [16].

Several countries have taken proactive measures by establishing integrated platforms
to facilitate data sharing, thereby enhancing accessibility and fostering collaboration.
However, establishing a consistent data presentation framework remains a significant
challenge due to diverse user backgrounds and needs. Notable examples such as BBMRI-
ERIC in Europe, housing 100 million samples and delineating quality standards for Eu-
ropean biobanks, and UK Health Data Research (UK HDR), a collaborative initiative
enabling access and utilization of health-related data for research purposes, showcase dis-
tinct architectural designs and insights relevant to our proposed platform [3,13].

Taiwan with many large scale biomedical databases currently lacks a comparable in-
tegrated platform, motivating our research endeavor. This study seeks to contribute to the
scientific community by addressing these challenges and conceptualizing a comprehen-
sive platform that facilitates seamless data integration, promotes collaborative research,
and nurtures a more accessible and impactful data ecosystem. Central to this approach is a
user-centered design, offering filtering conditions for efficient data retrieval and assessing
disparities between datasets. By constructing appropriate data gateways, data can be ef-
fectively utilized and an environment for sustainable development of medical technology
can be created.

The primary objective of this study is to identify key factors in dataset screening
frameworks and data availability criteria. A user-centered gateway plays a pivotal role
in determining critical selection factors for data users, shaping data screening pathways,
and defining dataset metadata essential for effective data navigation. Our study aims to
achieve three main goals: (1) provide metadata for dataset definitions applicable to health
data analysis research; (2) propose measures and tools for inclusion in future portals and
metadata for research retrieval; and (3) identify areas requiring further research attention.
Our researchers have balanced diverse stakeholder needs to design a prototype database
search portal (dataset portal). While many national biomedical databases exist in Taiwan,
there is a notable gap in developing user-centric platforms that provide intuitive access
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and metadata-driven dataset screening mechanisms. This study directly addresses this gap
through a structured user-centered design process, aligning with the special issue’s focus
on computational technologies for sustainable wellbeing environments.

Scientific Contributions of this Study are:

– 1. We introduce a structured metadata filtering framework derived from empirical
insights of domain experts.

– 2. We operationalize user-centered design in the context of health dataset discovery,
identifying seven metadata-driven screening criteria.

– 3. We develop a prototype interface (”Easy Search”) informed by user needs, which
bridges qualitative understanding with quantifiable utility indicators.

– 4. We enrich qualitative findings through operational design artifacts and metadata
codification, laying groundwork for intelligent data gateway development in sustain-
able health environments.

2. Materials and Methods

This study employed an in-depth interview-based consensus approach to define critical
criteria for dataset filtering. These criteria provide essential information about different
dataset metadata and establish operational guidelines for future dataset selection. The
researchers reviewed relevant literature to inform this study. Additionally, this research
convened a panel of experts comprising individuals from diverse fields, including health
information services, medical material testing research and development, drug develop-
ment, auxiliary medical services, and academic research. These experts collectively dis-
cussed the current state of clinical dataset search.

The research focused on gathering insights from this diverse group to achieve its stated
objectives. An interview panel was convened specifically to discuss the current state of
clinical dataset search. This panel consisted of stakeholders representing various perspec-
tives related to health data, data integration, research, and platform development. The
in-depth interviews focused on the following critical points:

– Identifying Key Factors: The interviews aimed to identify essential factors for dataset
screening and data availability identification. This involved understanding the criteria
that researchers and data users consider important when selecting datasets.

– Designing an Effective Gateway: The panel’s input helped in designing a gateway that
aligns with identified selection factors, ensuring that the platform effectively meets
the needs of data demanders.

– Developing Metadata: Collaboratively defining dataset metadata meaningful for health
data analysis research, enabling users to better understand available datasets and their
attributes.

– Identifying Research Needs: Recognizing gaps or areas requiring further research,
such as understanding specific dataset requirements or addressing challenges related
to data availability.

– Balancing Stakeholder Needs: The panel’s insights contributed to balancing the needs
and expectations of different stakeholders, ensuring that the database search portal
prototype addresses various perspectives effectively.
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The interview panel comprised experts from diverse backgrounds who collaboratively
addressed the study’s goals and objectives, ultimately contributing to the development of
a comprehensive and impactful health data integration platform.

2.1. Designing Interview Interactions:

(1.) Interview Process and Practical Operation The research process(Fig. 1 shows the
Interview and Practical Operation Process.) begins with Interview Design and Interviewee
Selection, where the primary focus is on crafting appropriate questions that align with
the study’s objectives. At this stage, careful consideration is given to selecting the right
interviewees whose experiences and insights can provide valuable contributions to the
research.

Once the design is finalized, the next step is Interview Preparation. This phase involves
refining the interview questions and ensuring that all necessary tools and materials for data
collection are prepared. In this study, the interview was conducted online, and prior to the
interview, an interview outline along with virtual cards (via a website link) were provided
to the interviewees. This allowed them to better understand the purpose of the interview
and prepare accordingly.

Following the preparation, the research enters the In-depth Interview phase. This is
a key component of the study, where the interviewer engages with the selected individ-
uals to explore their thoughts, experiences, and perspectives in great detail. During the
interview, the researchers strictly followed the outline, ensuring the conversation stayed
focused. If the interviewee needed to provide additional input or demonstrate practical
operations, control of the screen was passed to them. In the third part of the interview,
interviewees were asked to operate and explain processes based on their experience. If
they lacked recent practical experience, they were encouraged to share their thoughts and
needs regarding the database retrieval process.

Finally, the process concludes with the Interactive Interview phase. Unlike traditional
one-sided interviews, this stage emphasizes a two-way exchange between the interviewer
and the interviewee. The interaction allows for a more dynamic conversation, where both
parties contribute to the dialogue, leading to the discovery of deeper insights and a fuller
understanding of the subject matter. This interactive format was particularly useful in
exploring practical demonstrations and conceptual understanding, further enriching the
research findings.

(2.) Interviewee Selection: The researchers of this study employed a purposeful sam-
pling methodology to ensure representation and diversity in the participant group. Experts
from various fields were invited to participate in in-depth interviews to assess require-
ments. The participants were carefully selected to encompass diversity across several
working fields, including health information service, medical material testing research
and development, drug development, auxiliary medical services, and academic research.

An expert is defined as an individual who meets the following criteria: an active par-
ticipant in health data analysis and research who can provide insights into the types of
data needed, the challenges faced in accessing and using data, and requirements for a
user-friendly platform. Also, an individual with expertise in the healthcare and medical
fields who can provide insights into the practical applications of health data, the relevance
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Fig. 1. Interview and Practical Operation Process

of data to medical practice, and the potential benefits of integrated platforms. Addition-
ally, data analysts and data scientists, professionals with experience in data analysis, can
provide perspective on technical aspects such as data integration, metadata creation, and
the tools needed for effective data analysis.

A total of six participants were invited, and each of them was informed about the
purpose of the study, with complete anonymity among experts. This study is primarily in-
tended for the preliminary assessment of data gathering requirements and gateway design
elements.

(3.) Key Factor (Factor Card Sorting) for Dataset Screening (Searching): This study
summarized some important factors in designing virtual cards based on the initial survey
results and referred to the screening field of UK HDR [8], and data explanations provided
by UK Biobank [12]. During the interview, the interviewees referred to virtual cards,
effectively highlighting the key factors and extending their explanation. The Fig. 2 shows
virtual card we used during the interview.

1. Publisher
2. Phenotype
3. Coverage – spatial and follow-up
4. Provenance – purpose, source, collection situation, and time lag
5. Access – delivery lead time, jurisdiction
6. Format and standards – vocabulary, conforms, and language

(4.) Recording of interviews and the coding of questions

2.2. Interview Outline Design

This interview is divided into four sections: the interviewee’s background and work expe-
rience, database search experience, gateway’s functional requirements and expectations,
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Fig. 2. Key factor virtual card during the interview

and the interviewee’s perspective of the main values and principles of gateway. Due to the
varying needs of experts (interviewees) in different fields, some questions were further
asked after the survey answers were obtained. The interview guideline is as follows:

Background Survey – 10 mins Respondents introduced the interviewees’ work back-
ground and current job content.

Dataset Screening Criteria – 40 mins The interviewees were asked about their experi-
ence with search databases. In addition to understanding data requirements, it is crucial
to grasp the business logic and workflow to the fullest extent possible.

Additional point: If there are concerns related to censorship, inquire about the context
of these needs, such as compliance with GDPR norms.

(a) Please share an example of a high-quality or particularly useful dataset, and explain
its typical use.

(b) What aspects of data formats or standard models (e.g., the OMOP or the require-
ments for providing data via FHIR API) are critical to your work?

(c) The ”number of items included in the database” is generally indicated for the
coverage (rate) of the dataset. What are your needs (e.g., number of observations (value),
observation points, etc.) in terms of quickly understanding the coverage (rate)?

(d) Lastly, what features of the dataset are you looking forward to?

Operational Requirements and Expectations of Database Search – 30 mins This sec-
tion focused on asking the interviewees to share their experience in database searching
and, if possible, open the website they use (any website or tool) and show the re-searchers
how to use it. Additional point: If the interviewees use more than two portals (websites),
please ask them to share the differences, advantages, and disadvantages of their user ex-
perience.

(a) Which database search portals (websites) have you used in the last three months?
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(b) Please briefly introduce these portals (websites) and explain their significance in
your work.

– How can you tell if a database site is useful for your work?
– What information can be used to determine whether a database site is useful? (e.g.,

other users’ opinions, comments, and five-star reviews on the database)
– Have you ever used any portals (websites) that were difficult to understand, counter-

intuitive, or otherwise required technical assistance?

(c) Please show an ideal database search portal (website) and explain why it is ideal.
If none, what is lacking from the current portal (website) you use?

– What is your favorite feature or function of this site?
– How much time did you spend learning how to use this portal (website)? What learn-

ing strategy did you use?
– What was the most confusing or difficult aspect of using this portal (website)?
– Is there anything in the database’s search portal (website) architecture that you of-ten

find questionable or requires explanation (it cannot be self-evident)?

(d) As a user, what service functions (e.g., structure, metrics, scoring, etc.) do you
think the database search portal (website) should include helping you make better use of
the dataset?

– Please describe under what circumstances these features positively impact the utiliza-
tion of datasets.

Gateway Values and Design Principles – 30 mins This section is designed to determine
the value and design principles involved in developing a portal for database search.

(a) What principles are critical when developing and designing a database search por-
tal to make it easier to find high-quality data? Additional point: This is an open exploration
and is not limited to the content and reference factors of the interviewees’ direct answers.

– Which filters are the most/least important for you to use when finding datasets?
– Additional point: This is a semi-structured exploration. If the answer aspect is related

to the card, you can follow the opponent’s context and ask additional questions. If
not, provide a factor card that leads to the category discussion.

– (Provide the factor card.) Based on experience with the database search portal archi-
tecture, which factors are particularly useful/useless concerning the card? Why?

– Please try to find a dataset that you find useful on HDR UK.
– How would you rate the importance of the key factors you mentioned in under-

standing data utility based on your own data needs and experience?
– Are there any other filters you find useful?

(b) Please refer to the table for information about data utility. Which ones do you think
are important or helpful to you? Please choose three to five options.
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3. Results

Complex topics are deeply explored and analyzed through a series of in-depth one-on-
one interviews with experts, allowing a detailed examination of various aspects relevant
to the research objectives. Insights gained from these interviews provide valuable per-
spectives from experts in various fields, contributing to a comprehensive understanding
of the subject. Interviews help gather rich qualitative data, allowing the identification of
nuanced patterns, perspectives, and underlying themes. A total of 7 result categories were
summarized based on the interview, including:

1. How Taiwanese users describe high-quality datasets
2. Experience sharing
3. User needs
4. Website design strategy
5. Metadata filter preference insights
6. Platform prototype development
7. Current data application process and difficulties

The research output incorporates multiple experts, ensuring a holistic view that encom-
passes different perspectives, disciplines and areas of expertise, thereby enhancing the
robustness of the conclusions drawn. The in-depth interview and interactive process al-
lows for detailed exploration of complex concepts, leading to a deeper understanding of
complex interrelationships and factors.

1. Preliminary Screening: Initially, we conducted a preliminary screening of experts
from various fields to ensure they possess relevant professional knowledge and ex-
perience. This may include reviewing their research background, work history, and
relevant professional certifications.

2. Criteria Setting: Next, we set criteria for participants to ensure they meet specific
conditions required for the study, such as actively engaging in clinical data analysis
and research, having experience in gathering usable databases, familiarity with or
usage of Taiwan databases, and working in the field of healthcare information and
clinical research.

3. Invitation Selection: Based on the preliminary screening and set criteria, we invited
experts from different fields to ensure diversity and representation among the inter-
viewees.

4. Confirmation of Participation: We confirmed the willingness and availability of the
invited participants to ensure they have sufficient time and resources to participate in
the interview process.

5. Interview Conduct: We conducted in-depth interviews to gather insights and opinions
from the interviewees to achieve the research objectives and goals.

Through the above selection process, we successfully invited a total of six intervie-
wees who have diverse expertise and experience in different fields. These interviewees
have experience in clinical data analysis, gathering usable databases, familiarity with or
usage of Taiwan databases, and work in the field of healthcare information and clinical
research, providing a range of perspectives and in-depth insights.

In-depth interviews yielded substantive and multifaceted insights. These insights pro-
vide a rich qualitative data set that comprehensively explores all dimensions of research
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objectives, facilitating nuanced and informed analysis of topics. The background, experi-
ence and field of work of the experts are described in the Table. 1. A total of six experi-
enced interviewees from different fields e participated in the in-depth interviews.

Table 1. Background statement of interviewees

No. Work Field Research Field Affiliation Data analysis experience (years)
1 Drug Developers Genomics Researcher 5-10
2 Health Information Service Epidemic Researcher 5-10
3 Academic Research Pharmaceutical Management Professor More than 10
4 Medical Material Testing Research and Development Biomarker Senior Executive More than 10
5 Medical Auxiliary Services Clinical Trials Researcher 5-10
6 Medical Auxiliary Services Clinical Trials Business Manager More than 10

3.1. How Taiwanese users describe high-quality datasets

(1.) The data has high integrity Respondents expect the data in the target database to
be complete and continuous. The target data is considered complete if it contains all the
required data fields (such as the clinical data), and it is continuous if the target data has
been valid for a period of time. Taiwanese researchers asserted that completeness and
continuity ensured quality research. Respondent feedback:

”Whether the data is complete enough will also be affected by continuity. Continuity
refers to whether the same question is asked every year in succession. Taiwan’s National
Health Interview Survey (NHIS) lacks continuity. Some questions were asked in the pre-
vious year and will not be asked the following year, causing an interruption. Meanwhile,
NHIS in the United States is very continuous. If the continuity is not good, there will be
no way to see the difference for several years.” - 3

”One of the key factors in determining whether the database is easy to use is complete-
ness. We check to see if the data has been collected at different times. In past experiences,
there is a unit that provides a database of about 10,000 patients, but less than half of the
people have complete information (such as kidney function and various clinical tests), so
there is a gap in completeness.” - 4

(2.) Conducive to multi-party cooperation and value-added application The definition
of data fields is unified, and there are rules to follow, such as a unified format or filling
method to facilitate data cleaning and effective serial file analysis, which is also beneficial
for users in terms of collaborating with several stakeholders simultaneously. Respondent
feedback:

”I would expect the data connection between different database systems to be easy,
and be discussed not only with IT professionals or statisticians, but with clinicians who
can participate in the discussion and explore the database. For example, I researched pre-
end-stage renal disease (pre-ESRD). We obtained patient-related diagnoses, medication,
treatment, examination, medical treatment history, and other relevant information from
the case management data sheet (registry data). During analysis, we needed to combine
these databases. For example, when analyzing medication, we had to do further analysis
from the sorted drug file, which is integrated into many different forms.” - 2

”We pay great attention to whether it can be compared to data from different cohorts.
Once the data is in our hands, we need to perform data cleaning. I often encounter a
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situation wherein the same target is measured, but the same field is stated to be different.
Uniformity, maybe capitalization, whether there are spaces or brackets, and so on, or the
units are not uniform. It would be best if this part could be unified.” - 4

(3.) Good accessibility Users expect the barriers to accessing data to be as low as possi-
ble and in line with their research schedules. Good data accessibility involves a friendly
application process, short waiting time, and expected frequency of data collection. Users
mentioned that hospital-side databases, or databases organized by academic societies,
have good accessibility and are more beneficial in achieving research output. Respondent
feedback:

”Currently, the health insurance database requires entering the value-added center to
access the data. If there is an issue following the analysis, it will be discovered a month
later. If another issue is discovered later, there may be a constant need to present it in a
monthly update.” - 6

(4.) The data is mature enough This characteristic refers to whether the data collection
period is sufficient to verify the research hypothesis, meet the research needs of the Tai-
wan region, and provide users with confidence in their ability to produce a certain level
of analysis results. Simultaneously, the data covering a long-time span can avoid the in-
convenience caused by time delay, suggesting there is no need to update and analyze the
data repeatedly. In other words, the less affected by time, the more mature the material is.
Respondent feedback:

”Maturity is a time-dependent outcome. Can I analyze, at least, something like median
survival before my study is closed?” - 2

”At present, all hospitals assume that their data are all from patients who will go to
them for a long time. If there is no long-term data, there will be no way to know whether
these people are representative. Another possibility is that multiple rounds of analysis will
be required.” - 6

3.2. Experience-sharing

(1.) NHIS – easily accessible, with complete information Respondent feedback:
”The data collected by NHIS are sorted out every year and can be used directly after

downloading. There are guidelines on how to obtain and merge the data. However, there
are guidelines on SAS coding and file conversion. Therefore, data security and accuracy
are very high. In NHIS, a person is an identification code, so data processing is fairly
simple. Instead of merging additional files, one can just be pulled. Files are also very easy
to obtain without any hindrance.” - 5

(2.) Government open information platform - can be browsed quickly, grasps the informa-
tion overview before applying The Taiwan government’s open data platform
(https://data.gov.tw/) contains several interpretations of data sets. Some even provide on-
line viewing of demonstration data, which can obtain much information before data se-
lection to ensure that the obtained data is suitable for analysis. Respondent feedback:
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”On the open data platform, just press the sample data button to immediately see what
the data looks like. The number of people and the amount in the sample data are good
points to consider. Whether it is from a research or business perspective, knowing how
much is enough can help professionals quickly determine whether to use it.” - 5

3.3. User needs

(1.) Interface design - Gradually develops the habit of using search engines Users in
relevant fields in Taiwan have not yet used search engines to find data-bases. They usually
identify and recognize usable databases based on referrals and by reading papers and
materials.

”I know what topic I am looking for. Using too many keywords can be intrusive. But,
if you want to explore how the database can be applied, keywords or filters are a good
choice.” - 6

(2.) Information Design - Search results should display cross-domain key information
Users expect that the search data set can briefly describe the data contained in the database,
such as a list of data fields, data volume, complete transaction numbers, or missing data
rate (missing rate). On the database introduction page, users can disclose complete in-
formation. At this time, the information can cover the different needs of various fields as
completely as possible. Respondent feedback:

”Most databases should not have complete information. However, some research fields
may only require some variables depending on the research field. In contrast, some re-
search may require all of them. What the website platform can provide is the approximate
missing rate of each database or each field, making it easier for researchers to evaluate the
database effectiveness.” - 5

3.4. Website Design Strategy

(1.) Interface interaction - Open for self-downloading, simplifies the application process
The interface presents a simple and clear call-to-action design on the search result page,
lowers the threshold for data acquisition, and increases the data utilization rate. For ex-
ample, in-depth cooperation users plan a concise application process for heavyweight or
special data sets after logging in, design services for users’ common contact points (such
as web pages, phone calls, or emails), and provide users with a painless application pro-
cess. Respondent feedback:

”When I found the data I wanted to use, I noticed that I couldn’t download it. At this
time, I went to find out how to apply. This part of the US TCGA function is deeply hidden.
I can’t quickly identify which data should be logged in and cannot be obtained.” - 1

(2.) Quickly browses and grasps the information overview before applying Users can
inspect the metadata of the data set for the search results, as well as data samples, to
understand the cross-section of the data, give other users concise information in evaluating
whether it is a desired high-quality file, and provide the users with the database application
rate. Respondent feedback:

”I would like to know the experimental design method and materials involved in the
data collection. If you see that the analysis method of this data is consistent with the
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analysis method of my previous genetic data, you can save the original unorganized data
and directly download the sorted vcf.” - 1

(3.) Clear instruction documents to enhance the freedom of data To improve data usabil-
ity, an explanatory document should be provided on the introduction page of the search
database (collection), which should include the definition of data fields and the data con-
nection method to ensure that users can freely utilize the data after downloading.

3.5. Metadata Filter Preference Insights

For user-centered design, this study intended to let users experience the actual operation
process and leverage the ”operation process” in enhancing the survey’s effect. This study
included interactions at the end of the interview.

Referring to their virtual cards during the interview, the interviewees effectively pointed
out key factors and extended their explanation. Data quality management is the most im-
portant item according to statistics on each interviewee’s preference insight, and data
quality can assist demanders in ensuring that the data they found can be used. The second
most important item is interpreting data integrity and compliance, which allows deman-
ders to effectively evaluate whether the data is aligned with their intended use and rules.
Meanwhile, the last item points out to data dictionary and semantic library, which can
improve data usability and accuracy.

Data utility allowed the interviewees to choose virtual cards during the interviews.
Data utility is primarily applicable to data set interpretation. It guides users in determining
which indicators help understand whether a data set has good data utility (e.g., facilitating
discussions with colleagues, supervisors, or other stakeholders or facilitating research
business advancement).

The virtual cards, where each card represented a specific aspect and included possible
options. The Utility items included: Documentation Completeness, Availability of doc-
umentation and support, Data Model, Data Dictionary, Provenance, Data Quality Man-
agement Process, DAMA Quality Dimensions, Pathway coverage, Length of follow-up,
Allowable uses, Time Lag, Timeliness, Linkages, and Data Enrichment. During the ques-
tion and answer process, users selected indicators from the virtual cards that were relevant
to their usage scenario, and these selections were then compiled to identify the most fre-
quently mentioned Data Utility items.

The Fig. 3 shows the statistical results of data utility selection. Over half of the inter-
viewees identified four important items: documentation completeness, data quality man-
agement process, DAMA quality dimensions, and allowable uses.

(1.)Documentation completeness Documentation completeness refers to the availability
of comprehensive documentation for clinical research datasets. This includes detailed in-
formation about data sources, data collection methods, variables, data formats, and any
transformations or pre-processing steps used. Complete documentation is crucial for re-
searchers to under-stand the datasets, replicate analyses, and interpret the results accu-
rately. It contributes to clinical research transparency and reproducibility.
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Fig. 3. Data utility selection results

(2.)Data quality management process Data quality management is critical in clinical re-
search dataset searches. It entails the implementation of processes and procedures to mon-
itor, assess, and improve data quality. This includes identifying and addressing data errors,
inconsistencies, missing values, and outliers. A robust data quality management process
assists researchers in ensuring the reliability and validity of the datasets they use, leading
to more accurate and meaningful research outcomes.

(3.)Data quality dimensions Data quality dimensions provide a framework for evaluat-
ing and assessing data quality. These dimensions include several factors, such as accu-
racy, completeness, consistency, timeliness, uniqueness, and relevance. Evaluating these
dimensions is crucial in clinical research dataset search as it assists researchers in under-
standing the strengths and limitations of the datasets they are working with. Addressing
these dimensions helps researchers ensure that data fits the intended research purpose.

(4.)Allowable uses Due to privacy regulations, data-sharing agreements, and ethical con-
siderations, clinical research datasets may have specific restrictions on their allowable
uses. Therefore, understanding and adhering to these allowable uses is critical in clinical
research dataset searches. Researchers must be aware of any limitations or constraints on
dataset use to ensure compliance with legal and ethical requirements. This ensures the
responsible and ethical use of the data while protecting patient privacy and maintaining
data security.

Documentation completeness, data quality management processes, data quality dimen-
sions, and adherence to allowable uses are all critical aspects of clinical research dataset
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searches. These four issues contribute to clinical research data reliability, transparency,
and ethical use, resulting in more robust and meaningful research outcomes. Based on
the interview results and statistical summary, seven explicit factors that metadata could
explain were defined. These factors include publisher, purpose, source (documentation
completeness), data custodian (data quality management process), follow-up, time lag
(data quality dimensions), and requirements (allowable uses).

3.6. Platform Prototype Development

The metadata framework of the dataset was designed based on the interview results, and
seven important indicators were selected as the key processes involved in user-friendly
use. During the dataset retrieval process, the dataset that meets the users’ needs can be
located using the “Easy Search,” which selects the seven key factors. The prototype of
Easy Search based on seven factors as shown in Fig. 4 4. The UI of Easy Search as shown
in Fig. 5. The Data screening example as shown in Fig. 6.

Fig. 4. Prototype of Easy Search based on seven factors

Fig. 5. UI of Easy Search
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Fig. 6. Data screening example by Easy Search

For example, in the first indicator, ”Follow Up,” after selecting the options of 1-5
years and 5-10 years at the same time, the number of data sets is reduced from 127 to 5,
indicating that screening such indicators can aid in the use of quick search.

3.7. Current Issues in the Data Analysis Process

In the data analysis research process, there are about 7 main steps, including ”finding
data”, ”evaluating data use”, ”applying for data use”, ”obtaining”, ”data cleaning”, ”data
analysis”, ”publishing research results or product development”, Most interviewees men-
tion “applying” for the data use is currently the most difficult part of research process in
Taiwan.

Calculated according to the burden points answered by the interviewees, the size of
the red dot is shown in the Fig. 7. A larger red dot means more effort is required to per-
form the step. It is difficult to find the correct data, and the application after finding it is
even more troublesome. It needs to go through many processes of review and waiting, and
some data sets do not clearly explain how to apply.

Fig. 7. Data analysis process and effort evaluate

Therefore, the design of the gateway should incorporate data and application-related
information, and it is best to provide guidance and provide appropriate key reminders
based on application specifications to effectively help demanders apply for information.
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4. Discussion

This study performed in-depth interviews to identify some key points for assessing the
availability and ease of use of public health data. The data custodian must improve public
health data accessibility by ensuring it is readily available to relevant stakeholders [4].
Improving data accessibility involves addressing any barriers or restrictions that may hin-
der access, such as complex data formats, limited data sharing agreements, or outdated
data systems.

The research results point out that High-Quality Datasets have several characteristics:
1) Data possesses high integrity and continuity, ensuring research quality; 2) Definition
of data fields is standardized, with rules to facilitate collaboration and value-added appli-
cations; 3) Good data accessibility involves a user-friendly application process, minimal
waiting time, and expected data collection frequency; 4) Data maturity entails a suffi-
cient collection period to verify research hypotheses and meet regional research needs.
Data quality assurance is a critical aspect of data content [9]. The gateway should estab-
lish mechanisms to assess the accuracy, reliability, and completeness of the public health
data. This process involves implementing data validation processes, conducting regular
audits, and promoting adherence to standardized data collection and reporting protocols.
Standardizing data formats, coding systems, and terminologies across different sources
is also essential for effective data integration and interoperability [7]. To facilitate data
sharing and analysis, the gateway should support adopting common standards and ensure
compatibility among disparate data sets.

For data management, The PIONEER Hub in UK [3] which is funded by UK HDR has
a good practice reference. The PIONEER Hub is a data set and hub that includes primary,
secondary, social care, and ambulance data, collects and curates acute care data from
across the health economy. There are prudent, complete and clear requirements for data
integration, management and release, including the use of international standard launched
by International Organization for Standardization (ISO), including metadata catalog (ISO
11179)[11], data quality (ISO 8000)[10] and quality assurance (ISO 25012)[9]. Public
health data often contains sensitive information, so it is crucial to prioritize privacy and
security considerations[6]. There is a case that NIH TCGA (The Cancer Genome Atlas)
is a large interdisciplinary initiative funded by the National Institutes of Health (NIH) in
the United States, providing research scholars with access to de-identified data on spe-
cific research topics[15]. Its primary goal is to study the genomics alterations in various
types of cancer, aiming to gain a deeper understanding of the molecular mechanisms of
cancer and personalized treatment approaches. By analyzing genomics data from tumor
samples, it reveals mutations, gene amplifications, gene deletions, and other variations
present in different types of cancer. Allow researchers to obtain information honorably.
TCGA secure data storage to protect individuals’ privacy while enabling data access for
authorized users. A well-defined governance framework is necessary to collect, store,
share, and use public health data. This framework involves establishing clear roles and
res possibilities, defining data ownership and stewardship, and adhering to ethical princi-
ples to ensure transparency, accountability, and responsible data management practices.
At the same time, this type of data management architecture must be equipped with robust
protocols for data anonymization, consent management, and encryption.

In terms of website design, the gateway to health data must have user-friendly in-
terfaces to allow users to easily discover, access, and analyze the data[1]. This includes
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designing intuitive search functionalities, providing data visualization tools, and offering
user support and documentation for enhancing data usability and user experience. This is
consistent with the research results. Research interviews pointed out that for a data search
gateway, the interface design enables users to gradually adapt to using search engines to
find datasets. Information design needs to display key information of across domains for
search datasets. Website design strategy pointed out that users should be provided with
information assistance for data application, which can effectively improve the difficulty
of applying for data in the past, and help users understand data before applying through
proper description of data and data content. Finally, the metadata of the data content of a
dataset must have clear instruction documents enhance data freedom.

Taiwan’s NHIS data contains complete information but only allows analysis in a con-
trolled environment. Another example is the Taiwan government’s open data platform
allows for quick data browsing to grasp data overviews. The data custodian must em-
phasize the importance of comprehensive data documentation and metadata[14]. This
process includes capturing relevant information about data sources, collection methods,
variables, and any associated limitations or biases. Clear documentation helps users un-
derstand the context and quality of the data they are working with. Collaboration among
various stakeholders, such as government agencies, research institutions, and the public,
is vital for successful data utilization. The framework should encourage partnerships to
promote data sharing, interdisciplinary research, and development of innovative solutions
to public health challenges. The gateway should be designed in a way that it evolves
over time and adapts to emerging technologies, changing data needs, and evolving best
practices. Regular evaluations, feedback mechanisms, and a culture of continuous im-
provement are required to keep the gateway to health data remain relevant, effective, and
updated. Promoting data literacy and providing user training opportunities is also cru-
cial to maximizing public health data utilization. The gateway should support educational
initiatives, capacity-building programs, and knowledge-sharing to equip users with the
necessary skills to navigate, analyze, and interpret health data effectively.

5. Conclusion

Comprehensive interviews yielded crucial insights for designing an effective data gateway
catering to researchers’ needs. This study, involving six experienced interviewees from
diverse fields, identified seven distinct categories of preferences and requirements among
Taiwanese users regarding high-quality datasets.

Data integrity emerged as paramount, with an emphasis on completeness and continu-
ity. Users stressed the importance of data being both complete, containing all necessary
fields, and continuous over time. To address this, a robust data gateway enforcing stringent
data standards is needed.

Collaboration and value-added applications were highlighted. Unified data field def-
initions and standardized formats were deemed essential for seamless data cleaning and
analysis. Streamlining accessibility was another key consideration, emphasizing the need
for a user-friendly application process with minimal waiting times. Data maturity, ver-
ified through extended data collection periods, was advocated to eliminate time-related
inconveniences.
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Experience-sharing underscored the importance of accessibility and comprehensibil-
ity, particularly through platforms like the Taiwan National Health Insurance System
(NHIS) and the government’s open data platform. User needs called for intuitive inter-
faces, keyword-based searches, and comprehensive dataset descriptions.

Metadata filter preferences, including data quality management and adherence to al-
lowable uses, were identified as pivotal elements in dataset evaluation. The platform’s pro-
totype development focused on an ”Easy Search” feature, streamlining dataset retrieval.
Addressing challenges in data analysis, especially in the application process, was a key
concern.

In summary, an effective data gateway aligned with these findings should prioritize
data integrity, multi-party collaboration, streamlined accessibility, and dataset maturity.
Additionally, it should cater to user needs through intuitive interfaces, comprehensive
dataset descriptions, and efficient search mechanisms. Incorporating metadata filter pref-
erences and addressing data analysis challenges will enhance the gateway’s utility, bridg-
ing the gap between user expectations and high-quality dataset utilization for robust re-
search outcomes.
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Abstract. Owing to the widespread application of machine learning, increasing
attention has been focused on extensive data collection for learning model con-
struction. Recently, with growing concerns about data privacy, private information
protection has significantly increased the operation cost and difficulty of boosting
model performance. The Federated Learning (FL) technique has been introduced to
address this issue by keeping data on client devices and reducing the need to handle
sensitive data directly. However, several challenging issues may arise when apply-
ing FL, such as data heterogeneity, efficient feature transmission, and additional
computational demands. In this study, a novel FL model, Elastic-Trust Hybrid Fed-
erated Learning (ET-FL), is introduced with a dual federated learning framework.
ET-FL incorporates the trust mechanism and differential aggregation strategy for
model optimization and computation reduction. In addition, the proposed model is
applied on real-world datasets to show the performance and practicability of promis-
ing results.

Keywords: machine learning, federated learning, decentralization, hybrid federated
integration

1. Introduction

Over recent decades, machine learning has emerged as a prominent field characterized by
rapid advancements and widespread adoption across various industries. Several machine
learning techniques have transformed how businesses progress, empowering them to har-
ness large volumes of data to gain insights and inform decision-making. Breakthroughs
in algorithms and computational power have resulted in significant enhancements in areas
such as predictive analytics, natural language processing, and computer vision, to name
a few. The expansion of machine learning has also catalyzed the development of new
applications, ranging from personalized recommendations in e-commerce to advanced
diagnostics in healthcare.

Recently, with the growing concerns of data privacy regulations, safeguarding per-
sonal information and empowering individuals with more authority over private data have
become important issues. These regulations, enforced by governments, necessitate busi-
nesses to be open about their privacy practices, and to adopt stringent security measures

⋆ Corresponding author
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to protect their clients’ data. Consequently, users are increasingly mindful of how organi-
zations handle their sensitive information, leading to a heightened focus on data privacy
and security. The shift in power dynamics, where individuals have more control over their
data, has instilled a sense of security in the digital realm.

However, in traditional machine learning, data are centralized on a single server for
training. Without any doubt, larger datasets typically improve model performance. In gen-
eral, organizations aim to gather extensive data, which requires substantial storage and
a high-performance server, making the process resource-intensive and time-consuming.
Securing these centralized data, especially when sensitive user information is involved,
adds further cost due to the necessary security measures. For example, in healthcare, pa-
tient data must be anonymized and encrypted, adding complexity and computation cost.
Likewise, the financial sector must implement strict protocols to protect transaction data.
Obviously, these measures are essential for preventing breaches and ensuring privacy, but
also increase the cost and complexity of traditional machine learning operations.

Federated Learning (FL) is a promising solution to these problems. FL keeps the pri-
vate data on each device, also called a client, thus removing the burden of implementing
security measurements for organizations. Furthermore, while moving the data to each
client, the training process could be done in parallel with each client, with less computing
power and time. In this situation, the server orchestrates the training process across clients
and maintains the consensus model. We use an application to show the significance of FL.
Gboard [12] is a keyboard application installed on Android, one of the major operating
systems used on mobile devices. It provides a wide range of input languages and has ex-
ceeded 1 billion installations. One of the main features of Gboard is that it suggests the
next word according to the context that the user has typed in. To improve the recall of sug-
gestions while protecting user privacy, Google has adopted an FL methodology, FedAvg
[34], to complete the task successfully.

Nevertheless, transitioning from a single-server setup to a system with multiple in-
stances may suffer several challenging issues when applying FL. These challenges mainly
include data heterogeneity, feature transmission efficiency, and extra computing resource
consumption. Data heterogeneity manifests as statistical imbalances, with individual clients
possessing varying data distributions. In the context of FL, the model on the server acts as
a collective representation of the entire system. While the system generally performs ad-
equately in the presence of statistical imbalances, the performance of specific clients may
suffer. Furthermore, feature transmission efficiency in decentralized FL encounters trade-
offs between communication efficiency and cost, with various structures such as line, ring,
and mesh necessitating considerations about the optimal balance between communication
efficiency and cost when spreading features to all clients. Finally, undoubtedly, the cus-
tomized approach for adapting a shared model or weights requires additional computing
resources to effectively complete the task at hand.

In this study, a novel hybrid framework, Elastic-Trust Hybrid Federated Learning (ab-
breviated as ET-FL), is proposed to tackle the aforementioned obstacles when applying
FL in practical domains. We introduce a two-layer hierarchy including local and global
tiers. The node in the local tier includes one server and multiple clients. The clients who
have similar statistical distributions will be grouped into one node. With the hierarchy of
each node (i.e., one server and multiple clients) in the local tier, we could directly ap-
ply the state-of-the-art centralized FL methodologies to learn the model and store in each
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server. In the global tier, all servers in local nodes are extracted for further processing,
using a decentralized approach. We introduce a novel elastic trust mechanism within the
global tier to facilitate peer selection, and a merging weight concept to aggregate con-
sensus models from other servers. The weights can be adjusted iteratively, allowing for
precise calibration to extract specific features from various nodes at different iterations.
Furthermore, we adopt a differential aggregation strategy on global iterations and local
rounds to leverage global feature aggregation and resource consumption.

The contributions of this study are as follows:

• To the best of our knowledge, prior studies excluded emphasis on the integration of
different FL methodologies. In this study, we developed a novel framework, ET-FL, a
sophisticated two-layer architecture which comprises local and global tiers. The local
tier learns models using the centralized FL approach, while the global tier utilizes the
decentralized FL approach to integrate the learned models.

• Generally, the problem of performance downgrade in clients is mainly attributed to
the presence of diverse and heterogeneous data. To address this challenging issue, we
propose a strategy to organize clients with similar characteristics into groups. This
contribution ensures that the system can maintain a high degree of personalized FL
and also efficiently reduce the requirement of computation resources.

• We introduce a trust mechanism for client selection and aggregation weight control.
The client selection process could strike a delicate balance between received models
and transmission costs. The aggregation weight control ensures the necessary desired
attributes throughout the process. With the proposed trust mechanism, ET-FL could
optimize network performance and resource allocation.

• ET-FL equips a differential aggregation strategy bridging the global and local tiers.
The proposed strategy allows the local consensus models to have ample time to ag-
gregate features within the nodes before exchanging features in the global tier. The
strategy effectively optimizes feature exchange efficiency and resource consumption.

• Finally, the proposed ET-FL framework is applied on several real-world datasets to
show its performance and practicability.

The organization of the rest of this paper is as follows. Section 2 discusses the Related
Work and Section 3 presents the proposed ET-FL framework in detail. We provide the ex-
perimental results in a performance study in Section 4, and conclude the paper in Section
5.

2. Related Work

2.1. Federated Learning

Concerning data privacy, the FL architecture was designed with two components: the
server and the clients. The clients’ private data are not transferred to the server for training;
instead, they remain inside each client. To collect the features across clients, the server
maintains a consensus model. In the training process, the server distributes the consensus
model to the clients for client training and then collects the updated model weight from
the clients, aggregating it into the new consensus model. McMahan et al. [34] were the
first to propose architecture with the algorithm called FedAvg.



1780 Yi-Cheng Chen et al.

FedAvg suffers multiple challenges in practical use. One is the data heterogeneous
problem, which indicates that FedAvg performs poorly when handling non-IID datasets.
Researchers have utilized the data heterogeneous problem to improve performance. For
example, Li et al. [27] proposed the Federated Proximal (FedProx) methodology which
introduces an additional hyperparameter to limit the convergence direction from deviating
too far from the consensus model of the client model optimization. Karimireddy et al.
[21] proposed the SCAFFOLD methodology which adds two variates to the server and
the client. The variates control the gradient direction to prevent the client model gradient
from being directed to an optimal point far from the server consensus model. In[45],
Wang et al. proposed FedNova, which normalizes the returned gradients by the numbers
of the local updates to prevent the aggregated gradient from being pulled away by a larger
dataset. Acar et al. [1] indicated that the client’s minimal loss will not equal the global
minimum loss. Therefore, they proposed the FedDyn methodology, which normalizes the
calculated loss on the client to fit the global one. Duan et al. [8] proposed the Astraea
framework which adds the role of mediator to manage a subset of training clients to have
balanced data in the group view. Both [50] and [15] provided a concept of sharing few
data on the clients over the system to resolve the data heterogeneous problem. In [18],
Jeong et al. proposed a federated argumentation method using a generator to generate non-
balanced data on the client side. However, the training of the generator requires clients to
upload a few data to the server for the FL design.

Other approaches to improving centralized FL performance include applying opti-
mizers to FL, resolving physical limitations, inquiring into the safety of transferred con-
tent, etc. [23,5,40,49] have tackled the communication challenges. Selecting the training
client is another approach to improving FL performance; this approach was adopted by
[37,20,36], while [35,29] defined new merging weight mechanisms, and [4,2,46] delved
into security for aggregation. Aside from the aforementioned approaches, some researchers
have adapted machine learning methodologies to FL. [39,28,31,44] implemented optimiz-
ers in FL, whereas [17,25,51,24,38] implemented knowledge distillation methodologies.

Instead of pursuing better performance using one consensus model on a system with
heterogeneous data, some researchers have deployed different models on the client side.
This approach is called personalized FL. Arvazagan et al. [3] proposed the FedPer algo-
rithm. In addition to the shared consensus model across the system, FedPer adds an extra
layer on top of the consensus model. Furthermore, this added layer does not attend the ag-
gregation to enhance the client feature. Fallah et al. [10] proposed the Per-FedAvg model
which splits the client training into two steps using two optimizers to generate the global
and local gradients. The global gradient is aggregated to update the consensus model.
Liang et al. [32] proposed the LG-FedAvg methodology. Each client maintains the global
and local models and updates them by both models’ loss in succession.

The concept of training one global model and fitting it to the different tasks of the dif-
ferent datasets in meta-learning and multi-task learning can help to solve the data hetero-
geneous problem by viewing each dataset as a different task. Smith et al. [42] introduced
MOCHA, which identifies different clients as performing different tasks. To moderate the
weight between clients, the server maintains a matrix that identifies the relationship be-
tween each client. The training process optimizes the client model and relationship matrix.
In [9], Eicher et al. categorized the dataset by the time span in the day, such as midnight,
morning, noon, etc. Different training rounds pick different time spans’ data and clients



Elastic-Trust Hybrid Federated Learning 1781

for training. In[22], Khodak et al. proposed ARUBA, which maintains an extra parame-
ter, the learning rate, on the server side to better adapt the consensus model to different
tasks, which is also adjusted in rounds. Li et al. [26] proposed MOON, a personalized
methodology using contrastive learning to minimize the distance between the consensus
and local models.

According to the aforementioned research, FL methodologies have diverse approaches
to improving performance. However, the most frequently addressed issue is the data het-
erogeneous problem. The effect of data heterogeneity has even opened up a new branch
of FL methodologies called personalized FL. Considering these studies, we divided the
clients into different nodes according to the statistics. In addition, we adopted the central-
ized FL architecture inside nodes.

2.2. Decentralized Federated Learning

A decentralized network is structured without a central authority, relying instead on a
distributed architecture where each node operates independently. In this network, control
is not vested in a single entity, but is distributed among all participating nodes. Each
node has the ability to make decisions, process data, and communicate with other nodes
autonomously. The lack of a central control point means that there is no single point of
failure, enhancing the network’s fault tolerance and reliability.

With these decentralized network features, each node can gain control of its own
model and dataset. Furthermore, while each client manages a personal dataset and model,
it is a perfect situation to dive into the solution of dataset heterogeneity. These reasons en-
courage researchers to start their research in decentralized FL. Kalra et al. [19] proposed
a model called ProxyFL, in which the consensus model is used only as a proxy model for
exchanging the network features. Yue et al. [48]proposed the FedDCM method, which
shares the same concept with [19], but uses distillation to exchange the feature between
the proxy model and the local model. Gholami et al. [11] proposed a merging weight
called trust, which was evaluated by the contribution in the previous round.

With the increased connections between clients in a decentralized network, carefully
selecting peers is a new aspect of utilizing the framework. Tang et al. [43] provided a
method that selects the peer by the connection bandwidth, while Masmoudi et al. [33]
introduced OCD-FL, which includes a peer selection method determined by the energy
consumption and knowledge gain.

Other than the research mentioned above, resolving communication efficiency and
revising the existing centralized FL methodologies to a decentralized network are also
available to improve the framework. Hu et al. [14] divided the model into segments and
retained different segments from different peers to replace the aggregation and reduce the
communication cost, whereas Li et al. [30] introduced a model using knowledge distilla-
tion in the decentralized setting.

In the practical usage of decentralized FL, the network designs vary. For example, [46-
48] adopted decentralized FL in practical use in the medical category, but used different
network architecture. Huang et al. [16] used line architecture, Chang et al. [6] used a ring
network, while Xu et al. [47] used a mesh network in their decentralized FL network
architecture.

From the above literature, which benefits from the feature of a decentralized network,
decentralized FL has a natural advantage in handling heterogeneous data. In addition,
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communication efficiency remains an approach to utilize the framework with some new
research criteria, such as the peer selection problem. Considering these mentioned aspects,
we adopted the decentralized FL setting in the global tier with the trust mechanism for
controlling the merging weight and peer selection.

We propose a hybrid framework mixing the two architectures with client grouping and
trust mechanisms. We present a detailed explanation of our proposed model, Elastic-Trust
Hybrid Federated Learning, in the next section.

3. The Proposed Framework: ET-FL

Our first goal was to address the challenge of dealing with heterogeneous data and to avoid
using extra computational resources on clients for a personalized approach. Instead, we
proposed a client grouping strategy with a centralized server inside each node. To facili-
tate the exchange of features between nodes, we introduced a global tier to gather all the
servers and build a network. We also aimed to remove control from any specific server
and to form a decentralized network known as the global tier network. Additionally, we
acknowledge that the optimal model weight derived from all the data may not always be
the best for practical usage. To address this, we introduced the elastic Trust mechanism for
each node to determine the preferred weight for global aggregation in different iterations.
This approach also serves as a peer selection method. Finally, we observed that a syn-
chronous setting for global tier training and local tier training leads to insufficient feature
information exchange. As a solution, we proposed the differential aggregation strategy.

Fig. 1. The system architecture of ET-FL

Figure 1 displays the architecture of the system design. In the following section, we
denote our nodes N = {1, 2, 3, . . . }, and server S = {sn | n ∈ N} to better illustrate
our architecture.

3.1. Local Tier

In the local tier, we group clients into clusters based on their statistical characteristics.
Each cluster has a server assigned to manage the training process within the cluster. We
denote Cs = {1, 2, 3, . . .} as the clients that are grouped under a specific server. This
organizational structure is illustrated in Figure 2.
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Fig. 2. The node structure

Each client device maintains a private dataset D = {ds,c | c ∈ Cs, s ∈ S} as well
as a local model W = {ws,c | c ∈ Cs, s ∈ S}. Meanwhile, the server stores a con-
sensus model S and is responsible for coordinating the training process. In star network
architecture, centralized FL methodologies such as the three most mentioned methodolo-
gies, FedAvg, FedProx, and SCAFFOLD, can be effectively implemented. Our objective
function is given as follows:

w(t+1) = argmin
w

FL(w) (1)

The FedAvg algorithm represents a pioneering approach to employing FL. The train-
ing begins with the server initializing the consensus model weight and randomly selecting
a subset of clients for training. Subsequently, the server transmits the consensus model
weight to the chosen clients to initialize the training process on their end. Upon recep-
tion of the model weight, the clients apply it to their respective models and commence
the training procedure using their local datasets over a specified number of epochs. Upon
completion of training, the client returns the model weight to the server. Post-receiving all
the model weights from the selected clients, the server aggregates the model weights using
the weight calculated from the training data size of the clients. The server then leverages
the accumulated gradient to optimize the consensus model. These steps constitute one
round, and a comprehensive training process encompasses several rounds. We denote the
server weight W∫ and the selected client K to express the aggregation as follows:

ws =
1

M

∑
k∈K

nkwk, where M =
∑
k∈K

nk (2)

The FedAvg methodology has introduced a new avenue for research, prompting many
researchers to explore its applications. FedProx has emerged as a key player in this field,
with a particular focus on addressing the challenges posed by data heterogeneity. In order
to mitigate the risk of highly diverse client datasets misleading the consensus model,
FedProx incorporates a penalty mechanism that accounts for the discrepancy between the
local model and the consensus model. This ensures that the client’s search for the optimal
model weight is guided by a refined equation, thereby enhancing the overall efficacy of
the approach. The new equation of the client for searching for the optimal model weight
is as follows:

w(t+1) = argmin
w

Fk(w) +
µ

2
∥w − wt∥2 (3)
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Although we describe the client process as a search for the best model weight, it in-
volves receiving the current round model weight W⊔ from the server, thereby controlling
the client’s distance from the server. Furthermore, the parameter ⇕⊓ is crucial in determin-
ing how closely the client remains near the server. Essentially, a higher ⇕⊓ level increases
the client’s difficulty finding an optimal space away from the server.

SCAFFOLD addresses the issue of data heterogeneity by introducing server and client
control variates, which help control the client model stepping during training. These vari-
ates indicate the stepping direction in the previous round. As the client undergoes training,
the gradient is adjusted using the gap between the server and client variates. The specific
formula for this correction is provided as follows:

w
(t+1)
k = wt

k − ηl∇L(wt
k)− ck + cs (4)

where ck and cs refer to the client and server control variables. At the end of each
round, these variables undergo updates based on a predefined formula. This update en-
sures that the variables accurately reflect the state of the client-server interaction. The
formula is listed as follows:

c
(t+1)
k = ctk − cs +

1

Kηl

(
ws − w

(t+1)
k

)
, where K stands for number of epochs (5)

c(t+1)
s = cts + ηg

(
1

S

∑
i∈S

w
(t+1)
i − wt

s

)
, where S is the number of selected clients

(6)

3.2. Global Tier

Within our local network infrastructure, clients are segmented into distinct nodes for or-
ganizational purposes. Each node’s server is interconnected to facilitate the seamless ex-
change of features across the various nodes. This interconnected network, known as the
global tier, plays a pivotal role in our operations. To ensure that server control is uniformly
distributed and feature exchange is conducted with optimal efficiency, we have imple-
mented a mesh network within the global tier. Utilizing this mesh network enables us to
manage equal server controllability and to maximize the efficiency of feature exchange
across nodes. Figure 3 depicts the intricate interactions between a server and other servers
within the global tier, providing a comprehensive illustration of our network architecture.

Figure 3 illustrates how a server retrieves model weights from other servers, known as
an aggregation step. We introduce a novel concept called ”Trust” for merging weights dur-
ing aggregation. Trust governs the feature weight gathered from the servers. Higher trust
weight indicates the greater significance of the corresponding model’s feature. Trust also
serves as a method for selecting peers while adjusting the trust weight to zero. Moreover,
trust is an independent setting that differs from the servers and is elastic over iterations.
Trust (T) is represented as follows:

T ⊆
{
(x, y, t) | (x, y) ∈ N2, t ∈ [0, 1]

}
(7)
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We denote the aggregated model in the global tier as Scon. We can express the relation
of trust as follows:

Scon =

 ∑
t∈Ts, w∈S

t · w

∣∣∣∣∣∣ s ∈ S

 (8)

Fig. 3. Global tier aggregation

Furthermore, we have put forward a differential aggregation strategy, which entails
adjusting the pace of aggregation in the global and local tiers. In this strategy, we define
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the global training cycle as an iteration and the local training cycle as a round. By imple-
menting the differential aggregation strategy, multiple rounds of training are incorporated
into a single iteration. Through the implementation of a differential aggregation strategy,
our model effectively optimizes the sharing of features and minimizes communication
costs. This allows for a harmonious balance between the utilization of shared features and
the associated costs of communication within the model. Algorithm 1 details the main
learning process in the ET-FL framework.

4. Experiments and Evaluation

To thoroughly evaluate the effectiveness of our proposed methodology, ET-FL, we under-
took a comprehensive series of experiments involving three diverse datasets:

• Shakespeare [41]: This dataset is derived from ”The Complete Works of William
Shakespeare,” including all the plays written by William Shakespeare. We obtained
the preprocessed version from LEAF [50], which adopted the dataset for the task of
next-letter prediction with an input sequence length of 80 characters. We adopt the
LSTM model for the next-letter prediction task.

• Amazon Review [13]: This dataset is a collection of Amazon product details and
customer reviews, encompassing both the rating and review text. To prepare the data
for analysis, we truncated and tokenized the review text to a maximum length of 200
words for input while selecting the rating as the corresponding label. We chose to use
a Transformer model to predict the rating

• EMNIST [7]: The EMNIST dataset, short for extended MNIST, is a comprehen-
sive extension of the original MNIST dataset. It was derived from the NIST Special
Database 19, which encompasses handwritten digits and both upper- and lower-case
letters. The MNIST dataset comprises 70,000 images.

Table 1. Summary of Datasets
Dataset # train # test # labels

Shakespeare [41] 606,277 202,103 80
Amazon Review [13] 418,811 139,613 6

EMNIST [7] 209,993 70,007 10

We divided these datasets into 20 non-IID sub-datasets to accommodate our specific
needs. Each sub-dataset consists of a training set and a corresponding test set.

4.1. Baseline and Metrics

We selected the average training loss, test accuracy, test recall, test precision, and test F1-
score for evaluating our model. The training loss is calculated as the difference between
the model’s predicted value (output logit) and the actual value, indicating how well the
model fits the training dataset. Commonly used methods for calculating training loss are
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mean square error and cross-entropy loss. In our experiment, we opted for cross-entropy
loss. The cross-entropy loss formula follows, where p(x) represents the label encoded
into a one-hot vector and q(x) represents the model’s output logit. Applying a negative
sign to the formula results in a positive value, facilitating easier comprehension. A lower
value indicates effective model training, while a higher value suggests the opposite.

Cross-Entropy Loss = −p(x) log q(x) (9)

The concept of accuracy, recall, precision, and F1-score is a computed metric obtained
from the confusion matrix depicted in the accompanying Figure. A true positive denotes
a scenario where both the actual and predicted values are positive. On the other hand,
false negatives and false positives refer to cases where the actual and predicted values are
discordant, indicating either a misclassification of a positive actual value as negative or a
misclassification of a negative actual value as positive, respectively. Finally, a true nega-
tive encompasses situations where the actual and predicted values are correctly identified
as negative.

Fig. 4. The node structure

Accuracy is the ratio of correctly predicted data to the overall data. It is the ratio of
the true positive and the true negative data to the overall data. The formula is as follows:

Accuracy =
TP+ TN

TP+ FN+ FP + TN
(10)

Recall is the ratio of corrected predicted positive data to the overall data whose true
label is positive. It provides the performance on the true label side. The formula is as
follows:

Recall =
TP

TP + FN
(11)

Precision is the ratio of corrected predicted positive data to the overall data whose
predicted label is marked as positive. It provides the performance on the predicted output’s
side. The formula is as follows:

Precision =
TP

TP + FP
(12)

To identify a model that performs well, it should not only have good performance
on either recall or precision, but on both. The F1 score therefore takes into account both
recall and precision simultaneously. The formula is as follows:

F1-score =
2 · Recall · Precision
Recall + Precision

(13)
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To mitigate the impact of heterogeneous datasets, we averaged the training loss and the
accuracy achieved during the training iterations as the reference metrics for comparison.

As for the baseline methods, we carefully chose several FL algorithms to serve for
evaluation, and compared these baseline models with our proposed methodology using
specific evaluation metrics. The evaluation methods we chose are test loss and accuracy.
The algorithms we selected for comparison are integral to our research and will provide
valuable insights into the effectiveness of our proposed approach.

• ML (single): This baseline collects all the datasets into one server to undergo the
training process. It represents the traditional machine learning training process, which
provides a comparison of the traditional machine learning training process and the FL
approaches.

• FedAvg [34]: FedAvg, which stands for Federated Averaging, is a foundational method-
ology in FL. This approach revolutionizes traditional training architectures by in-
troducing two essential roles: the server and the client. The server orchestrates the
collaborative model training process, while the client devices actively participate in
model training, all while ensuring that data privacy is securely maintained.

• FedProx [10]: FedProx is a novel approach designed to deal with diverse and varying
datasets. This is achieved by incorporating a hyperparameter that plays a crucial role
in determining the direction of model optimization. Additionally, FedProx ensures
that the model does not stray too far from the central server during the optimization
process, thus maintaining stability and consistency.

• SCAFFOLD [21]: SCAFFOLD introduces the server and client variates in the train-
ing process. Every gradient will get a correction, which is the difference between the
server and client variates. This prevents the client update from drifting away from the
system’s optimal point.

• Per-FedAvg [10]: Per-FedAvg adopts the Model-Agnostic Meta-Learning approach,
which stands for the personalized approach in FL. The server holds a consensus model
that is validated to handle all the tasks. However, applying the consensus model to any
specific task will lead to poor performance. Therefore, the client model has to undergo
an extra training process to fit the usage.

4.2. Performance Comparison

We evaluated our proposed method against baseline models using the Shakespeare, Ama-
zon Review, and Loan datasets. For consistency, we reviewed each baseline’s original
research to apply the optimal settings. Our experimental setup included an optimizer with
Stochastic Gradient Descent at a 0.01 learning rate, with 250 training rounds per server
and four epochs per client per round. We adopted other specialized parameter settings
from the existing methodologies.

To group clients effectively, we utilized a pre-trained Transformer model to extract
data features from output hidden states. We then calculated client centroids as representa-
tive statistical data, applying K-means clustering to organize clients into distinct groups.
Finally, we recalculated the centroids for each node and used the distance between nodes
as a trust metric. Results are displayed in Tables 2 to 6.

Table 2 shows the cross-entropy loss metric, where centralized FL approaches face
higher losses due to data heterogeneity. Per-FedAvg improves on the centralized methods,
but our model surpasses even personalized models, achieving outstanding performance.
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Table 2. Experiment Results of Averaged Cross-Entropy Loss
Model Shakespeare Amazon Review EMNIST
ML (single) 1.798 0.232 0.000*
FedAvg 3.926 3.285 0.528
FedProx 3.982 3.475 0.243
SCAFFOLD 3.144 3.320 0.796
Per-FedAvg 1.302 0.258 0.018
ET-FL (FedAvg) 2.529 1.690 0.209
ET-FL (FedProx) 2.618 1.932 0.064
ET-FL (SCAFFOLD) 2.135 1.836 0.226

* less than 0.001

Table 3. Experiment Results of Averaged Accuracy
Model Shakespeare Amazon Review EMNIST
ML (single) 0.466 0.710 0.996
FedAvg 0.208 0.457 0.882
FedProx 0.190 0.440 0.924
SCAFFOLD 0.201 0.449 0.878
Per-FedAvg 0.233 0.673 0.956
ET-FL (FedAvg) 0.323 0.679 0.936
ET-FL (FedProx) 0.315 0.644 0.978
ET-FL (SCAFFOLD) 0.359 0.658 0.930

Next, we examine the average accuracy results in Table 3, which show a pattern sim-
ilar to the cross-entropy loss findings. Centralized FL methodologies perform below per-
sonalized FL methods, while our model surpasses centralized FL and achieves compara-
ble accuracy to Per-FedAvg.

Table 4. Experiment Results of Averaged Recall
Model Shakespeare Amazon Review EMNIST
ML (single) 0.466 0.710 0.996
FedAvg 0.208 0.457 0.882
FedProx 0.190 0.440 0.924
SCAFFOLD 0.201 0.449 0.878
Per-FedAvg 0.233 0.673 0.956
ET-FL (FedAvg) 0.323 0.679 0.936
ET-FL (FedProx) 0.315 0.644 0.978
ET-FL (SCAFFOLD) 0.359 0.658 0.930

From Tables 4, 5, and 6, these metrics further confirm that centralized FL methods
generally underperform compared to personalized ones, with the exception of FedAvg and
FedProx on the EMNIST dataset for the precision metric. These findings underscore our
model’s strengths. By effectively grouping clients, our approach successfully mitigates
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Table 5. Experiment Results of Averaged Precision
Model Shakespeare Amazon Review EMNIST
ML (single) 0.519 0.687 0.996
FedAvg 0.338 0.585 0.988
FedProx 0.297 0.547 0.994
SCAFFOLD 0.419 0.559 0.979
Per-FedAvg 0.303 0.753 0.969
ET-FL (FedAvg) 0.425 0.783 0.990
ET-FL (FedProx) 0.372 0.727 0.995
ET-FL (SCAFFOLD) 0.528 0.735 0.989

Table 6. Experiment Results of Averaged F1
Model Shakespeare Amazon Review EMNIST
ML (single) 0.426 0.696 0.996
FedAvg 0.210 0.461 0.914
FedProx 0.181 0.442 0.952
SCAFFOLD 0.212 0.453 0.911
Per-FedAvg 0.218 0.676 0.958
ET-FL (FedAvg) 0.331 0.683 0.954
ET-FL (FedProx) 0.317 0.641 0.973
ET-FL (SCAFFOLD) 0.363 0.653 0.951

the data heterogeneity challenge faced in centralized FL. Its improved performance over
centralized methods and its competitive standing with personalized approaches highlight
its robustness and effectiveness.

4.3. Trust Weight Influence Analysis

As previously mentioned, the initial trust weight is derived from the distance between
centroids of different nodes’ data. It is important to note that the trust weight of each node
consists of two key components: the weights for aggregating consensus models from other
servers and the weight applied to the server’s consensus model. In our calculations, we as-
signed a specific value to the latter weight, while the undistributed weight was determined
based on the distance. A more considerable distance results in a lower weight, while a
shorter distance leads to a higher weight. Consequently, we experimented by assigning
different values to the latter weight to test the personalized level of nodes. To evaluate
the personalized level, we performed the evaluation before and after the aggregation and
subtracted the value. In cross-entropy loss, a higher value means the loss increases more
after the aggregation, while a lower value means a low loss increase. This means less
personalized and more personalized, respectively. In the accuracy, recall, precision, and
F1-score metrics, the lower the reduction in performance after the aggregation, the more
personalized the aggregated model will be. In contrast, higher reduction means the ag-
gregated model receives more features from the other consensus model and, thus, is less
personalized. The results are presented in Table 7.
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Table 7. Personalized levels under different trust settings
Loss Accuracy Recall Precision F1-score

0.5 0.676 -0.196 -0.196 -0.072 -0.145
0.6 0.477 -0.130 -0.130 -0.044 -0.089
0.7 0.293 -0.074 -0.074 -0.034 -0.053
0.8 0.143 -0.029 -0.029 -0.016 -0.020
0.9 0.042 -0.004 -0.004 -0.001 -0.002

According to the results, we can discover that a lower trust weight on the server’s
weight leads to a greater increase in cross-entropy loss and a decrease in the other metrics.
In contrast, higher trust in the server’s weight results in less cross-entropy increase and
less performance decrease. The higher weight means the consensus model has a better-
personalized level inside the group. In comparison, a lower weight means that the consen-
sus model receives more information from another consensus model. In conclusion, our
design of trust successfully provides users with a method to control performance, whether
it is more personalized or adopts more global features.

4.4. Iteration and Round Ratio Analysis

In designing the differential aggregation strategy, we considered the number of features
exchanged in aggregation and the resource cost, trying to find a balance point between
rounds executed in one iteration. Therefore, we conducted this experiment to explore the
influence of different ratio settings on the rounds and iterations. In the FL methodologies,
the non-IID datasets lead to fluctuation in performance. To eliminate the variation factor,
we divided the clients into 20 nodes. We randomly picked one node to be the observation
target. The target node’s model converges at around 20 epochs if trained using the tradi-
tional machine learning approach. As a result, we executed our framework with a total of
20 epochs, with one epoch in one round, and conducted 2, 5, 10, and 20 rounds in one
iteration. In addition, we added a test set for executing 30 rounds in one iteration. Collect-
ing these test scenarios allowed us to observe the difference between pre-convergence,
convergence, and post-convergence situations. To evaluate the outcome of each node’s
collection of sufficient information for global tier aggregation, we used the feature gained
from other nodes as the evaluation metric. To measure the feature gain in one iteration
from other nodes, we evaluated the target node using other nodes’ test datasets, sub-
tracted the results before and after the aggregation, and averaged the value from different
test datasets. For those settings that are executed over one iteration, we averaged the result
by the aggregation times. The experiment results are shown in Table 8.

According to the results, we can discover that some values are negative. This is be-
cause the global consensus model mixes multiple models simultaneously. However, with
the mixing in model weight, some features will be less significant, causing the perfor-
mance to decrease when evaluating using the corresponding test dataset. In addition, we
discovered that fewer rounds in one iteration led to better performance in feature gain.
Therefore, doing a global aggregation more frequently is a better option. However, our
differential aggregation strategy still provides users with an option to leverage the feature
gain and the communication cost for tuning the best ratio for different users.
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Table 8. Averaged feature gain on the different ratios between iterations and rounds
Rounds Accuracy Recall Precision F1-score

2 0.011 0.011 0.050 0.014
5 -0.003 -0.003 -0.014 -0.002

10 -0.006 -0.006 0.049 0.001
20 -0.007 -0.007 0.004 -0.001
30 -0.012 -0.012 0.073 -0.007

4.5. Ablation Study

We conducted a series of experiments to assess how well our model’s various components
performed when we turned off specific components. The situations are listed below:

• w/o global tier: We deemed all the nodes to have equal authority over other nodes
and complete control of the model and dataset. Thus, we adopted the decentralized
FL to eliminate the possibility of any client having control over others. By removing
the global tier, our architecture retains the local tier. In addition, due to the absence
of connection between different nodes for feature exchange, the clients should be
grouped into one node, which is a centralized FL architecture.

• w/o local tier: We designed the client grouping strategy in the local tier and adopted
centralized FL architecture inside nodes. By removing the local tier, our framework
remains a decentralized network in the global tier. Thus, every client is equivalent to
a node located in the global tier, aggregating different nodes’ features according to
the trust.

• w/o trust: The trust mechanism is designed for a user-controllable parameter to deter-
mine the weight to aggregate different consensus models. While removing the trust
from our model, we used the weight calculated by the client train data size, a method
mentioned in [2]. Within the group level, we calculate the weight from the total size
of training data inside nodes instead of the selected clients’ training data size.

• w/o differential aggregation strategy: The differential aggregation strategy indicates
that the training process inside the global and local tiers is asynchronous. While one
training iteration performs in the global tier, the local tier may perform several train-
ing rounds. Our orientation in designing the feature is to find a balance between the
feature aggregation and the resource cost. If this strategy is disabled, only one round
will be performed in one iteration.

Table 9. The component effectiveness in the ablation study
Loss Accuracy Recall Precision F1-score

w/o global tier 3.926 (+1.397) 0.208 (-0.115) 0.208 (-0.115) 0.338 (-0.087) 0.210 (-0.121)
w/o local tier 0.841 (-1.688) 0.742 (+0.419) 0.742 (+0.419) 0.707 (+0.282) 0.707 (+0.376)

w/o trust 2.997 (+0.468) 0.268 (-0.055) 0.268 (-0.055) 0.391 (-0.034) 0.268 (-0.063)
w/o differential aggregation strategy 0.899 (-1.630) 0.735 (+0.412) 0.735 (+0.412) 0.695 (+0.270) 0.698 (+0.367)

ET-FL 2.529 0.323 0.323 0.425 0.331
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According to the metrics, our model without a global tier loses the ability to person-
alize the model for each node, thus reducing performance. Our model without the local
tier results in every client being a node in the global tier. This structure mitigates the loss
inside the node due to only one client in each node. Thus, it can easily reach the system
optimal inside the node. However, while leveling up the client tier, every client has to train
every round, thus raising the computation resource cost in contrast to the random client
selection strategy in centralized FL. While removing the trust mechanism, the model per-
formance is affected by the size of the dataset nodes, losing the ability to control the
convergence direction. This results in a subpar performance. The experiment without the
differential aggregation strategy also results in better performance. However, exchanging
the model weight in every round increases the transmission cost. In summary, our design
of the hybrid framework with client grouping, the trust mechanism, and the differential
aggregation strategy provides the optimal setting for resolving the data heterogeneous
problem and the personalized approach with a more straightforward, user-controllable
method.

5. Conclusion

ET-FL is an advanced two-layer hybrid Federated Learning (FL) framework that inte-
grates both global and local tiers. It applies centralized FL methods at the local level and
decentralized methods at the global level. To tackle data heterogeneity within nodes, we
developed a unique grouping strategy that clusters clients by statistical similarity. Addi-
tionally, we introduced ”Trust,” a new aggregation weight that enhances both global ag-
gregation and peer selection, enabling secure, reliable collaboration. A differential aggre-
gation strategy further balances global feature aggregation with resource efficiency across
tiers. We rigorously evaluated ET-FL on real-world datasets, comparing it to five base-
line models with two primary metrics. Results showed that ET-FL consistently outper-
formed centralized FL methods and rivaled personalized FL approaches, achieving these
outcomes with lower computational costs, making it highly efficient and cost-effective.
ET-FL is especially promising for applications dealing with data heterogeneity or limited
computational resources, as well as for decentralized setups organized by device owner-
ship. This balanced, resource-efficient approach opens up new possibilities for Federated
Learning applications.

Acknowledgments. The work of Yi-Cheng Chen was supported in part by the National Science and
Technology Council, Taiwan, under Grant NSTC 111-2628-H-008-005-MY4 and 113-2410-H-008
-065 -MY3.

References

1. Acar, D.A.E., Zhao, Y., Navarro, R.M., Mattina, M., Whatmough, P.N., Saligrama, V.: Feder-
ated learning based on dynamic regularization. arXiv abs/2111.04263 (2021)

2. Agarwal, N., Suresh, A.T., Yu, F., Kumar, S., McMahan, H.B.: cpsgd: Communication-efficient
and differentially-private distributed sgd. arXiv abs/1805.10559 (2018)

3. Arivazhagan, M.G., Aggarwal, V., Singh, A.K., Choudhary, S.: Federated learning with per-
sonalization layers. arXiv abs/1912.00818 (2019)



1794 Yi-Cheng Chen et al.

4. Bonawitz, K., Ivanov, V., Kreuter, B., Marcedone, A., McMahan, H.B., Patel, S., Ramage,
D., Segal, A., Seth, K.: Practical secure aggregation for privacy-preserving machine learning.
In: Proceedings of the 2017 ACM SIGSAC Conference on Computer and Communications
Security. pp. 1175–1191. ACM (2017)
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Abstract. Advancements in intelligent transportation systems (ITS) have high-
lighted the importance of accurately predicting travel time (TTP), not only to im-
prove personal mobility but also to promote broader sustainability and well-being
objectives. By reducing congestion, optimizing routes, and curtailing excessive en-
ergy consumption, robust TTP methods can foster eco-friendly travel and enhance
public health. However, achieving high accuracy in TTP is challenging due to the
influence of various factors, such as missing data, temporal patterns, and weather
conditions. In this paper, we analyze how various factors, ranging from data pre-
processing and feature selection to model architecture, affect TTP performance.
Beginning with data imputation, we explore alternative techniques like interpola-
tion, maximum-value imputation, and denoising autoencoders. We then investigate
the influence of temporal and weather-related features on prediction quality. Sub-
sequently, we compare two baseline models (XGBoost and LSTM) and five hybrid
models to shed light on their comparative strengths. Using real-world data from
both Taiwan and California, our experiments demonstrate that data preprocessing
and feature engineering (e.g., imputation strategy, time-window selection) are often
as critical to TTP accuracy as the complexity of the model itself. Notably, sim-
pler models such as XGBoost and LSTM can outperform more elaborate hybrid
models when the data pipeline is refined appropriately. We conclude that a careful,
data-centric approach is essential in building TTP solutions that align with broader
sustainability goals, including reduced carbon emissions, minimized traffic jams,
and enhanced commuter well-being.
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1. Introduction

Urban transportation systems face increasing pressure to accommodate economic growth,
environmental regulations, and societal well-being. Traffic congestion is a key challenge,
leading to longer travel times, increased fuel consumption, and significant contributions
to greenhouse gas emissions and commuter stress [1]. Consequently, accurate travel time
prediction (TTP) has become a linchpin in modern intelligent transportation systems [2].
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From a sustainability perspective, more precise travel-time estimates can facilitate route
optimization, promote eco-driving, and enable better scheduling of public transport, thus
lowering the overall carbon footprint and improving citizens’ quality of life [3].

Despite its real-world impact, TTP is not straightforward. This complexity arises from
various factors, such as driver behavior, traffic incidents, holiday effects, climate, and
inherent variability in demand patterns [2]. Many studies have thus attempted to enhance
TTP by proposing increasingly sophisticated models. Typically, these models require a
careful sequence of steps: data collection, cleaning and feature engineering, missing-value
imputation, model design, and performance evaluation [4]. Each stage may substantially
affect the overall accuracy.

A critical research gap lies in understanding which of these steps exerts the greatest
influence on the final predictive performance. While it is tempting to assume that sophis-
ticated model architectures—like ensemble methods and deep neural networks—lead to
the largest gains, recent analyses show that data-driven strategies such as improved im-
putation or refined feature construction can be equally important [4]. By identifying how
each facet of the TTP pipeline contributes to performance, practitioners can build more
robust, efficient systems that directly advance sustainability targets: less idle time for ve-
hicles (thereby cutting down emissions), more reliable public transport schedules, and
minimized commuter stress.

In this paper, we aim to dissect and compare the influence of key methodological fac-
tors on TTP accuracy. The workflow of our study integrates both data-centric and model-
centric perspectives to identify key factors influencing travel time prediction (TTP). From
a sustainability and well-being standpoint, this workflow highlights how methodologi-
cal choices in data preprocessing, feature design, and model selection can directly affect
traffic efficiency, energy use, and commuter experience.

– data preprocessing.
We begin with data preprocessing, which plays a decisive role in sustainable mo-
bility. Incomplete or unrealistic data (e.g., sensors recording zero travel time and
zero speed simultaneously) can lead to systematic biases. To avoid unreliable pre-
dictions that may worsen congestion or resource waste, we evaluate multiple impu-
tation strategies—such as maximum-value substitution, interpolation, and denoising
autoencoders—using real-world datasets. Robust imputation ensures that forecasts
support eco-friendly routing and reduce unnecessary idling, thereby lowering emis-
sions.

– temporal and contextual features.
Daily and weekly traffic cycles, along with weather-related attributes, strongly shape
mobility outcomes. By incorporating the most informative features while avoiding
noise, models can better anticipate rush-hour congestion or weekend fluctuations.
This reliability is vital for reducing commuter stress, ensuring punctual public trans-
port, and enabling logistics planning that minimizes wasted fuel and travel time.

– model comparison.
Two baseline approaches—XGBoost and LSTM—are contrasted with five hybrid
models, including XGBoost+GRU [27], DNN-XGBoost[22], DE-SKSTM[13],
T-GCN[22], and ATT-GRU[33]. We have more detail discussion about the models in
Section 2. This comparative stage clarifies whether sophisticated architectures neces-
sarily yield improvements once the data pipeline is well-refined.
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From a societal perspective, better TTP methods have tangible benefits for well-being,
logistics, and environmental sustainability. By reducing traffic congestion, one can miti-
gate driver stress, lower public transport delays, and curb excessive emissions. With the
rise of green computing and responsible AI, TTP stands out as a domain where data-
centric improvements and model-centric refinements converge for both user welfare and
ecological advantage. Overall, the workflow underscores that sustainable and well-being
outcomes in transportation systems are not driven by model complexity alone. Instead,
high-quality data handling and carefully selected features often deliver the largest bene-
fits—reducing congestion, cutting emissions, and promoting reliable, less stressful mo-
bility. By balancing model-centric and data-centric strategies, our pipeline directly aligns
methodological rigor with ecological responsibility and commuter welfare.

Contributions
– Comprehensive Factor Analysis: We provide an end-to-end analysis of TTP pipelines,

detailing how various steps—from imputation to feature design—affect accuracy.
This clarifies which elements merit the most attention in practice.

– Robust Empirical Evaluation: We use extensive real-world datasets from Taiwan
and California to validate our observations. By comparing both short- and long-term
TTP scenarios, we demonstrate that data-centric enhancements often prove as im-
pactful as switching to more advanced model architectures.

– Data-Centric vs. Model-Centric Insight: Our comparative study reveals that, in the
context of freeway travel-time prediction, enhancements in data preprocessing often
yield as much improvement as moving to more complex modeling frameworks. By
emphasizing the primacy of data-centric approaches, we provide new guidance for
TTP practitioners: invest first in high-quality data pipelines before escalating model
complexity.

– Sustainability and Well-Being Implications: By framing TTP within a broader con-
text of eco-friendly and health-aware transportation systems, we highlight its con-
tribution to efficient mobility planning and reduced carbon emissions, thus directly
advancing well-being and environmental goals.

The rest of this paper is organized as follows. Section 2 surveys relevant literature
on TTP, focusing on both data-centric and model-centric approaches. Section 3 defines
our problem and details the two real-world datasets used. Section 4 discusses the impu-
tation techniques. Section 5 presents both base and hybrid models. Section 6 explores
our experimental results, including ablation studies on key factors (imputation, temporal
features, and sliding-window size) and final model comparisons. Lastly, Section 7 draws
conclusions and connects our findings to sustainable transportation practices.

2. Related Work

Travel time prediction (TTP) is crucial for both short-term (5–30 minutes) and long-term
(beyond 1 hour) planning. Short-term TTP enables real-time decision-making such as im-
mediate route adjustments and congestion management, whereas long-term predictions
support strategic logistics planning, public transport scheduling, and sustainable urban
development. Accurate TTP significantly contributes to reducing congestion, fuel con-
sumption, emissions, and enhancing overall commuter well-being.
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2.1. Traditional Statistical Methods

Early research primarily employed parametric statistical models such as ARIMA and
Kalman Filters [9]. While effective in capturing linear dependencies and trends within
stationary data, these models struggle with non-linear, highly dynamic traffic data typ-
ically encountered during peak periods, holidays, or special events. Their limitations in
adaptability and responsiveness encouraged the exploration of more flexible, data-driven
approaches.

2.2. Machine Learning Approaches

Addressing limitations of traditional methods, nonparametric machine learning techniques,
including Random Forests (RF) [29], Gradient Boosting, and specifically Extreme Gra-
dient Boosting (XGBoost) [12], emerged due to their ability to manage complex nonlin-
ear relationships and robustness against noisy and missing data. These ensemble learn-
ing methods demonstrated significant predictive improvements over traditional statistical
models, particularly in handling traffic data variability and non-stationarity.

2.3. Deep Learning Methods

Recent advancements in deep learning techniques, notably recurrent neural networks
(RNN) such as Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU),
further enhanced TTP accuracy by effectively modeling intricate temporal dependen-
cies [21]. RNN-based methods can learn complex traffic patterns over both short- and
long-term horizons, thus significantly improving predictions under dynamic and uncer-
tain conditions. Additionally, attention-based architectures like Transformers [34] and In-
former [41] have also been proposed, achieving superior performance in capturing long-
range temporal interactions within large-scale data, although their complexity and com-
putational overhead remain substantial.

2.4. Hybrid Models

To leverage the strengths of both machine learning and deep learning, hybrid models have
recently gained attention. These models typically integrate multiple algorithms to address
specific limitations inherent to individual approaches. For example, Ting et al. [27] com-
bined GRU and XGBoost through linear regression to capture both nonlinear and linear
temporal dynamics. Similarly, Ho et al. [22] utilized a two-phase hybrid structure integrat-
ing DNN and XGBoost to handle long and short-term sequences. Spatial-temporal hybrids
such as Temporal Graph Convolutional Networks (T-GCN) explicitly model road network
structures and temporal dependencies, significantly benefiting scenarios with prominent
spatial interactions [30]. Furthermore, attention-enhanced GRU (ATT-GRU) models dy-
namically identify and emphasize influential temporal intervals, thereby improving pre-
dictions in highly fluctuating traffic conditions [33].
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2.5. Sustainability and Well-Being Perspectives

Beyond methodological improvements, recent literature emphasizes the broader impli-
cations of accurate TTP on sustainability and quality of life [35]. Improved predictions
significantly reduce unnecessary travel delays, vehicle idling, and associated emissions,
promoting sustainable urban mobility. Reliable TTP also reduces commuter stress by min-
imizing uncertainty, thereby enhancing urban well-being and overall life quality.

Table 1 summarizes representative approaches, identifies their limitations, and high-
lights how our study specifically addresses existing research gaps.

Table 1. Summary of representative TTP research approaches, limitations, and contribu-
tions of this study

Category Representative Studies Limitations Contribution of This Study
Traditional Statistical Methods ARIMA, Kalman Filters [9] Limited flexibility for nonlinear pat-

terns; struggle with high variability
Investigates hybrid methods effectively
managing complex nonlinear patterns
and variability

Machine Learning Methods RF [29], XGBoost [12] Insufficient modeling of sequential and
temporal dynamics

Emphasizes integration with deep re-
current models to explicitly capture
temporal sequences

Deep Learning Methods LSTM, GRU [21]; Transform-
ers [34], Informer [41]

High complexity, limited interpretabil-
ity, computational overhead

Examines simpler yet effective hybrid
models that balance predictive perfor-
mance with interpretability

Hybrid Models Ting’s Hybrid [27], Ho’s Hy-
brid [22], T-GCN [30], ATT-
GRU [33]

Lack of systematic comparison on how
each modeling stage (data preprocess-
ing, feature engineering) affects predic-
tive outcomes

Provides comprehensive experimental
evaluation of key methodological fac-
tors, emphasizing the critical role of
data preprocessing and feature selection
in achieving accurate predictions

Sustainability & Well-being Sustainable mobility frame-
works [35]

Limited direct linkage between pre-
dictive methodology and sustainability
benefits

Explicitly connects predictive im-
provements to sustainability outcomes,
demonstrating how enhanced TTP
reduces congestion, emissions, and
commuter stress

3. Preliminary

3.1. Problem Definition

We consider a freeway travel time prediction problem aiming for long-term TTP, for in-
stance 1 hour ahead. Let t represent the current 5-minute time slot and t∗ = t + 12 be
the future target (i.e., 1 hour later). Our goal is to forecast the travel time Tt∗ based on
features observed in the sequence of preceding time slots. Specifically, denote xt as the
feature vector of time slot t. To capture temporal information, we collect a sliding-window
set of ℓ prior vectors, i.e., (xt−ℓ, xt−ℓ+1, . . . , xt). The task is to learn a function f such
that:

f
( ℓ⋃
i=0

xt−ℓ+i

)
= Tt+12.

Each feature vector xt may include traffic flow, speed, and additional variables like weather
factors or time-of-day indicators. The chosen window size ℓ balances capturing relevant
historical context against excessive model complexity or data dimensionality.
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Fig. 1. The 69 routes in the Taiwan dataset. Each numbered green circle indicates a sensor-
defined route segment

Fig. 2. The 81 routes in the California dataset (https://pems.dot.ca.gov/). Each
red circle represents a route segment between two sensors in Los Angeles County

3.2. Data Preparation

We employ two real-world datasets, each using a 5-minute time interval:

1. Taiwan Dataset (MOTC). Collected from the Freeway Bureau of the Ministry of
Transportation and Communications (MOTC), Taiwan, spanning January to July 2018.
Figure 1 illustrates sensor locations on a freeway corridor from Taipei to Hsinchu,
covering 69 distinct segments. For each route segment, we obtained average travel
time, average speed, and traffic flow.

2. California Dataset (PeMS). Extracted from the Caltrans Performance Measurement
System (PeMS) for District 7 (Los Angeles) across January to July 2018. We formed
81 segments by pairing adjacent sensors on a single freeway (see Figure 2). Distances
are used with speeds to infer travel time. The dataset captures average flow, speed, and
segment length.

Both datasets contain missing or zero values. For zero values, it often indicates no
vehicle passed during that interval. Accurately imputing missing or zero entries is essen-
tial for robust TTP, as naive approaches can produce systematic bias or degrade model
training.

3.3. Quantitative Sustainability Impact

While our primary focus has been on methodological improvements to travel-time predic-
tion (TTP), existing literature provides emission and cost parameters that let us estimate
broader benefits. For example, a typical U.S. gasoline passenger vehicle emits about 400
g CO2 per mile (≈250 g/km) [50]. The average one-way commute in the U.S. is 27.6
minutes (≈22 km at 50 km/h) [51]. If a 10% reduction in mean absolute error (MAE)

https://pems.dot.ca.gov/
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of TTP translates to 2.8 minutes (≈2.3 km) fewer kilometers driven per trip, the CO2

savings per vehicle per trip are:

∆mCO2
= 2.3 km× 250

g

km
≈ 575 g .

Over 10 000 daily commuters, this yields roughly 5.75 t of CO2 avoided each day.
Economically, the U.S. Department of Transportation values travel time at $18.80 per

hour per driver [52]. A 2.8-minute time saving corresponds to

∆Value =
2.8

60
h× $18.80/h ≈ $0.88 per trip.

Across 10 000 commuters, this amounts to $8 800 in daily time-savings benefits.
These simple calculations, based entirely on established emission factors and eco-

nomic valuations, demonstrate that even modest TTP accuracy improvements can yield
sizeable environmental and economic gains without additional experiments.

4. Imputation Methods Description

Reliable handling of missing or zero-valued data is a foundational step in TTP, especially
under the aim of sustainable and stress-free commutes. Poorly handled gaps can lead to
flawed predictions, increasing congestion and resource waste. Here, we compare several
approaches:

4.1. Interpolation with Historical Reference

Following Chou et al. [13], a multi-step interpolation is performed. First, intermediate
missing points are replaced by linear interpolation if neighboring points are available. If
gaps persist, the algorithm refers to values from the same time point in prior or subsequent
weeks. Finally, remaining missing cells are filled with averages from the corresponding
sensor. This multi-layered strategy is efficient and straightforward.

4.2. Max Imputation

In highway contexts, zero speed readings may imply no car is present, which sometimes
indicates free-flow conditions. Thus, we can impute zero speed by the legal speed limit.
Similarly, zero travel time is substituted by minimal travel time consistent with that free-
flow assumption. This approach is simple and computationally light, making it suitable
for large-scale deployment if it does not overly distort peak congestion periods.

4.3. Denoising Autoencoder (DAE)

Denoising autoencoders have been used to learn a compact, robust representation of data
while reconstructing intentionally corrupted inputs [7]. One can randomly mask certain
features (e.g., speed or flow) and train a DAE to reconstruct them. In principle, DAE
can capture subtle correlations among features, yielding accurate imputations even un-
der complex missingness patterns. However, this approach demands more computational
power and careful hyperparameter tuning.
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Fig. 3. Structure of an LSTM unit, including three gating mechanisms that modulate in-
formation flow

5. Base and Hybrid Model Frameworks

We examine both standard and composite models. While sophisticated architectures can
capture intricate spatiotemporal dependencies, simpler models may suffice if data are
well-prepared.

5.1. Base Models

XGBoost Ensemble Learning XGBoost is a boosted-tree method known for strong per-
formance and scalability [14]. By iteratively training weak learners on residual errors, it
effectively handles varied data types and missing values. The objective combines a loss
function (e.g., mean-squared error) with a regularization term to manage model complex-
ity. XGBoost has proven especially effective for structured data in TTP [15], enabling
quick training over large datasets.

Long Short-Term Memory (LSTM) Network An LSTM [21] is an RNN variant de-
signed to retain long-range information. It mitigates vanishing gradient issues with three
gating mechanisms: input, forget, and output gates. This sequential structure suits time-
series tasks like TTP, where historical conditions exert prolonged influence. Figure 3 out-
lines the LSTM cell.

5.2. Hybrid Models

In this research, we evaluated several hybrid models, specifically Ting’s method [27],
Ho’s method [22], DE-SLSTM [13], T-GCN [30], and ATT-GRU [33], due to their
proven effectiveness and relevance in travel time prediction literature. The rationale be-
hind the selection of these particular hybrid models includes:

– Domain-Specific Validity: These models have been extensively validated in recent
transportation literature and demonstrated effectiveness in real-world transportation
forecasting scenarios. Specifically, Ting’s method [27] and Ho’s method [22] suc-
cessfully combined robust traditional ensemble methods (XGBoost) and deep recur-
rent models (GRU/LSTM), making them ideal candidates for capturing both stable
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and transient temporal patterns in freeway travel time data. Similarly, DE-SLSTM
[13], T-GCN [30], and ATT-GRU [33] provided comprehensive benchmarking and
confirmed effectiveness in multiple TTP case studies.

– Interpretability and Practical Decision-Making: Selected hybrid models combin-
ing interpretable machine-learning methods (XGBoost) with deep learning (LSTM/-
GRU) provide transparent, explainable predictions. This interpretability is particu-
larly valuable for transportation management and policy decision-making, enabling
stakeholders to confidently utilize predictions in sustainable mobility planning.

– Explicit Spatiotemporal Modeling Capability: Methods like T-GCN explicitly in-
corporate spatial structure (road adjacency) alongside temporal modeling via recur-
rent networks (GRU). Similarly, ATT-GRU leverages temporal attention to emphasize
critical intervals. Such explicit spatiotemporal integration aligns closely with freeway
data characteristics, offering more targeted predictive capability than purely temporal
methods (e.g., Transformers and Informer).

Hybrid models integrating ensemble and sequential methods Hybrid methods such as
GRU-XGBoost (Ting’s Hybrid) [27], DNN-XGBoost (Ho’s Hybrid) [22], and
DE-SLSTM [13] integrate traditional ensemble learners with deep sequential architec-
tures, aiming to effectively capture diverse temporal patterns. Specifically, Ting’s Hybrid
combines GRU and XGBoost predictions through linear regression to leverage nonlin-
ear and linear temporal relationships (Figure 4). Ho’s Hybrid splits data into long-term
and short-term sequences, processes them individually using DNN and XGBoost, re-
spectively, and then combines outputs via another DNN (Figure 5). DE-SLSTM employs
stacked LSTM ensembles tailored explicitly for peak and non-peak periods, optionally
including weather data to enhance context-awareness (Figure 6).

Hybrid models explicitly modeling spatiotemporal dependencies Models such as T-
GCN [30] and ATT-GRU [33] explicitly address spatiotemporal relationships within traf-
fic data. T-GCN integrates graph convolutional networks (GCN) for capturing spatial ad-
jacency with GRU to model temporal dynamics, effectively representing freeway network
interactions (Figure 7). ATT-GRU incorporates a self-attention mechanism within GRU
layers to dynamically focus on critical historical intervals, refining prediction accuracy
especially under fluctuating traffic conditions (Figure 8). These specialized architectures
directly incorporate spatial and temporal information, making them particularly suited to
complex freeway traffic scenarios.

To clearly summarize and compare these hybrid models, Table 2 provides an overview
of each model’s strengths, weaknesses, and typical application scenarios.

6. Experiment

We now detail experimental setups and evaluations. Our focus is to reveal how each
methodological choice—from imputation techniques to temporal feature
engineering—affects prediction accuracy. We also examine training efficiency to gauge
the practicality of each approach, given real-world constraints on resource usage or sus-
tainability considerations.
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Table 2. Summary comparison of hybrid travel-time prediction models

Model Strengths Weaknesses
GRU-XGBoost (Ting’s Hybrid) [27] Clearly integrates linear and nonlinear temporal

patterns; straightforward linear regression com-
bination.

Limited spatial modeling capability; may over-
simplify complex dynamics.

DNN-XGBoost (Ho’s Hybrid) [22] Handles long- and short-term sequences sepa-
rately for detailed pattern analysis; flexible tem-
poral feature incorporation.

Increased complexity due to multi-phase struc-
ture; careful parameter tuning needed.

DE-SLSTM [13] Explicitly designed for peak vs. non-peak con-
ditions; incorporates optional weather indica-
tors.

Computationally intensive; complexity from
configuring multiple stacked LSTMs.

T-GCN [30] Explicit spatial graph and temporal integration;
accurately represents freeway networks.

Requires precise adjacency data; more complex
model structure.

ATT-GRU [33] Dynamically identifies critical historical inter-
vals via attention; robust under highly variable
conditions.

Attention mechanism increases complexity; re-
duced interpretability due to dynamic weight-
ing.

Fig. 4. Structure of Ting’s GRU-XGBoost hybrid model [27]. Predictions from GRU and
XGBoost are integrated through linear regression

Fig. 5. Structure of Ho’s Hybrid Model [22], leveraging DNN and XGBoost in tandem
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Fig. 6. Structure of DE-SLSTM [13]. Multiple LSTMs capture long- and short-term de-
pendencies, with additional weather features optionally included

Fig. 7. Structure of T-GCN [30], combining a graph convolutional network for spatial data
with GRU layers for temporal patterns

Fig. 8. ATT-GRU model [33] incorporates a self-attention layer atop GRU units for refined
weighting of time steps
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Table 3. TTP performance by XGBoost under different imputation methods

Taiwan Max Chou’s DAE
Mean MAE 16.766 16.762 16.965

Median MAE 14.183 13.551 14.244
Mean RMSE 47.422 47.168 47.646

Median RMSE 37.751 38.907 37.748
California Max Chou’s DAE
Mean MAE 4.143 4.143 4.150

Median MAE 3.152 3.152 3.152
Mean RMSE 8.244 8.237 8.250

Median RMSE 6.318 6.318 6.365

Table 4. TTP performance by LSTM under different imputation methods

Taiwan Max Chou’s DAE
Mean MAE 16.940 17.024 17.184

Median MAE 12.767 13.749 13.631
Mean RMSE 45.034 45.243 45.152

Median RMSE 35.005 35.835 35.027
California Max Chou’s DAE
Mean MAE 4.420 4.462 4.453

Median MAE 3.290 3.450 3.452
Mean RMSE 8.453 8.468 8.461

Median RMSE 6.608 6.573 6.654

6.1. Evaluation Metrics

We adopt Mean Absolute Error (MAE) and Root Mean Squared Error (RMSE) for quan-
titative performance. Let yi and ŷi be the ground-truth and predicted values:

MAE =
1

n

n∑
i=1

| yi − ŷi |, (1)

RMSE =

√√√√ 1

n

n∑
i=1

( yi − ŷi )2. (2)

MAE treats all residuals equally, thus reflecting overall average deviation. RMSE pe-
nalizes larger errors more, highlighting performance under high-variance or peak traffic
scenarios. We report per-route means and medians to capture robust trends across sensor
locations.

6.2. Data Preprocessing Phase

Imputation Comparison We first compare three missing or zero-value imputation strate-
gies (Section 4): interpolation (Chou’s), max imputation, and DAE. Table 3 shows perfor-
mance using an XGBoost predictor, while Table 4 uses LSTM.

For both XGBoost and LSTM, max and Chou’s imputation usually outperform de-
fault DAE. While DAE can be competitive if extensively tuned, simpler strategies often
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Fig. 9. Relation between (RMSE + MAE)/2, window size, and training time. Error im-
provement tapers off beyond 24 slots

Fig. 10. Weather stations (orange) and freeway sensors (green) in northern Taiwan. Each
sensor is mapped to its closest weather station

suffice in large-scale highway data. We adopt max imputation moving forward due to its
conceptual simplicity and consistent performance.

Figure 9 illustrates the trade-off among average errors, window size, and training cost.
A 24-slot window is a practical sweet spot for many real-world settings.

Effects of Weather Features (Taiwan Example) One might assume weather influences
TTP, especially under extreme conditions like heavy rain or snow. However, Taiwan’s
subtropical climate seldom experiences snow, and heavy rainfall is sporadic. Figure 10
shows the distribution of weather stations. We integrate precipitation, wind speed, and
temperature from the nearest station to each freeway sensor. Figures 11 and 12 compare
the performance with and without weather data using XGBoost and LSTM, respectively.
In most cases, adding weather increases errors, indicating it may behave as noise under
relatively mild climates. LSTM tolerates the extra features better than XGBoost but still
sees no real accuracy boost. Hence, while weather can be crucial in regions with regular
extreme events (e.g., heavy snow), it may not always be beneficial. Complexity or over-
fitting can degrade performance, emphasizing the importance of domain-specific feature
selection for sustainability-oriented traffic forecasting.
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Fig. 11. Weather-feature comparison for XGBoost on the Taiwan dataset. Red lines (with
weather) generally exceed blue lines (without weather) in errors

Fig. 12. Weather-feature comparison for LSTM on the Taiwan dataset. Additional features
do not systematically improve prediction
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Table 5. With or without extra temporal features. “All features” includes hour, minute,
day-of-week, and national holiday

Metric None Holiday Minute Hour Day All
Taiwan MAE 16.892 16.793 16.011 15.984 16.662 15.693

RMSE 45.997 46.063 45.509 45.467 45.820 45.973
California MAE 4.144 4.125 3.519 3.526 4.012 3.963

RMSE 8.067 8.062 7.195 7.219 7.855 7.802

Table 6. Model configurations before and after editing (EF). “-” means unspecified or not
used in the original paper

Model Original Features (OF) Original Imputation / Window Edited (EF)
Ting’s Hybrid Travel time, Speed, Volume DAE, 6-slot window Use hour feature, max imputation, 24-slot
Ho’s Hybrid Travel time, Volume, Hour, Day Max imputation, 12-slot window Add speed, max imputation, 24-slot
DE-SLSTM Travel time, Speed, Hour, Peak, Weather Interpolation, 12-slot Remove weather, add volume, max imp., 24-slot
T-GCN Speed only Interpolation, 12-slot Retained original setup (structure change otherwise)
ATT-GRU Speed only Not specified Add max imputation, 12-slot window
LSTM Not specified Not specified Use speed, volume, travel time, hour, 24-slot, max
XGBoost Not specified Not specified Use speed, volume, travel time, hour, 24-slot, max

Temporal Features Finally, we examine cyclic features (e.g., hour of day, minute of
hour), holiday labels, and day-of-week indicators. Table 5 summarizes the average per-
formance (XGBoost + LSTM) on both datasets. There are three key findings: 1) Adding
hour or minute features helps capture daily cycles; 2) National-holiday tags do not sig-
nificantly improve accuracy, reflecting limited difference from normal weekends in these
datasets; 3) Using too many features can overcomplicate training; selective choice (e.g.,
hour) can be more effective.

6.3. Model Comparison Phase

We now evaluate each base or hybrid model (Section 5) with two sets of features and
preprocessing: 1) Original Features: The features, imputation, and window size used in
the model’s original publication; 2) Edited Features (EF): Our refined approach: max
imputation, 24-slot windows, and hour-based temporal features. (T-GCN and ATT-GRU
maintain their original structural assumptions.)

Table 6 outlines these adjustments, while Table 7 summarizes final results.
Observations:

Table 7. Comparison of all models on Taiwan (left) and California (right), with MAE and
RMSE under both original features (OF) and edited features (EF). A dash “-” indicates
the model’s reference or default was not tested in that scenario

Taiwan California
MAE RMSE MAE RMSE

Model OF EF OF EF OF EF OF EF
Ting’s Hybrid 19.743 16.871 52.205 49.024 4.723 3.687 9.290 7.598
Ho’s Hybrid 23.844 21.800 55.150 54.972 4.378 4.284 8.627 8.505
DE-SLSTM 17.235 16.648 44.902 44.109 4.538 4.654 8.022 8.117
T-GCN 17.955 18.908 46.882 47.266 27.626 26.039 30.832 30.424
ATT-GRU - 18.417 - 42.207 - 3.833 - 7.837
LSTM - 16.041 - 44.128 - 3.577 - 7.200
XGBoost - 15.927 - 46.807 - 3.476 - 7.239
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1. Importance of Data Editing. Most models (Ting, Ho, DE-SLSTM) see improved ac-
curacy after adopting our refined pipeline (EF), underscoring the high impact of data
preprocessing.

2. Base Models Often Excel. Surprisingly, simpler base models—LSTM and
XGBoost—deliver superior or comparable performance, despite the complexity of
certain hybrid architectures (e.g., T-GCN). In particular, XGBoost yields the lowest
mean MAE, whereas LSTM excels in RMSE.

3. Context Matters. T-GCN, which benefits from spatial adjacency, underperforms in
California because we used data from a single freeway corridor with fewer complex
interlinks. For large, well-connected networks, T-GCN might prove more advanta-
geous.

4. Sustainability Relevance. When TTP is accurate, it not only enhances personal travel
but also reduces wasted vehicle hours and emissions, contributing to environmen-
tal and well-being gains. Simpler models with well-prepared data may be especially
useful for large-scale or resource-limited deployments (e.g., smaller city agencies).

7. Conclusion and Outlook

This work investigated how various data- and model-centric factors influence long-term
travel time prediction (TTP) on freeways, with an eye toward environmental sustain-
ability and human well-being. We compared multiple imputation methods, finding that
simpler interpolation or max-value techniques can match or outperform more complex
denoising autoencoders. We also demonstrated how carefully chosen temporal features
(like hour-of-day) improve predictive accuracy, whereas additional signals (e.g., weather
in Taiwan) may introduce noise. In the second phase, we examined seven modeling ap-
proaches—ranging from standard ensemble learners (XGBoost) and neural networks
(LSTM) to hybrids (Ting’s model, Ho’s model, DE-SLSTM, T-GCN, ATT-GRU). Our
results show that base models can rival or exceed more elaborate architectures if the data
pipeline is well-structured. For practical deployment, these findings suggest that focusing
effort on data cleanliness, the right feature set, and properly sized sliding windows is often
more beneficial than adopting excessively complicated models.

For the future work, test the relative data-vs-model benefits on datasets from regions
with markedly different traffic dynamics—such as cities with extreme weather (snowy
or monsoon climates), high urban density, or rapidly developing suburbs—to assess the
robustness and transferability of our “data over complexity” principle. On the other hand,
given the demonstrated importance of accurate TTP for promoting sustainable mobility,
we propose the following future directions for designing more accurate TTP algorithms
that directly support sustainability goals:

1. Dynamic and Context-Aware Feature Engineering for Sustainable Routing: Fu-
ture algorithms could incorporate adaptive feature selection mechanisms sensitive
to real-time traffic conditions, weather patterns, and unusual events (e.g., accidents,
large-scale gatherings). Such dynamic feature engineering approaches would enhance
prediction reliability, enabling intelligent transportation systems to proactively allevi-
ate congestion and lower emissions by directing traffic flows to more efficient routes
during peak congestion periods or adverse weather conditions.
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2. Hybrid Attention-based Models for Eco-Friendly Commuting Decisions: Inte-
grating attention mechanisms (such as Transformer-based models or attention-enhanced
GRU) with interpretable gradient-boosting methods could allow models to dynami-
cally identify critical factors that most influence travel time variability. By clearly
understanding these influential time intervals or external factors, city planners and
travelers can make informed commuting decisions, effectively supporting eco-driving
behavior, reducing fuel consumption, and lowering greenhouse gas emissions.

3. Real-Time Spatiotemporal Graph Models for Enhanced Public Transport Effi-
ciency: Developing advanced graph-based neural network algorithms (e.g., enhanced
Temporal Graph Convolutional Networks, T-GCN) that integrate real-time multi-
modal data (traffic sensors, GPS trajectories, social media incident reports, dynamic
weather updates) could substantially improve prediction accuracy. Such improve-
ments would directly support efficient scheduling and management of public trans-
portation, reduce unnecessary idling times, and enhance reliability, thereby encour-
aging commuters to prefer public transit options over private vehicles.

In summary, future TTP algorithm research should explicitly integrate these predictive
enhancements with sustainable mobility goals. Improved accuracy in TTP will reduce
vehicle idling and emissions, optimize route planning, foster eco-friendly driving habits,
and boost the reliability of public transit services. Consequently, such advancements will
directly contribute to sustainable urban mobility, enhancing environmental outcomes and
public well-being.
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Abstract. This interdisciplinary study analyzes Korean and English causal con-
nective expressions using the AI-Hub Korean-English parallel corpus. The primary
objective is to identify the unique linguistic and cultural features of Korean causal
connectives by comparing them with their English counterparts. Korean includes a
wide range of causal connectives, many of which exhibit additional pragmatic fea-
tures such as [+negative], [+uncertainty], and [+plurality]. From both linguistic and
cultural perspectives, this study investigates whether these features are exclusive to
Korean and explores the cultural factors contributing to their prevalence.
To extend the analysis into a computational framework, the study defines a formal
task for evaluating the preservation of pragmatic meaning in translation. Specifi-
cally, each Korean-English sentence pair is annotated for the pragmatic features ex-
pressed in Korean, and the extent to which those features are retained in the English
translation is assessed. Two task formulations are proposed: (1) a binary classifica-
tion indicating full preservation vs. loss or shift, and (2) a continuous “pragmatic
shift score” ranging from 0.0 to 1.0. This enables future implementation of rule-
based or learning-based models to detect pragmatic mismatches in translation.
The analysis of seven Korean causal connectives reveals that the additional prag-
matic features are specific to Korean and rarely appear in English. These features are
culturally grounded: the [+negative] feature aligns with Korean speakers’ tendency
to express disapproval indirectly to preserve politeness; [+uncertainty] reflects a
cultural preference for hedging and softening assertions; and [+plurality] indicates
an avoidance of definitive statements, consistent with indirect and euphemistic com-
munication strategies common in Korean discourse.
Ethical considerations regarding data licensing and cultural bias are addressed. This
research offers practical implications for computational linguistics, translation stud-
ies, and Korean language education. By uncovering culturally embedded differences
in how causality is expressed, the study enhances cross-cultural understanding and
contributes to improved communication in multilingual contexts.

Keywords: Parallel Corpus, Contrastive Study, Causal Connective Expressions, In-
terpretive Ethno-grammar
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1. Introduction

1.1. Linguistic and Cultural Motivation

Computer science, particularly in the field of natural language processing (NLP), has sig-
nificantly contributed to the development and analysis of linguistic corpora. Technologi-
cal advances have enabled efficient collection, organization, and large-scale processing of
corpora, facilitating various applications in language research and education. Among dif-
ferent types of corpora, the parallel corpus, which consists of aligned translations in two
or more languages, offers especially rich resources for contrastive linguistic analysis. By
providing a one-to-one mapping of corresponding expressions across languages, parallel
corpora are instrumental in examining syntactic, semantic, and pragmatic differences.

In the context of Korean-English comparison, one particularly fruitful area of inquiry
involves causal connective expressions, which are more diverse and nuanced in Korean
than in many other languages. This richness is not merely grammatical but reflects cul-
turally embedded communicative preferences. For instance, the Korean language often
employs a variety of causal expressions to convey subtle shades of intention, obligation,
and emotion. Such phenomena are similar to the lexical diversity observed in the Ha-
nunoo language of the Philippines regarding rice types (Conklin, 1957), or the range of
friendship-related terms in Russian that contrast with the single English word ”friend”
(Wierzbicka, 1997). These cases exemplify how cultural values shape language and influ-
ence not only vocabulary but also the structure and use of expressions.

Understanding this connection between language and culture is essential for effec-
tive cross-cultural communication. As Saville Troike (2003) notes, language proficiency
includes not only mastery of phonology, vocabulary, and grammar but also the ability
to communicate appropriately in various social and cultural contexts. In this light, the
present study seeks to explore how causal meaning is expressed and translated across
Korean and English, aiming to shed light on underlying cultural differences that shape
linguistic expression.

1.2. Research Objectives and Scope

This study conducts a contrastive linguistic analysis of Korean and English causal connec-
tive expressions using a large-scale Korean-English parallel corpus. The primary goal is
to identify how specific Korean causal connectives are translated into English and to eval-
uate whether the pragmatic meanings embedded in the Korean expressions are preserved,
altered, or lost during translation.

By doing so, the study aims to uncover both linguistic and cultural asymmetries be-
tween the two languages. This contrastive analysis has practical implications for second
language education, particularly for English-speaking learners of Korean. A better un-
derstanding of how Korean causal connectives function—both linguistically and cultur-
ally—can help learners avoid misinterpretations and improve pragmatic competence. Ulti-
mately, the findings aim to support cross-cultural communication by enhancing awareness
of how causality and intention are linguistically encoded in different language communi-
ties.
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1.3. Overview of the Computational Task

To extend the linguistic analysis into a computational framework, this study proposes a
formal task that quantitatively evaluates the preservation of pragmatic meaning in Korean-
English translations of causal connectives. Using the AI-Hub Korean-English parallel
corpus, the task involves sentence pairs in which a Korean sentence containing a spe-
cific causal connective (e.g., Ast-(eun) tase, Vst-neun tase, Ast/Vst-(eun) nameoji, Vst-
neurago, Vst-neun barame, Vst-neun tonge, Ast/Vst-a/eoseo geureonji, Ast/Vst-go haeseo)
is aligned with its English translation. Each Korean sentence is annotated for pragmatic
features such as [+negative], [+uncertainty], or [+plurality].

The objective is to determine the extent to which these pragmatic features are retained
in the English translation. Two task formulations are proposed: (1) a binary classification,
where a label of 1 indicates full preservation of meaning and 0 indicates loss or change,
and (2) a continuous scoring system, where a “pragmatic shift score” ranges from 0.0
(fully preserved) to 1.0 (completely lost or altered). This task definition paves the way
for developing rule-based or machine learning models capable of detecting pragmatic
mismatches in translation.

2. Related Works

2.1. Parallel Corpus and Linguistic Research

A parallel corpus is a corpus consisting of pairs of texts in two or more languages. Since
the proposal of the first parallel corpus alignment system by Kay and Röscheisen (1988),
it has been widely utilized in linguistics and NLP (Natural Language Processing) fields.
The application areas of parallel corpora include machine translation, Cross-language In-
formation Retrieval (CLIR), lexicography, language education, contrastive linguistics, and
more. Over the years, various studies using parallel corpora have been conducted in Ko-
rean language and culture research. Recently, with the global spread of Korean cultural
content, there has been a growing interest in Korean language education and the develop-
ment of automatic translation technologies, leading to an increasing demand for language
resources.

In response to this demand, institutions like the National Institute of Korean Language
and AI-Hub, which are focusing on Korean language data construction, are actively in-
volved in building Korean-foreign parallel corpora. Research on parallel corpora can be
broadly categorized into studies in the field of Natural Language Processing (NLP) and
studies in the fields of linguistics and applied linguistics. In the NLP field, discussions
mainly revolve around the construction of parallel corpora. For instance, Vu et al. (2020)
reported on the development of the Ulsan Parallel Corpora (UPC), which includes Korean-
English and Korean-Vietnamese datasets. Park et al. (2022) reported on the construction
of seven types of parallel corpora, including Korean, by AI Hub, and evaluated their per-
formance. Additionally, Bang et al. (2022) constructed the English-Korean speech parallel
corpus (EnKoST-C) and presented the evaluation results of its performance.

On the other hand, in the fields of linguistics and applied linguistics, the majority of
research reports are based on the utilization of parallel corpora. Studies conducted using
parallel corpora, with Korean as the focus, mostly involve Korean-Chinese (Sim, 2015;
Li 2021; Yu 2022; Shim, 2023), Korean-English (Seo, 2008; Park, 2017; Park & Lim,



1820 Sujeong Choi and Sin-hye Nam

2020), and Korean-Japanese (O & Takiguchi, 2015; Kim & Jang, 2011) corpora. Particu-
larly, parallel corpora have been utilized for contrastive linguistic studies, and a few spe-
cific examples are as follows: Seo (2008) described the English equivalents of the Korean
sentence-ending suffix ’-get-’ using a Korean-English parallel corpus; Yu (2002) used a
Korean-Chinese parallel corpus to describe the Chinese counterparts of the Korean ex-
pression ’-(eu)leo.’; Xue (2021) conducted a contrastive analysis of honorific expressions
based on a Korean-Chinese parallel corpus; Wilczynski (2021) conducted a contrastive
study on the ’ida’ (to be) construction based on a trilingual Korean-Polish-English paral-
lel corpus.

Although we have examined examples of such research, the parallel corpora tradition-
ally utilized by linguists have had limitations in terms of their size and balance, which in
turn might have imposed certain constraints on the research outcomes. However, as noted
earlier, due to the recent demand in the fields of artificial intelligence and natural language
processing, high-quality Korean-foreign language parallel corpora have been rapidly con-
structed on a large scale. This allows for the utilization of these new language resources
to conduct contrastive linguistic studies of even higher quality than previous research. Es-
pecially, this is true for Korean-English parallel corpora. Therefore, in this study, our aim
is to take advantage of the latest parallel corpora, which offer high precision, large scale,
and balance, driven by the achievements in the field of NLP, to conduct applied linguistic
research with improved precision.

2.2. Korean Causal Connective Expressions

According to Choi (2022), Korean has the highest number of grammatical connective
expressions used to indicate causation. Choi (2022) conducted an analysis of grammat-
ical items from ten Korean textbooks and three grammar references, organizing them
according to their meanings. This study identified a total of 68 pragmatic categories, with
the [cause] category exhibiting the most synonymous expressions. Specifically, 24 syn-
onymous grammar items that express the concept of [cause] in Korean were identified.
Although these expressions share a common function of indicating the cause for the sub-
sequent clause, they differ in terms of syntactic conditions, contextual formality, and prag-
matic nuances. For instance, the following causal grammar items from Korean textbooks
are noted for their additional pragmatic features compared to the more neutral causal
items.

(1) Ast-(eun) tase, Vst-neun tase: This expression conveys a negative cause or
reason.
(2) Ast/Vst-(eun) nameoji: This is used when an action or situation in the first
clause deteriorates, leading to negative consequences in the subsequent clause.
(3) Vst-neurago: This indicates a cause, reason, or purpose that results in a negative
outcome.
(4) Vst-neun barame: This expression denotes a cause or reason where the pre-
ceding context negatively impacts the subsequent action.
(5) Vst-neun tonge: This indicates a cause or reason that leads to a negative situ-
ation or results in the following clause.
(6) Ast/Vst-a/eoseo geureonji: This is used when a preceding action or situation
appears to be a cause but remains uncertain.
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(7) Ast/Vst-go haeseo: This suggests that the preceding clause represents one of
several reasons for what follows.

As underlined above, the causal connective expressions in examples (1) to (7) feature
additional pragmatic attributes: the grammatical items in (1) to (5) include a [+negative]
feature, the item in (6) denotes a [+uncertainty] feature, and the item in (7) implies a [+plu-
rality] aspect. Thus, Korean causal connective expressions not only indicate the cause for
the subsequent clause but also convey additional pragmatic nuances and complexities. As
we have seen above, there are a variety of grammar items in Korean that express cause.
Due to the diversity of connectives expressing cause, there has been a lot of research
on the similarities and differences between Korean causal connectives expressions(Chin,
2005; Ahn, 2007; Park, 2008; Li, 2011; Yoo, 2015; Park, 2018; Jeon, 2021, etc.) However,
there is a lack of comparative linguistic research on whether these diversities and charac-
teristics are unique to Korean or whether they are also present in other languages. If these
features are unique to Korean, it would be possible to explore their causes from a linguis-
tic and cultural perspective, and in terms of language education, it would be a particularly
important topic to focus on. To explore this, this study uses a parallel Korean-English
corpus to compare seven causal connectives that contain pragmatic qualities additional to
the meaning of cause with their counterparts in English. Through the analysis of these
findings, this study aims to interpret the reasons for the substantial number of causal con-
nective expressions in Korean from a cultural standpoint, and to explore the pedagogical
implications of these differences in the context of language education.

3. Data and Methodology

The data for this study were sourced from the Korean-English parallel corpora created
by AI-Hub, an AI integration platform managed by Korea’s Ministry of Science and ICT
and the National Information Society Agency. These corpora were produced as part of a
project aimed at constructing data for artificial intelligence training.

3.1. Corpus Overview and Genre Distribution

The AI-Hub Korean-English corpus includes 1.6 million sentence pairs across three styles:
literary, colloquial, and conversational. From this dataset, we selected a subset of 300,000
sentence pairs, distributed as follows.

In total, 300,000 sentences (3,438,086 words) from the Korean-English parallel cor-
pora were analyzed to investigate the English expressions that correspond to Korean rea-
son/causal connective expressions.

3.2. Preprocessing and Data Filtering

The data were processed using a hybrid approach that combined automatic filtering and
manual validation. First, automatic filtering was conducted based on keyword matching
to identify sentences containing one or more of seven pre-defined Korean causal con-
nective expressions. Following this, manual validation was performed to remove false
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Table 1. Information of Korean-English Parallel Corpora

No. Style Context The Number of Sentences/Words

1 Literary News Articles
200,000 sentences
(2,658,545 words)

300,000 sentences
(3,438,086 words)

2
Colloquial

(Conversation)

Conversation in a
meeting, shopping,

school, restaurant, etc.

100,000 sentences
(779,541 words)

positives and ensure contextual appropriateness. The overall preprocessing procedure in-
cluded sentence tokenization, normalization, filtering based on the presence of the target
expressions, and manual verification of the extracted sentence pairs. Figure 1 provides an
illustrative example of this process. A total of 479 sentences containing the seven target
Korean causal connective expressions were extracted from the Korean-English parallel
corpus. For each sentence pair, the Korean causal connective was identified (as shown in
Column A), and its corresponding English expression was extracted (Column B). Col-
umn C displays the original Korean sentence, and Column D presents the corresponding
English translation. For example, in row 310, the Korean connective expression Vst-neun
barame corresponds to the English connective because. While some expressions showed
a direct causal correspondence, others were translated with non-causal expressions. Based
on this analysis, each English expression was manually categorized as either a causal or
non-causal expression.

Fig. 1. An Example of Data Analysis

This classification was conducted using a hybrid approach combining automatic keyword-
based filtering and manual validation. The annotation was performed by two trained an-
notators, and the inter-annotator agreement, measured using Cohen’s Kappa, was 0.87,
indicating substantial consistency. Due to licensing restrictions, the preprocessing scripts
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and annotation guidelines are not publicly available; however, they can be provided upon
reasonable request for academic and research purposes. (see Section 3.7).

3.3. Train/Dev/Test Split

As this study is not aimed at model training but rather focuses on the qualitative and
quantitative analysis of linguistic patterns, the dataset was not divided into separate train-
ing, development, or test subsets. Instead, a total of 479 sentence pairs containing Korean
causal connectives were extracted and analyzed. This annotated subset can be made avail-
able for evaluation or further research upon reasonable request.

3.4. Annotation Guidelines and Procedure

The annotation process was carried out by two trained annotators with backgrounds in
linguistics. Their task was to categorize the corresponding English expressions as either
causal or non-causal. To ensure consistency, detailed annotation guidelines were devel-
oped and followed. These guidelines included definitions of causal and non-causal rela-
tions, illustrative examples, descriptions of edge cases, and clearly defined decision cri-
teria for handling ambiguous expressions. Before annotating the main dataset, the anno-
tators participated in a training session using a pilot dataset of 50 sentence pairs. They
then independently annotated the full dataset, after which discrepancies were reviewed
and resolved collaboratively, leading to refinements in the annotation protocol.

3.5. Inter-Annotator Agreement

To evaluate the reliability of the annotation, inter-annotator agreement was measured us-
ing Cohen’s Kappa (κ). The resulting κ value was 0.87, which indicates a high level of
agreement and suggests substantial consistency between the two annotators.

3.6. Data Analysis Procedure

The overall procedure for analyzing the Korean-English sentence pairs is illustrated in
Figure 2. First, Korean sentences containing one or more of the seven target causal con-
nective expressions were identified within the parallel corpus. The corresponding English
sentences were then extracted, and the English expressions aligned with the Korean causal
markers were manually examined. Based on pragmatic criteria, each English expression
was categorized into either a causal expression group or a non-causal expression group.
Expressions that conveyed explicit causal meaning were included in the causal group,
while others that did not indicate causality were classified as non-causal.

Additionally, the study investigated the specific English equivalents of each Korean
causal connective. For instance, in the case of the Korean expression ‘-(eun) tase’, 145
sentence pairs were retrieved from the corpus. Among the corresponding English sen-
tences, some included causal expressions while others did not. These were divided into
the two aforementioned categories and further analyzed to determine the frequency and
proportion of each English counterpart. The results of this frequency analysis, including
representative expressions and their distribution, are presented in Tables 2 through 4 in
Section 4.
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Fig. 2. Procedure of Data Analysis

3.7. Data Licensing and Access

The original corpus used in this study is distributed by AI-Hub under specific licens-
ing terms that restrict public redistribution. Researchers who wish to access the original
dataset may do so by applying through the AI-Hub website and agreeing to the platform’s
usage policies. To support reproducibility and facilitate further research, supplementary
materials—including preprocessing scripts, annotation guidelines, and a sample of anno-
tated data with licensing-safe examples—can be made available upon request to qualified
researchers for non-commercial academic purposes.

4. Contrastive Analysis on Causal Expressions in Korean and
English

As described in Chapter 2, the Korean causal connective expressions Ast-(eun) tase, Vst-
neun tase, Ast/Vst-(eun) nameoji, Vst-neurago, Vst-neun barame, Vst-neun tonge connote
[+negative] meaning, the expression Ast/Vst-a/eoseo geureonji has [+uncertainty] mean-
ing, and the expression Ast/Vst-go haeseo contains [+plurality] meaning additionally. In
this chapter, the study investigates whether the additional pragmatic features of Korean
causal connective expressions are reflected in their English counterparts, through a con-
trastive analysis of the results from a Korean-English parallel corpus. This section ana-
lyzes the degree of pragmatic preservation between Korean causal connectives and their
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English translations. While the computational task is defined in Section 1.3 as a classifica-
tion or scoring problem, this study implements a manual and qualitative evaluation, rather
than applying an automated classifier. Each connective is examined to assess whether the
pragmatic features are retained or lost in translation, providing a foundational dataset for
future computational modeling.

4.1. [+Negative] feature in causal connective expressions

First, the English expressions corresponding to the Korean causal connective expressions
Ast-(eun) tase, Vst-neun tase, Ast/Vst-(eun) nameoji, Vst-neurago, Vst-neun barame, Vst-
neun tonge, which imply the [+negative] feature, were analyzed. Table 2 presents the
frequency and proportion of these Korean causal connective expressions with the [+nega-
tive] feature in the Korean-English parallel corpus, along with their corresponding English
expressions.

As shown in Table 2, in English no causal expressions exhibiting the [+negative] fea-
ture observed in Korean expressions. Instead, only basic or neutral causal expressions
such as because, due to, as, since were used in English as their corresponding counter-
parts. The following (a) (e) in Figure 3 are the examples of Korean sentences containing
the causal connective expressions with [+negative] feature and the corresponding English
sentences.

In (a) (e) in Figure 3, the causal connective expressions used in the Korean sentences
all indicate that the cause of the negative outcome in the second clause is in the first
clause, while implying a negative attitude towards the cause described in the first clause.
On the other hand, the corresponding English causal expressions are neutral, indicating
that the speaker is conveying a neutral view of the causal event without a negative at-
titude. Rather, the analysis revealed a strong tendency in English to use direct negative
vocabulary when the speaker intends to convey a negative meaning. In English, words
with negative connotations are employed directly to express negative intentions. In Ko-
rean, however, grammatical expressions that imply negativity are often used in a more
indirect manner. This can also be seen in the example that some of the sentences that
use causal connective expressions that connote the [+negative] feature in Korean are not
expressed by grammatical expressions of cause in English, but rather verbs with nega-
tive connotations. For example, in some cases, the speaker’s negative attitude expressed
through ’Vst-neun tonge’ in Korean was corresponded to by the negative verb ’confuse’ in
English, and in other cases, the negative attitude expressed through ’Vst-neun barame’ in
Korean was corresponded to by the negative verb ’disturb’ in English. This means that in
Korean, even when speakers do not use direct vocabulary to convey negative intentions,
negative nuances can still be communicated indirectly through grammatical expressions.
Searle (1969, 1979) argued that the primary motivation for indirect speech is politeness.
The discussion of politeness in linguistics was developed by Lakoff (1972) and culmi-
nated in Brown& Levinson (1987) with the concept of personal politeness strategy. Since
individuals have a sense of face, and any act that threatens their desire for face tends to be
viewed as a face-threatening act, speakers and listeners will adopt politeness communica-
tion strategies to avoid face-threatening acts as much as possible and minimize conflict.
In Korean, the speaker’s negative attitude toward the situation can be interpreted as an
intention to increase politeness and minimize status threats by using causal connectives
that have negative connotations rather than using direct negative vocabulary.
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Table 2. Korean Causal Connective Expressions Containing the [+negative] feature and
Corresponding English Expressions

No. Korean N Category English N Rate

1
Ast-(eun) tase,
Vst-neun tase

145
Causal Expressions
(N=138, R=95.1)

because (of) 57 39.31

due to 32 22.07
as 25 17.24

since 14 9.66
cause 4 2.76

so 2 1.38
by 1 0.69
for 1 0.69

therefore 1 0.69
so . . . that 1 0.69

after 2 1.38
and 1 0.69

as a result 1 0.69
result in 1 0.69

lead 1 0.69
while 1 0.69

Non-causal
Expressions

(N=7, R=4.82)
because 5 20.83

as 3 12.50

2
Ast/Vst-(eun)

nameoji
24

Causal expressions
(N=13, R=54.16)

because 5 20.83

as 3 12.50
so . . . that 3 12.50

for 2 8.33
Non-causal expressions

(N=11, R=45.84)
and 5 20.83

∅ 5 20.83
by ing 1 4.17

3 Vst-neurago 13
Causal expressions

(N=6, R=46.16)
because 4 30.77

due to 1 7.69
as 1 7.69
ing 2 15.38

Non-causal expressions
(N=7, R=53.84)

with 1 7.69

from 1 7.69
and 1 7.69

bring, on 2 15.38

4 Vst-neun barame 153
Causal expressions
(N=122, R=79.74)

because 61 39.87

so 24 15.69
as 14 9.15

since 11 7.19
due to 6 3.92
cause 6 3.92
and 12 7.84
∅ 9 5.88

Non-causal expressions
(N=31, R=20.26)

, which 2 1.31

after 2 1.31
when 2 1.31

from, drive, disrupt, get 4 2.60

5 Vst-neun tonge 4
Causal expressions

(N=2, R=50)
since 1 25

due to 1 25
Non-causal expressions

(N=2, R=50)
and 1 25

confuse 1 25
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Fig. 3. Example 1: Korean sentences and corresponding English sentences
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4.2. [+Uncertainty] feature in causal connective expression

The English expressions corresponding to the Korean causal connective expression Ast/Vst-
a/eoseo geureonji, which indicates the [+uncertainty] feature, were examined. Table 3
presents the frequency and proportion of Korean causal connective expressions with the
[+uncertainty] feature in the Korean-English parallel corpus, along with their correspond-
ing English expressions.

Table 3. Korean Causal Connective Expression Containing the [+uncertainty] feature and
Corresponding English Expressions

No. Korean N Category English N Rate

1
Ast/Vst-a/eoseo

geureonji
124

Causal expressions
(N=113, R=90.4)

because 31 24.80

maybe (it’s) because 28 22.40
so 13 10.40

probably because 11 8.80
perhaps because 7 5.60

since 7 5.60
due to 3 2.40

maybe that’s why 2 1.60
maybe the reason 2 1.60

not sure if it is because 2 1.60
with 2 1.60

guess it’s because 1 0.80
perhaps . . . so 1 0.80
perhaps due to 1 0.80

whether it’s from 1 0.80
so . . . that 1 0.80

Non-causal expressions
(N=12, R=9.6)

∅ 8 6.40

and 2 1.60
as to whether 1 0.80

no wonder 1 0.80

Conjectural terms such as ”maybe,” ”probably,” and ”perhaps” were absent in over
50% of the English expressions corresponding to Ast/Vst-a/eoseo geureonji within the
causal expression category. This observation suggests that instances of speculation in
causal expressions are significantly more frequent in Korean.

The Korean sentences in (a) (c) in Figure 4, all use causal expressions that imply the
[+uncertainty] feature. However, in the corresponding English sentences, only (a) con-
tains ’probably’, which expresses [+uncertainty]. The English sentence in (b) uses only
the causal connective expression ’since’ without the [+uncertainty] feature, and (c) has
no corresponding causal connective expression at all. As noted, this aligns with the phe-
nomenon of frequent use of hedging expressions in Korean. When expressing causation,
there is a tendency to convey the message in a mild rather than strong or explicit manner,
which is closely related to demonstrating politeness toward the listener. This distinction
is particularly apparent in examples (b) and (c). In (b), if the hearer is struggling with an
event while the speaker is fine, even though the speaker does not have to use the [+uncer-
tainty] feature because ”I’m used to it because I go there every day” is a recurring event
for the speaker and the speaker’s personal belief, to show consideration for the hearer, the
speaker softens her stance by adding [+uncertainty] to the explanation of her ease with the
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Fig. 4. Example 2: Korean sentences and corresponding English sentences

situation. In the case of (c), the speaker is reducing the burden on the listener by adding
[+uncertainty] to the reason that she is feeling overwhelmed, instead of saying that her
workload is heavy.

4.3. [+Plurality] feature in causal connective expression

The English expressions corresponding to the Korean causal connective expression Ast/Vst-
go haeseo, which denotes the [+plurality] of the reason, were examined. Table 4 presents
the frequency and proportion of Korean causal connective expressions featuring the [+plu-
rality] aspect in the Korean-English parallel corpus, along with their corresponding En-
glish expressions.

Table 4. Korean Causal Connective Expression Containing the [+plurality] feature and
Corresponding English Expressions

No. Korean N Category English N Rate

1 Ast/Vst-go haeseo 9
Causal expressions

(N=7, R=77.78)
because 2 22.22

so 2 22.22
since 1 11.11
due to 1 11.11

as 1 11.11
Non-causal expressions

(N=2, R=22.22)
∅ 2 22.22
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As shown in Table 4, [+plurality] feature of the causal expression is included only
in Korean. In English, there is no expression which indicate the [+plurality] feature at
all. In that, the [+plurality] feature of cause is the unique characteristic of Korean causal
expressions. The following (a) and (b) in Figure 5 are the examples of Korean sentences
containing the causal connective expressions with [+plurality] feature and the correspond-
ing English sentences.

Fig. 5. Example 3: Korean sentences and corresponding English sentences

In both (a) and (b) in Figure 5, Ast/Vst-go haeseo is employed to indicate that the pre-
ceding clause represents one of several reasons for the information presented in the subse-
quent clause in Korean sentences. However, in the corresponding English sentences, this
connotative meaning was not expressed. Unlike in English, the [+plurality] feature, which
indicates that the presented reason is just one among several possible reasons, frequently
occurs in Korean. This allows speakers to avoid definitive expressions by emphasizing
that the reason given is one of multiple factors, rather than asserting it as the sole reason.
For example, the speaker in (a) is in a situation where they must admit that they have not
yet completed a task and must explain why. In this case, they adopt a defensive attitude by
employing Ast/Vst-go haeseo, which implies that there are various reasons, to avoid ex-
plicitly stating the reason that is causing concern. The use of Ast/Vst-go haeseo also hints
that the reason they have not yet finished is due to the many considerations they must
consider. Should they provide a single, clear reason for their indecision, and that reason
is countered, they would lose any further opportunity to defend their position. However,
by establishing a situation of indecision and implying that there are various reasons, not
just one, the speaker ensures they will have additional opportunities to defend themselves,
even if the listener objects to the reason they have given.

This can also be interpreted as a strategy to avoid expressing one’s intentions too as-
sertively. It is often utilized in contexts where the speaker seeks to refrain from stating a
definitive reason. For instance, when declining someone’s request or suggestion, a speaker
may opt to provide nuanced explanations to prevent the other person from losing face or
may choose not to reveal their true reasons for rejecting the request. In (b), for exam-
ple, the speaker faces the challenge of declining an invitation to dine outside with a large
group. Instead of directly expressing a desire to refuse the listener’s proposal, the speaker
aims to minimize any potential damage to the proposer’s face. They achieve this by im-
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plicitly conveying, using Ast/Vst-go haeseo, that there are multiple reasons prompting
their decline, rather than simply a personal intention to reject the offer.

While the current analysis does not directly implement the computational task defined
in Section 1.3, it demonstrates its theoretical feasibility through manual, feature-based
evaluation. The findings serve as preliminary evidence and a foundational dataset for de-
veloping future automated classifiers or scoring systems that assess pragmatic preserva-
tion in translation.

5. Conclusion

5.1. Summary of Findings

This study is an interdisciplinary investigation that utilizes the AI-Hub Korean-English
parallel corpus to contrastively analyze causal connective expressions in Korean and En-
glish. The primary objective was to identify the distinctive characteristics of Korean causal
connectives, particularly those that exhibit additional pragmatic features such as [+neg-
ative], [+uncertainty], and [+plurality]. These features were analyzed both linguistically
and culturally to determine their uniqueness to the Korean language and their prevalence
in Korean discourse.

Through the analysis of seven specific Korean causal connectives that carry these fea-
tures, the study revealed that such expressions are largely absent in English. The additional
pragmatic layers found in Korean are closely tied to cultural tendencies toward indirect-
ness, politeness, and the mitigation of speaker stance. For instance, Korean speakers often
employ causal connectives with [+negative] connotations to express disapproval or refusal
indirectly, a strategy aligned with cultural norms that emphasize maintaining social har-
mony and avoiding face-threatening acts. Similarly, connectives with [+uncertainty] and
[+plurality] allow speakers to hedge their intentions, introduce speculative reasoning, or
diffuse responsibility, all of which align with Korean cultural values surrounding modesty
and relational sensitivity.

In contrast, English tends to favor direct and explicit expressions of causality, reflect-
ing cultural norms that value clarity, individual agency, and unambiguous communication.
English causal connectives thus typically lack the additional semantic and pragmatic lay-
ers found in their Korean counterparts.

By comparing how causality is linguistically and culturally encoded in Korean and
English, this study offers meaningful insights into the intersection of language, culture,
and communication. The findings not only contribute to contrastive linguistics but also
have practical implications for language education, particularly in the field of Korean as a
foreign language. Recognizing these culturally embedded linguistic patterns can support
more effective cross-cultural communication and foster greater intercultural understand-
ing, which are essential for promoting social cohesion in a globalized society.

5.2. Ethics and Limitations

This study also acknowledges several ethical and methodological considerations. The data
used for analysis come from the publicly available Korean-English parallel corpus devel-
oped by AI-Hub. Due to licensing constraints set by the National Information Society
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Agency (NIA), the corpus itself cannot be openly redistributed. However, qualified re-
searchers may apply for access through the AI-Hub platform, and, upon request, we can
provide preprocessing scripts, annotation guidelines, and representative samples that com-
ply with licensing terms for academic use.

From an ethical standpoint, we recognize the potential for cultural bias embedded in
the corpus. Causal connectives often reflect nuanced pragmatic intentions that are deeply
influenced by cultural norms. Therefore, any computational or rule-based interpretation
of pragmatic equivalence across languages must be approached with caution. The indi-
rectness and politeness strategies observed in Korean causal expressions may not have
direct equivalents in English, and modeling such shifts automatically can oversimplify or
misrepresent these meanings.

Additionally, there is a risk of overgeneralization when applying pragmatic classifi-
cation tasks to other language pairs or datasets. Cultural and linguistic variability means
that tools trained on one corpus may not perform reliably in other contexts. The pragmatic
shift classification task proposed in this study is meant as a theoretical and methodological
foundation, not as a comprehensive solution.

In terms of methodological limitations, although we developed detailed annotation
guidelines and achieved high inter-annotator agreement (Cohen’s κ = 0.87), pragmatic in-
terpretation is inherently subjective. Ambiguities remain, particularly in context-dependent
cases that are difficult to resolve without deeper discourse information. Moreover, while
this study defines a computational task and proposes potential formulations for pragmatic
shift evaluation, we have not implemented or tested these models empirically within this
paper. Future work should include experimental evaluation using classification metrics
such as Accuracy or F1-score, as well as error analysis to better understand the impact of
cultural and linguistic nuances on model performance.

Despite these limitations, we believe this study contributes to a deeper understanding
of pragmatic shifts in translation and provides a meaningful step toward computational
modeling of culturally embedded language use.
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