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Abstract. Evaluating sellers in an online marketplace is an important yet non-
trivial task. Many online platforms such as eBay and Amazon rely on buyer reviews
to estimate the reliability of sellers on their platform. Such reviews are, however,
often biased by: (1) intentional attacks from malicious users and (2) conflation be-
tween a buyer’s perception of seller performance and item satisfaction. Here, we
present a novel approach to mitigating these issues by decoupling measures of seller
performance and item quality, while reducing the impact of malignant reviews. An
extensive simulation study shows that our proposed method can recover seller rep-
utations with high rank correlation even under assumptions of extreme noise.
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1. Introduction

One of the major challenges for online marketplaces such as eBay.com is that of accu-
rately measuring the reliability of sellers on their platform [3, 10, 14, 17, 25]. The most
common implementation of this task takes the form of a reputation system in which buy-
ers are tasked with evaluating their interaction with sellers on some common scale (e.g.,
a 5-star rating [15, 26–29].) These ratings are then aggregated and presented to future
buyers as a proxy for a seller’s quality. While such measures have substantial influence on
buyer behavior and overall marketplace dynamics, determining how reliable and robust
they are to bias is still an open question. The impact of this problem is only getting larger
as the presence and significance of online platforms in society increase. With the addition
of more complex multi-agent systems and multi-faceted online marketplaces which often
span global economies—such as Uber or AirBnB, the question of whether a reputation
rating system can be robust to corruption and bias, and what the framework for measuring
such robustness could be is becoming more important than ever. [2] Our work aims to ad-
dress this question by first introducing a novel method for reliably measuring reputation
from potentially corrupted ratings, whether maliciously intended or not, and subsequently
proposing a general simulation model for quantifying the robustness of various reputation
measurement strategies.
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Reputation systems aim to leverage the wisdom of crowds [11, 18], assuming that all
participants understand and agree upon the common goal of transparently measuring the
quality of a seller. This assumption, however, is flawed, as pointed out by recent studies
that identify adversarial behavior in buyer ratings [28]. Various types of cheating behavior
have been identified, both in theory and in practice, along with recommendations for how
to account for such behavior in aggregating reviews [5, 7, 10, 19, 20, 23, 24].

In addition to the threat of malicious reviews, another—perhaps more subtle—issue
for reputation systems is that the common goal of a review may not be immediately ob-
vious to reviewers (e.g., buyers.) By evaluating an interaction, the reviewer is necessarily
conflating multiple aspects of a transaction, only one of which is the seller’s performance.
For example, a buyer could be extremely satisfied with an item, but find the seller’s com-
petence in communication and execution problematic. In such a case, the buyer’s scoring
of the transaction, whether high or low, will be at best a biased measure of seller per-
formance and item quality. We address this issue by first modeling a buyer’s review as
a combination of evaluating two factors: seller performance and item quality. Taking ad-
vantage of the fact that multiple sellers offer similar items and that one seller often offers
multiple items, we propose an iterative method, which we call RATING SEPARATION, for
teasing out each of the two factors that confound buyer reviews.

In order to create a comprehensive and robust reputation system, we further propose
INTEGRITY WEIGHTING, a novel approach to mitigate the adverse effects of dishon-
est reviews. As the name suggests, the idea is to estimate the level of trustworthiness of
each review, based on theories of buyers’ cheating behavior. Each review is subsequently
re-weighted according to the estimated trustworthiness. We show that, while existing ap-
proaches mainly focus on a subset of possible attacks, INTEGRITY WEIGHTING is robust
against a large pool of attack types and patterns that have been identified in literature.

Finally, we develop a simulation framework for evaluating the efficiency of a rep-
utation system in online marketplaces. Compared to existing marketplace simulations
[4, 12, 16], our model allows for the conflation of multiple factors in a buyer’s review.
Using this framework, we evaluate the proposed reputation system and find it to be more
robust and reliable in measuring seller reputation compared to existing methods.

In summary, contributions of this paper are threefold. First, we propose RATING SEP-
ARATION, a method for disentangling, from a single score given by a buyer, the ratings
for a seller and the item sold. Second, we present INTEGRITY WEIGHTING, a scheme for
mitigating the risk of malignant agents on the platform. Third, we present a novel and
comprehensive simulation approach for evaluating various policies and systems on an on-
line marketplace platform. Using this framework, we are able to evaluate the practical
efficacy of complex reputation systems—such as the ones we propose here. Additionally,
this simulation framework allows us to better investigate existing methods, and identify
their strengths and potential shortcomings.

2. Related work

Many online platforms have their own reputation systems evaluating the reliability of
products or sellers by aggregating buyer reviews. However, these reputation systems are
intrinsically vulnerable to malicious users who intentionally give unjustified reviews to
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products or sellers. Numerous studies have been conducted to improve the robustness of
reputation systems by mitigating the influence of such malicious users.

Online platforms can be largely categorized as either single-agent or multi-agent sys-
tems. In a single-agent system, a single provider curates a collection of products—such as
movies on IMDb.com—and users are tasked with rating their experience with each prod-
uct. Since there is a single provider, buyer ratings have a clear mapping to each product,
and buyers are often limited to rating each product at most once. Existing studies of such
single-agent systems give attention to eliminating anomalous (potentially malicious) rat-
ings based on statistical analysis of the distribution of buyer ratings or ranking/grouping
users based on their rating patterns in order to derive the weighted mean of ratings given
by the users [6, 8, 21, 22].

In a multi-agent system, numerous sellers can provide multiple goods and services—
as on Amazon.com. Unlike single-agent systems, in a multi-agent system, buyers can
evaluate both the seller and their product. And as a consequence of repeated interactions,
it is possible for buyers to provide more than one rating to the same seller, over a variety
of products.

Both single-agent and multi-agent systems share the same goal of diminishing the
risk of malicious ratings. However, due to the different graph structure between buyers
and sellers being more complex, state-of-the-art strategies that work well for single-agent
systems are often insufficient for multi-agent systems. One of the often discussed chal-
lenges for multi-agent systems is that of identifying malicious buyers (attackers) who—in
coordination with associated sellers—aim to artificially manipulate the reputation of tar-
get sellers. This can take the form of either increasing the reputation of partnered sellers,
or decreasing the reputation of competing sellers. As online platforms become more com-
monplace and complex, deceptive rating strategies have also evolved, making it harder to
identify attackers. In response, most existing studies focus on not only filtering out statisti-
cally insignificant ratings but also finding suspicious buyer-seller relationships by detect-
ing malicious behavioral patterns in their rating systems [1, 5, 6, 9, 13, 15, 20, 24, 26–30].
A less discussed issue for rating systems in multi-agent systems, however, is that of con-
founded ratings. As discussed in the previous section, benign users can still corrupt a
reputation system by conflating their evaluation of a seller and a product. While previous
studies deal with the issue of malicious users, we have yet to find studies that address
the subtle, yet important, issue of confounded buyer ratings. In addition to addressing the
more traditional concerns of malicious ratings, our approach aims to achieve robustness
against the threat of such ambiguous ratings as well.

3. Proposed methods

Overall, we propose RATING SEPARATION AND INTEGRITY WEIGHTING (RS&IW),
a system for retrieving reputations that are robust to confounded ratings and adversarial
behavior. The first part of the system, RATING SEPARATION, decomposes the possibly
confounded rating into individual components of seller and item ratings. The second part
of the system, INTEGRITY WEIGHTING, extends the work of Oh et al. [23] to quantify
the trustworthiness of each rating. In the following sections, we present the details of each
method.
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3.1. Decoupling ratings

A common goal for online marketplace providers is to identify the reputation, trustwor-
thiness, and quality of active sellers and items that are traded on their platform. For-
mally, given a set of sellers S = {s1, s2, . . .} and items M = {m1,m2, . . .}, a platform
provider—such as eBay.com—would like to recover some function ρS : S → R that
ranks sellers and ρM : M → R that ranks items. Since seller and item rankings are not
readily measurable, platform providers will often estimate rankings by asking buyers to
rate their interactions via some common scale (e.g., 5-star ratings). In other words, given
a set of buyers B = {b1, b2, . . .}, platform providers observe a set of scores Y = {y(b)s,m}
when a buyer b rates their interaction with seller s to purchase itemm. One important, yet
subtle issue in this setting is that the observed scores y(b)s,m do not directly measure values
of either the seller ratings (ρS(s)) or item quality (ρM (m)), but some function of the two.

To motivate our approach, we first consider ys,m, the unobserved true score corre-
sponding to the evaluation of seller s with regard to item m. Next, we model this true
score as a function of two terms, seller performance (ρS(s)) and item quality (ρM (m)):

ys,m = f
(
ρS(s), ρM (m)

)
. (1)

Note that any single observation y(b)s,m is only a noisy approximation of ys,m, since dif-
ferent buyers will combine the two components in a different way.5 The first part of our
proposed method involves an iterative clustering of the observed y(b)s,m to decouple and
estimate each component ρS(s) and ρM (m).

Initial clustering and estimation of ρS First, define the set Bs,m ⊂ B as the set of
buyers who have rated an interaction of purchasing item m from seller s (i.e., Bs,m =

{bk ∈ B | ∃ y(bk)s,m ∈ Y }). For each seller-item pair (s,m) ∈ S×M , we initially estimate
ys,m via the sample mean

ȳs,m =
1

|Bs,m|
∑

b∈Bs,m

y(b)s,m. (2)

Next, we utilize the fact that multiple sellers can, and often do, offer the same items,
to cluster sellers and estimate ρS(s). For a specific seller si, let Msi = {mj ∈ M |
∃ y(b)si,mj ∈ Y } be the set of all items for which the seller si has been rated. Similarly, for
some specific item mj , let Smj

= {si ∈ S | ∃ y(b)si,mj ∈ Y } be the set of all sellers who
have been rated with item mj . We initially construct K = |M | clusters of sellers, CS , by
collecting sellers who happened to have ratings for the same item m. Formally, we write,

CS(k) = {si | si ∈ Smk
} .

5 We also note that each buyer ratings y(b)s,m could contain an additional bias component that depends on the
specific buyer b. For example, some buyers may intentionally give higher or lower ratings, independent of
seller or item quality, to satisfy their idiosyncratic goals. We specifically address this issue in the second part
of our method, INTEGRITY WEIGHTING, which is presented in Section 3.2.
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Fig. 1. An example of initial seller clustering

Further, let Lsi be the set of parameters k such that CS(k) contains seller si as an element.
In other words,

Lsi = {k | si ∈ CS(k)}. (3)

An example of this initial clustering is presented in Fig. 1. Fig. 1 represents a platform
of five sellers, {s1, s2, . . . , s5}, and five items, {m1,m2, . . . ,m5}. As a result, sellers are
initially organized into five clusters based on the items they offer: CS(1) = {s1, s2, s4},
CS(2) = {s1, s2, s5}, CS(3) = {s1, s3, s4, s5}, CS(4) = {s3, s4, s5}, and CS(5) =
{s2, s3}. Correspondingly, while not illustrated in Fig. 1, we can write out the sets of
clusters that include each seller as Ls1 = {1, 2, 3}, Ls2 = {1, 2, 5}, Ls3 = {3, 4, 5},
Ls4 = {1, 3, 4}, and Ls5 = {2, 3, 4}.

Next, we estimate the ranking of each seller ρS(s) by averaging relative ratings within
each cluster. Define ek : CS(k) → R as a scoring function for some seller si ∈ CS(k)
with respect to each itemmk, relative to all other sellers in CS(k). Specifically, we define,

ek(si) = ȳsi,mk
− 1

|CS(k)| − 1

∑
sj∈CS(k)\si

ȳsj ,mk
. (4)

Then, for each seller, we subsequently estimate ρS by computing

ρ̂S(s) =
1

|Ls|
∑
k∈Ls

ek(s) ∀s ∈ S. (5)

In other words, a seller’s rating, decoupled from item quality, is estimated by taking the av-
erage of all the relative scores achieved across clusters. Note that the range of ρ̂S will vary
depending on the range of the original scale implemented in the platform for recording
buyer feedback and ratings. However, for the purpose of quantifying rankings amongst a
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Fig. 2. An example of item clustering based on seller reputation

set of sellers, we can always normalize ρ̂s to be within some desired range. For the follow-
ing sections and the experiment described in Section 4, we use min-max normalization
to restrict the range of ρ̂S values to be in [0, 1].

Iterative clustering and estimation of ρM Once we have the initial estimates ρ̂S , we
can use these values to further cluster items in a similar manner, and subsequently estimate
ρM . To formalize this iterative approach, we first denote an estimate of ρS and ρM at the
tth iteration as ρ̂(t)S and ρ̂(t)M , respectively. Hence, our initial estimate from (5) is denoted
ρ̂
(0)
S , and similarly we let e(0)k be our initial values of ek computed in (4). At the tth

iteration, we create K ∈ N clusters of items by first grouping sellers such that seller si
and seller sj are in the same group if |ρ̂(t)S (si)− ρ̂(t)S (sj)| < ν, where ν is a parameter for
determining the granularity and size of clusters and K is determined as a consequence of
the distribution of ρ̂(t)S . We define Pk, the set of sellers in group k, such that |ρ̂(t)S (si) −
ρ̂
(t)
S (sj)| < ν for any si ∈ Pk and sj ∈ Pk. Then, items in the kth cluster are defined as

the items that have been ranked for the sellers who are in group Pk. Formally, we write,

C(t)M (k) = {mj | mj ∈Msi ∀ si ∈ Pk} .

Similar to (3), let L(t)
m be the set of parameters k such that C(t)M contains item m as a

member. In other words,

L(t)
mj

= {k | mj ∈ C(t)M (k)}.
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Continuing our illustrative example from the previous section, Fig. 2 presents a nu-
merical example of such item clustering, where ν = 0.1. Based on the numerical values of
ρ̂
(0)
S , presented on the upper-right scale, sellers s1 and s3 are grouped together, while the

other sellers form singletons, resulting in K = 4 clusters. Without loss of generalization,
we can arbitrarily assign numbers 1 ≤ k ≤ 4 to each cluster, defining sets P1 = {s1, s3},
P2 = {s2}, P3 = {s4}, P4 = {s5}; and clusters C(0)M (1) = {m1,m2,m3,m4,m5},
C(0)M (2) = {m1,m2,m5}, C(0)M (3) = {m1,m3,m4}, and C(0)M (4) = {m2,m3,m4}. Cor-
respondingly, the clusters that include each item is stored as L(0)

m1 = {1, 2, 3}, L(0)
m2 =

{1, 2, 4}, L(0)
m3 = {1, 3, 4}, L(0)

m4 = {1, 3, 4}, and L(0)
m5 = {1, 2}.

Similar to (2), we compute a within-cluster mean ȳ(t)m,k for each item m in cluster k
by taking the average rating over each buyer and seller within the cluster. In other words,

ȳ
(t)
m,k =

∑
s∈Pk

∑
b∈Bs,m

y
(b)
s,m∑

s∈Pk
|Bs,m|

. (6)

Let z(t)k : C(t)M (k) → R be a scoring function for some item m ∈ C(t)M (k), relative to
all other items in C(t)M (k). In particular, we define

z
(t)
k (mi) = ȳ

(t)
mi,k
− 1∣∣∣C(t)M (k)

∣∣∣− 1

∑
mj∈C(t)M (k)\mi

ȳmj ,k.

Then, for each item, we subsequently estimate ρM at iteration t by computing

ρ̂
(t)
M (m) =

1∣∣∣L(t)
m

∣∣∣
∑

k∈L(t)
m

z
(t)
k (m) ∀m ∈M.

In other words, the quality of an item, decoupled from a seller’s performance rating, is
estimated by taking the average of all the relative scores achieved by that item across
clusters. As in (5) for ρ̂S , the range of ρ̂(t)M will vary. For the following sections and the
experiment described in Section 4, we use min-max normalization at each iteration t to
restrict the range of ρ̂(t)M values to be in [0, 1].

Iterative clustering and estimation of ρS Given values of ρ̂(t)M , we can further improve
our estimate of ρS by taking additional iterations. An iteration of computing ρ̂(t)S is very
similar to the initial estimation procedure we describe for (5), with the primary difference
being in how clusters C(t)S (k) are defined for t > 0.

Specifically, at the tth iteration for t > 0, we create K ∈ N clusters of sellers by first
grouping items such that item mi and item mj are in the same group if |ρ̂(t−1)M (mi) −
ρ̂
(t−1)
M (mj)| < ν. The set of items in group k, Qk, is defined such that |ρ̂(t−1)M (mi) −
ρ̂
(t−1)
M (mj)| < ν for any mi ∈ Qk and mj ∈ Qk. The set of sellers in the kth cluster for
t > 0 are then defined as

C(t)S (k) =
{
si | si ∈ Smj

∀mj ∈ Qk

}
, t > 0.
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Fig. 3. An example of seller clustering based on item reputation

The set L(t)
s is trivially defined similar to Ls in (3).

To continue our example, Fig. 3 illustrates such a clustering of sellers with ν = 0.1

at t = 1. Based on the numerical values of ρ̂(0)M , presented on the upper-right scale,
items m2 and m3 are grouped together, while the other items form singletons, result-
ing in K = 4 clusters. Again, we can assign numbers 1 ≤ k ≤ 4 to each cluster,
defining sets Q1 = {m1}, Q2 = {m2,m3}, Q3 = {m4}, Q4 = {m5}; and clus-
ters C(1)S (1) = {s1, s2, s4}, C(1)S (2) = {s1, s2, s3, s4, s5}, C(1)S (3) = {s3, s4, s5}, and
C(1)S (4) = {s2, s3}. Correspondingly, the clusters that include each seller is stored as
L(1)
s1 = {1, 2}, L(1)

s2 = {1, 2, 4}, L(1)
s3 = {2, 3, 4}, L(1)

s4 = {1, 2, 3}, and L(1)
s5 = {2, 3}.

Within-cluster mean ȳ
(t)
s,k for each seller s in cluster k is computed by taking the

average rating over each buyer and item within the cluster. In other words,

ȳ
(t)
s,k =

∑
m∈Qk

∑
b∈Bs,m

y
(b)
s,m∑

m∈Qk
|Bs,m|

, t > 0. (7)

Finally, e(t)k and ρ̂(t)S for t > 0 are defined similar to the initial case of t = 0, following (4)
and (5), but replacing the initial estimates ȳs,m with the within-cluster average ȳ(t)s,k.

Complete algorithm for RATING SEPARATION As a stopping condition of the iterative
algorithm, we define a tolerance parameter ε. After completing iteration t > 0, and given
estimates ρ̂(t)S and ρ̂(t)M , the algorithm is to advance to the next iteration t+ 1 until |ρ̂(t)S −
ρ̂
(t−1)
S | < ε and |ρ̂(t)M − ρ̂

(t−1)
M | < ε. The overall procedure presented in this section is

formally summarized in Algorithm 1.
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Algorithm 1: Rating Separation (RS)
Input: set of buyers B, set of sellers S, set of items M , set of ratings Y , clustering range

ν, convergence tolerance ε
Output: estimated quality scores for each seller and item (ρ̂S , ρ̂M )
t← 0;
repeat

// Seller rating separation
if t = 0 then

cluster sellers by item to build C(0)S ;
else

cluster sellers by item score ρ̂(t−1)
M and ν to build C(t)S ;

end
foreach C(t)S (k) ∈ C(t)S do

foreach s ∈ C(t)S (k) do
compute e(t)k (s);

end
end
foreach s ∈ S do

compute ρ̂(t)S (s);
end
// Item rating separation

cluster items by seller score ρ̂(t)S and ν to build C(t)M ;
foreach C(t)M (k) ∈ C(t)M do

foreach m ∈ C(t)M (k) do
compute z(t)k (m);

end
end
foreach m ∈M do

compute ρ̂(t)M (m);
end
t← t+ 1;

until t > 0, |ρ̂(t)S − e
?
t−1| < ε, |ρ̂(t)M − z

?
t−1| < ε;

3.2. Mitigating adversarial reviews

A known issue with many buyer rating systems is that malicious actors may negatively
affect the accuracy of scores through various cheating behavior. [5, 7, 10, 19, 20, 23, 24]
Here, we mitigate such risk by proposing a method to score each review in terms of an
estimated measure of trustworthiness—or integrity, which is then used to weigh each
observed rating. Our proposed measure of trustworthiness considers three components:
engagement, diversity, and anomaly. We calculate each component for every buyer, based
on observed rating behavior across item categories. Formal definitions of each component
are presented below.
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Concretely, we define G` ⊂M , a subset of items in category `, as a collection of items
which satisfy some predetermined criteria6. For example, G1 might be the collection of
all electronics, while G2 might be all items classified as furniture. Then, let B` ⊂ B be
the set of all buyers who have rated items in G`. Similarly, we use Y ` ⊂ Y to denote the
subset of all ratings that were observed for items in category `, while Y `[b] ⊂ Y ` further
denotes the subset of ratings for items in category ` that were given by user b. In other
words, we define

B` = {b ∈ B | ∃ y(b)s,mj
∈ Y,mj ∈ G`}

Y ` = {y(b)s,mj
∈ Y | mj ∈ G`}

Y `[b] = {y(b)s,mj
∈ Y | mj ∈ G`, b ∈ B`}.

Engagement A common measure for quantifying the trustworthiness of users on a typi-
cal platform is user engagement. For example, scores provided by a buyer who is highly
engaged in the platform—purchasing items and rating interactions on a regular basis—is
considered more reliable than that from a one-time visitor. Here, engagement is opera-
tionalized as the relative frequency of ratings given by each buyer b within a category
`:

αb,` =
∣∣∣Y `[b]

∣∣∣− ∣∣Y `
∣∣

|B`|
,

where |Y `|/|B`| is the average number of ratings provided by each buyer in category `.
The corresponding user engagement weights αb,` are further normalized to be within the
range [0, 1], using min-max normalization for each category `.

Diversity Another consideration for a buyer’s trustworthiness is the concentration of rat-
ings. Conceptually, a buyer is considered more trustworthy if they interact with, and rate,
a variety of different sellers, as opposed to repeatedly rating a small number of sellers.
Thus, we quantify diversity as the proportion of unique sellers that the buyer has rated
over all ratings the buyer has given within that category. Formally, let S`[b] ⊂ S be the
subset sellers who have received a rating from user b, for at least one item in G`. In other
words

S`[b] = {si | ∃ y(b)si,mj
∈ Y,mj ∈ G`}.

Then, the diversity weight βb,` for a buyer b corresponding to item category ` is calculated
as

βb,` =

∣∣S`[b]
∣∣∣∣Y `[b]
∣∣ .

Note that this quantification of diversity is relative to the total number of ratings made by
the buyer. For example, a buyer who provided only one rating (

∣∣Y `[b]
∣∣ = 1) is considered

to have high diversity (βb,` = 1). As the buyer rates more transactions, βb,` will decrease
whenever the buyer rates a seller that they have already rated previously. Similar to en-
gagement weights, we normalize the corresponding diversity weights βb,` via min-max
normalization within each item category G`.

6 In this study, we use item categories as defined by the lowest-level grouping of items on eBay
(https://www.ebay.com/v/allcategories).
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Algorithm 2: Integrity weighting (IW)
Input: set of buyers B, set of ratings Y , set of item categories G
Output: integrity-adjusted ratings, ŷ(b)s,m

// Compute integrity weights
foreach item group ` do

foreach b ∈ B` do
wb,` ← αb,` × βb,` × γb,`;
foreach y(b)s,m ∈ Y `[b] do

ŷ
(b)
s,m ← wb,` × y(b)s,m;

end
end

end

Anomaly We are also concerned with how much a buyer’s rating of an item deviates or
conforms to that of the general consensus of other buyers, which we refer to as anomaly.
To quantify anomaly, we first consider the standardized distance of a buyer’s rating for
each item, from the overall distribution of ratings for that item. For any given item m, let
µm and σm denote the average and standard deviation of ratings that the item received
across all buyers and sellers. Then, for each rating y(b)s,m given by buyer b for item m, we
compute the normalized distance from the mean as:

δ(b)s,m =

∣∣∣∣∣y(b)s,m − µm

σm

∣∣∣∣∣ ,
where smaller values of δ(b)s,m indicate that the ratings given by buyer b for item m is
similar and consistent with ratings given by other buyers for that same item. Then, γb,`,
the anomaly weight for buyer b in item group ` is computed by taking the average of δ(b)s,m

for all items m ∈ G`:
γb,` =

1∣∣Y `[b]
∣∣ ∑
Y `[b]

δ(b)s,m.

As with engagement weights and diversity weights, anomaly weights γb,` are subse-
quently normalized via min-max normalization within each item category G`.

Integrity weighted ratings Given the normalized weights αb,`, βb,`, and γb,` for engage-
ment, diversity, and anomaly, respectively, we can compute a comprehensive integrity
weight for each buyer b within item category G` as

wb,` = αb,` × βb,` × γb,`.

Then, for an observed rating y(b)s,m where m ∈ G`, we can compute an integrity-adjusted
rating—where the observed rating is weighted by the estimated integrity of user b within
category G` as

ŷ(b)s,m = wb,` × y(b)s,m.

This procedure is formally summarized in Algorithm 2.
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3.3. A comprehensive reputation score

Finally, we can compute reputation scores for sellers and items that are robust to con-
founded and adversarial ratings by combining RATING SEPARATION from 3.1 and IN-
TEGRITY WEIGHTING from 3.2. This is achieved by replacing the raw ratings y(b)s,m with
their integrity weighted counter parts, ŷ(b)s,m, in (2), (6), and (7) of RATING SEPARATION.

4. Experiment

To evaluate the efficacy of the methods proposed, we further present a novel and compre-
hensive simulation framework. The contributions of our new approach are two fold. First,
in contrast to existing literature we directly model item-level transactions. This enables
our framework to distinguishing between a buyer’s rating of sellers versus satisfaction
of a specific item. Second, the proposed framework incorporates a comprehensive model
of plausible adversarial behavior, allowing us to test how robust our reputation scoring
systems are to numerous realistic attack scenarios.

4.1. A simulation framework for online marketplaces

The simulation framework we propose involves four components: three entities—items,
sellers, buyers—and a model for how the different entities interact—transactions. A ma-
jor advantage of our approach is that by explicitly modeling items, in addition to buyers
and sellers, we can further capture the realistic dynamics that take place in online market-
places.

An online marketplace is characterized by the number of items, buyers, and sellers
on the platform. For our experiment, we consider two parameter regimes: small-size and
large-size marketplaces. For the small-size marketplace, we set 1,000 items, 500 sellers,
and 5,000 buyers For the large-size marketplace, we set 2,000 items, 1,000 sellers, and
10,000 buyers. For each setting, we simulate 300 days of marketplace activity, where each
buyer is limited to one transaction per day. We describe each component of the simulation
in detail below.

Items An item is parameterized by its quality and categorization. The quality of an item
is represented by a continuous score in the range [0, 1]. We allow for multiple hierarchical
item categories.

For the purpose of our simulations in this study, we limit the hierarchy of item cat-
egories to three levels—top, middle, and bottom, which we find sufficient to represent
many typical online marketplace categorizations realistically. In our experiments, we set
three top-level categories,each of which consists of five mid-level subcategory. Each mid-
level category is further classified in to six bottom-level subcategories. In total, there are
90 different unique item categories. We further assign items uniformly across different
categories, so that the number of items available in each category is similar.

Sellers Sellers are parameterized by their capability and the items that they offer. We
assume that seller capabilities follow a truncated normal distribution, bounded in [0, 1],
with mean 0.5 and standard deviation 0.25. Higher capability scores correspond to faster
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delivery and better service, while lower capability scores correspond to late delivery and
poor service.

An important characteristic of sellers, which is not often captured in existing simula-
tion frameworks, is the variety of items that they offer. For example, while some sellers
may focus on selectively offering only a few items in major categories, others may choose
to offer a wide-selection of items across multiple categories. By modeling items as enti-
ties, and parameterizing sellers by the items they offer, the simulation framework we
propose is capable of representing this diversity.

In our experiment, we assume that sellers offer items in one major category, along
with items from up to three minor categories. To operationalize this assumption, for each
seller we first sample one major item category, from which they offer between three and
six items. Then, we sample between zero and three minor item categories, from which
one to six items are subsequently sampled.

Buyers Buyers are parameterized by item categories of interest and the level of interest
for each category. Each buyer is randomly assigned to 3 to 6 item categories of interest.
The level of interest for each item category is assigned a continuous value in the range
[0, 1]. We assume that buyers are more likely to purchase items in categories for which
they have a higher level of interest. After each transaction, buyers will leave a single score
rating as a function of item quality and seller capability.

Transactions Transactions represent the event in which a buyer purchases an item from
a seller, and provides a rating. Each buyer is assigned a random purchase cycle, between
zero and three days, which represents how often the buyer will participate in a transaction
on the marketplace. Buyers are more likely to purchase items from sellers who offer items
for which they have higher levels of interest in. This could result in unrealistically high-
frequency transactions between the same buyer-seller pairs. To mitigate this issue, we
require a repurchase waiting time of three, five, or ten days for the same buyer-seller pairs
to have a repeat transaction.

4.2. Simulating malicious ratings

To evaluate the robustness of a reputation system in the presence of adversarial buyers,
we model the behavior of malicious ratings. Based on existing literature [5, 15, 20, 24, 27,
29], we categorize adversarial buyers by three behavioral patterns and six attack strategies.
The three behavioral patterns and six attack strategies are presented in Tables 1 and 2,
respectively, along with a short description and relevant literature reference.

Any attacker will adopt one behavioral pattern and an attack strategy, allowing for
a total of 18 possible attacker types. Compared to existing work, which only consider a
limited subset of these 18 possible pairs, here we investigate the performance of a rating
system under all 18 types of attacks. This is achieved by modeling each type of attack
behavior and strategy within the simulation framework presented in Section 4.1. In our
experiment, we parameterize the intensity of attacks on a platform as the attack rate—the
proportion of all ratings that are malicious. We compare results for varying attack rates,
from 10% to 90%, in 10% increments.
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Table 1. Three categories of adversarial behavior patterns.

Pattern Description Reference

Basic Attackers consistently exhibit adversarial behavior—
granting high ratings to conspiring sellers or low ratings
to rival sellers.

[5, 7, 15, 20, 24, 26–29]

Camouflage Attackers attempt to camouflage their adversarial intent
by strategically mixing justified ratings with malicious
ones. Under this behavioral scheme, attackers typically
exhibit benign behavior in early interactions, and tran-
sition to adversarial activities at later stages.

[29]

Whitewashing Attackers behave under the basic scheme, while subse-
quently creating multiple accounts on the platform to
mitigate detection and create an illusion that their mali-
cious ratings are socially validated.

[29]

Table 2. Six categories of attack strategy. Each strategy is assigned a number which we use
as a referense in the text.

# Name Description Reference

1 Ballot stuffing (BS) Attempting to boost the reputation of conspiring sellers
by giving maximum ratings

[5, 20, 27]

2 Bad mouthing (BM) Attempting to hurt the reputation of rival sellers by giv-
ing minimum ratings

[5, 20, 27]

3 BS & BM Employing a mix of both ballot stuffing and bad
mouthing

[5, 20, 27]

4 r-high shifting Attempting to boost the reputation of conspiring sellers
by giving ratings that are r points higher than the aver-
age ratings

[15, 20, 24]

5 r-low shifting Attempting to hurt the reputation of rival sellers by giv-
ing ratings that are r points lower than average

[15, 20, 24]

6 r-high/low shifting Employing both r-high shifting and r-low shifting
strategies to boost reputation of conspiring sellers while
simultaneously reducing the reputation of rival sellers

[15, 20, 24]

Note that the last three strategies—r-high, r-low, and r-high/low shifting—require that the
attackers assign some distribution of benign buyer ratings for the target sellers.

5. Results

We use Spearman’s rank correlation coefficient to measure and compare how well a repu-
tation system can recover the true capability rankings of sellers.7 Our results are presented
in two parts. First, we investigate the efficacy of RATING SEPARATION (RS). To do so,
we compare RS with a naive baseline approach of computing a seller’s reputation via
simple average of observed ratings. Second, to test whether INTEGRITY WEIGHTING

7 Note that here, we focus on seller reputation, but the proposed methods and simulation framework could also
be used for estimating item quality via trivial extension of this work.
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(IW) and the combined approach of RATING SEPARATION AND INTEGRITY WEIGHT-
ING (RS&IW) is truly robust to adversarial rating activity, we compare performance of
each method to existing mitigation techniques.

5.1. RATING SEPARATION (RS) performance

First, we evaluate the performance of RATING SEPARATION in recovering true seller rank-
ings. Because RATING SEPARATION in itself does not mitigate against adversarial ratings,
for this section we focus on a simulated platform that assumes no malicious attacks.8 We
compare performance under two different assumptions of marketplace parameters, as de-
scribed in Section 4.1. As a baseline, we compute a naive measure of seller reputation by
taking the average of all ratings that a seller received.
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Fig. 4. Simulation results comparing a single iteration of RATING SEPARATION versus the base-
line. Each box plot summarizes the results of 10 simulations. The y-axis shows the rank correla-
tion between the estimated seller reputation and true seller capability, for each method. Column
panels show the two simulation parameter settings. Overall, RATING SEPARATION consistently
recovers the true ranking of seller capability more reliably than the baseline, with less variance
across each trial.

In Fig. 4, we compare the rank correlation between estimated seller reputation and true
seller capabilities for the baseline and RATING SEPARATION using just a single iteration.
The box plot represents the distribution of rank correlation performance achieved for each
method, across 10 simulations each.

We find that for every simulation trial, RATING SEPARATION achieved consistently
higher rank correlation compared to the baseline. RATING SEPARATION also was more
consistent in better recovering true seller rankings, demonstrated by the low variance in
performance across simulations, compared to the baseline.

8 We investigate robustness of our proposed methods to attacks in Section 5.2.
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Fig. 5. Rank correlation between the estimated seller reputation computed via RATING SEPARA-
TION and true reputation as a function of the number of iterations. Column panels show the two
simulation parameter sets.

While Fig. 4 shows that just a single iteration of RATING SEPARATION can achieve
superior performance compared to the baseline, the iterative nature of RATING SEPARA-
TION allows for further improvement. In Fig. 5, we show that the performance of RATING
SEPARATION can be substantially improved by just 3 additional iterations, at which point
the rank correlation is close to perfect at about 0.98. This represents a tremendous im-
provement, considering that the baseline approach, at best, recovers seller rankings with
about 0.85 correlation.

5.2. Performance with adversarial ratings

Next, we evaluate the efficacy of INTEGRITY WEIGHTING in mitigating the harms of ad-
versarial ratings. The two approaches of using just INTEGRITY WEIGHTING and using
both RATING SEPARATION AND INTEGRITY WEIGHTING are evaluated. We compare
performance to three existing methods from previous literature: BRS [27], PA [28], and
iCLUB [20]. A baseline approach, which does not explicitly adjust for potential adversar-
ial behavior is included as well. As mentioned in Section 4.2, we conduct simulations for
18 possible attack types, unique pairs of three behavior patterns and six attack strategies.
For each attack type, we vary the rate of attack between 10% and 90%, in 10% increments.
The results are presented in Fig. 6.

From Fig. 6, we first note that the methods we propose (IW and RS&IW) consistently
outperform all alternative methods in every setting that we test. Notably, we find that
the baseline method, which assigns equal weight to all ratings and does not account for
any malicious behavior, performs better than more sophisticated methods under some
conditions.

Overall, as the rate of attacks increases, the performance of all methods in all set-
tings decrease, albeit in varying degrees. One interesting finding is that iCLUB typically
achieved either negative correlation, or the highest performance among the four bench-
mark approaches. This suggests that while iCLUB can be a high-performing method un-
der specific assumptions of adversarial behavior, it is not generally reliable.

Under either a bad mouthing strategy (Pattern 2) or r-low shifting strategy (Pattern
5), other methods for mitigating adversarial ratings typically do no better than a naive
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Fig. 6. Comparison of multiple methods for mitigating malicious reviews. The x-axis shows the
proportion of attacks that are assumed in each simulation, while the y-axis shows the rank cor-
relation between the estimated seller reputation and true reputation, for each method. Column
panels show different attack types and row panels show different attack patterns. Overall, the pro-
posed methods (RS and RS&IW) are able to recover the true reputation more reliably than any
existing method across all simulated circumstances.

baseline approach. This indicates that existing methods are tailored to certain types of
attack strategies, and do not perform well against a wide range of attacks, in general.

6. Conclusions

In increasingly complex online marketplaces that involve the interaction of multiple agents,
evaluating the quality and characteristics of each agent is becoming more important. This
paper addresses the issue of the confounded buyer ratings, as well as malicious ratings, in
reputation systems and proposes RATING SEPARATION AND INTEGRITY WEIGHTING
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(RS&IW), a system for providing agent reputations that are robust to confounded ratings
and various types of cheating behavior. Through extensive experiments, we showed that
our reputation system can both disentangle scores for sellers from the confounded rat-
ings and are robust to numerous realistic attack scenarios generated by incorporating a
comprehensive model of plausible adversarial behaviors.

While, in the interest of clarity and consistency, we have focused our work in this
paper on the concrete problem of identifying seller rankings and mitigating malignant
buyer behavior, the methods we propose could be extended to a broader family of prob-
lems in a more general context of multi-agent platforms. One possible extension would
be to apply RATING SEPARATION in matching markets, where participating agents report
numerous confounded signals with regard to the quality of other entities. For example, in
ride sharing applications, RATING SEPARATION could be applied on ratings to decouple
rider satisfaction of driver (e.g., personal, vehicle) and route (e.g., traffic conditions, travel
time) characteristics. Or in a three-sided market, such as food delivery services, RATING
SEPARATION could be extended to disentangle courier and restaurant ratings from an
eater’s single score.

Besides seller performance and item quality, item price is the one of the main factors
having an influence on conforming a single score. Sometimes, buyers could give a gener-
ous score for a seller, even though both this seller’s performance and his item quality are
not satisfactory, because the price is discovered as the lowest one in an online platform. In
a further study, we plan to develop a framework to accurately disentangle this price effect
from a user’s single score for measuring better purified seller reputation.
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