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Abstract. The outbreak of the COVID-19 pandemic affects lives and social-economic
development around the world. The affecting of the pandemic has motivated re-
searchers from different domains to find effective solutions to diagnose, prevent,
and estimate the pandemic and relieve its adverse effects. Numerous COVID-19
datasets are built from these studies and are available to the public. These datasets
can be used for disease diagnosis and case prediction, speeding up solving problems
caused by the pandemic. To meet the needs of researchers to understand various
COVID-19 datasets, we examine and provide an overview of them. We organise
the majority of these datasets into three categories based on the category of ap-
plications, i.e., time-series, knowledge base, and media-based datasets. Organising
COVID-19 datasets into appropriate categories can help researchers hold their focus
on methodology rather than the datasets. In addition, applications and COVID-19
datasets suffer from a series of problems, such as privacy and quality. We discuss
these issues as well as potentials of COVID-19 datasets.
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1. Introduction

In late 2019, a novel virus, named COVID-19 emerged all over the world. This virus was
declared as a global pandemic by the World Health Organization on March 11, 2020.
The COVID-19 has incalculable influences on the world’s health, social and economic
conditions [54]. With the increase in the number of people infected with COVID-19 every
day, it is essential to find a fast and effective way to manage the problems caused by the
COVID-19 for biological, medical, and public health issues. Recently, effective utilisation
of Artificial Intelligence (AI) technologies [33, 50] to perform analysis, prediction and
diagnosis are ongoing researches to fight against coronavirus [2, 47, 59]. We know that
AI-based models rely on the available datasets. Thus, datasets play a key role in fighting
against the COVID-19 pandemic [34, 37, 79].
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1116 Sun et al.

With the advancement of the Internet and digital media technologies, many open
datasets are now available on the websites of research institutions [39]. These datasets
are public and can be downloaded for free. For conveniently use of research, this paper
provides a summary of the datasets collected from official websites and academic pub-
lications. The purpose of our work is to provide researchers, professionals and scholars
a quick reference of datasets in application. Based on usages, datasets are organised into
several meaningful taxonomies such as, dataset fields, organization structure, and pur-
pose. The categories identified for COVID-19 datasets include: time-series, knowledge
and media datasets. We briefly introduce each category of datasets in the following.

Fig. 1. Taxonomy of COVID-19 open-source datasets

We review the COVID-19 datasets according to the data format and applications. The
first category of COVID-19 datasets is the time-series datasets [78]. This kind of datasets
is relatively simple in structure and usually contains time information, death statistics,
population movement data, etc. Thus, they can be used without complicated preprocess-
ing, such as directly showing the number of cases every day. In addition, this kind of
datasets can be used to predict the impact of the disease on human society [6] and trend
of virus growth in the future [38].

The second category of datasets is knowledge base of COVID-19, for instance, scholar
knowledge graph [36], medical knowledge graph [73]. A part of COVID-19 knowledge
bases [46] contain complex contents in datasets, such as text data and image data. There-
fore, it is necessary to extract and preprocess the contents to structured data before using
the inner information, such as converting the text data into knowledge graphs. In addition,
the COVID-19 knowledge base [46] has location information with timestamps and can be
used to estimate the risk of infection on people.

The third category of datasets is the media datasets. They have many types of in-
formation such as text, image and video. There are lots of media datasets of COVID-19
published on the Internet such as, social networks [8], news information [52]. These in-
formation can be used to analyse the current emotional state of people and can be used to
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monitor current concerned topics for the public. The taxonomy of COVID-19 datasets are
summarized in Fig 1.

The rest of this paper is organized as follows. The time-series datasets are introduced
in Section 2. The knowledge base are described in Section 3 and the media datasets are
presented in Section 4. In Section 5, several issues of the datasets are discussed followed
by conclusions in Section 6.

2. Time-series Datasets of COVID-19

This section is organized to cover information on the source of real-time case datasets and
migration datasets around the COVID-19 time. The comparison of several representative
datasets is presented in Table 1.

Table 1. Comparison of COVID-19 Time-series Datasets

Dataset Data type Level Main Contents

nCoV2019 [72] Text, values Country, province Symptoms, key dates, and travel history
COVID-19 [13] Text, values Country, state, city Daily case reports, regional coordinates
covid19india-cluster Text, values India Outbreak and transmission COVID19 in India
CoronaWatchNL Text, values World COVID-19 case number, age and sex information
qianxi¶ Text, map China Population migration information of China
2019-nCov-data Text, values China Migration, news, and rumor data
OAG∥ Text, values World Flight schedules data
IATA∗∗ Text, values World Flight schedules data

2.1. Real-time cases datasets

Real-time cases datasets are import for fighting against the COVID-19 disease. For ex-
ample, these real-time cases datasets could provide people intuitive trend information
of COVID-19 and can support public health decision making. To analyse and track the
COVID-19 pandemic from real-time cases, Xu et al. [72] collected the real-time cases
data from national health reports, and provincial health reports. They also collected in-
formation from online reports to supplement their dataset. The dataset contains richer
information compared with other real-time case datasets. For example, it has geo-coded
information, such as travel history, symptoms, and key dates information (dates of onset,
admission, confirmation). In addition, this dataset is being updated in real-time and can
be downloaded for free.

Johns Hopkins University Center for Systems Science and Engineering (JHU CSSE)
published the Johns Hopkins epidemiological dataset, including daily case reports and
time-series summary tables [13]. The dataset has data fields, including country names,
state names, place names, the time of last update, and regional longitude. It is available
for the public and can be downloaded from the Github repository. Several studies were
conducted based on this dataset. For example, Domenico et al. [5] utilized a variant regres-
sive model to predict the epidemiological trend of COVID-19. Punn et al. [48] developed
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a deep learning-based model to monitor people’s behaviour every day. The model could
utilize the real-time dataset of the Johns Hopkins dashboard to predict the trend of the
COVID-19 spreading across nations in the future. Tátrai et al. [58] used the same dataset
to investigate how well the logistic equation can predict the influence of the COVID-19
pandemic on the place where the outbreak occurred. The proposed model was used to
estimate the risky point, the date of reaching a certain percentage of infections and the
number of infected persons in the future.

Several official institutions recorded real-time data and published them to the public.
For example, the National Health Commission of the People’s Republic of China daily
publishes the latest cases information COVID-19 on the official website†. Roda et al. [51]
used the data to predict the cases of COVID-19 in Wuhan city after lockdown. Singapore
collected and published the real-time cases’ information of COVID-19 on the Ministry of
Health official website‡. In addition, the Singapore reports cover detailed analysis of the
COVID-19 data. The Tianjin Health Commission daily published the local COVID-19
cases in the form of online press release on their official website§. The detailed report
along with analysis can be obtained from the same official website.

2.2. Migration information and trajectory

Population migration influences on the spread of virus. To track and discover their rela-
tions, it is necessary to record the population migration for studying the trend of virus
transmission. There are many open datasets to track the COVID-19 transmission shared
on the Internet. A well known migration dataset is available on the Baidu Migration site¶.
This data can be used to study the pattern of population migration during the Spring Fes-
tival of China [27,71]. In addition, researchers can utilize this data to visualize population
migration around China. In this dataset, “qianxi” index is used to reflect the size of pop-
ulation moving in or out, and the cities can be compared horizontally. The intensity of
city travel is calculated as the ratio of the number of people travelling to the city to the
resident population in the same city. In addition, Baidu built a data federation platform
(Baidu FedCube), which provides usage instructions and data download services.

Migration datasets of confirmed COVID-19 patients usually contain the travel infor-
mation including start time, end time, travel type, number of trips, travel description,
departure station, arrival station, and other information of the confirmed patients. Sev-
eral studies were conducted based on migration datasets. For instance, to estimate the
geographical scope of the spread of COVID-19 and its potential risks, Lai et al. [26] pro-
posed a deep learning-based model, which could learn from population migration dataset
and give future prediction results. Huang et al. [20] attempted to utilize the nationwide
mobility data to study the economic impact caused by the COVID-19.

Several trajectory data of proprietary airline are commercially available, such as Offi-
cial Airlines Guide (OAG) database∥, International Air Travel Authority (IATA) database∗∗.
The IATA database contains about 90% of passenger information of commercial flights,

† https://www.nhc.gov.cn/
‡ https://www.moh.gov.sg/
§ https://wsjk.tj.gov.cn/
¶ https://qianxi.baidu.com/
∥ https://www.oag.com/

∗∗ https://www.iata.org
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including the direct starting point from Wuhan to the destination and the indirect start-
ing point from Wuhan with a connecting flight to the final destination [26]. Chinazzi et
al. [9] utilized a global aggregate population disease transmission model and proprietary
airline data to predict the impact of travel restrictions on the spread of the COVID-19.
Proprietary airline data can be used to evaluate the capacity to detect the COVID-19 of
different locations. For instance, Rene et al. [44] utilized a Bayesian-based model and the
proprietary airline data to estimate the capacity of 194 locations. In addition, the authors
designed a mathematical model to calculate the rate of local residents being infected by
foreign tourists.

Descartes Labs collected and released DL-COVID-19 dataset, which is mobility dataset
at state and county level of US [67]. The dataset was published on the GitHub repository
under the Creative Commons Attribution license. Based on the DL-COVID-19 dataset,
Michael et al. [67] have found significant changes in the flow of people caused by COVID-
19 in US and around the world through mobility data in US.

Transportation Security Administration (TSA) published a confirmed COVID-19 cases
dataset††. They notified the public about the airport locations where the employees be-
longing to TSA were found positive for the COVID-19 virus. TSA listed airports with
confirmed COVID-19 cases and also the corresponding employees inflicted by the virus.

3. Knowledge Bases of COVID-19

This section is divided into two subsections. The first subsection introduces research
datasets of COVID-19 from knowledge point of view. The second subsection deals with
the knowledge graphs and their importance. Table 2 gives the summary of these datasets.

Table 2. Summary of COVID-19 knowledge bases

Dataset Type Size Main Contents

CORD-19 [63] Article 128,000 articles Coronaviruses related
CORD-NER [66] Text 75 entity types Entity types related to the COVID-19
COVID-19-epidemiology‡‡ Knowledge graph 374 instances Epidemiological knowledge
covid19kg [12] Knowledge graph 4016 nodes, 10 entity types Virus protein, potential drug target, etc
covid-19-medical‡‡ Knowledge graph 383 instances Clinical knowledge

3.1. Research dataset for COVID-19

Since the outbreak of COVID-19, many research papers for the study and analysis of the
new coronavirus have surged, especially in the fields of medicine and biology. CORD-
19 [63] is one of a extensive machine-readable and large new coronavirus paper collection
for data mining to date, which contains historical and the latest scientific research papers
of the coronavirus. The CORD-19 was provided by the leading research groups of Se-
mantic Scholars at Allen AI. The dataset has a collection of more than 128,000 academic

†† https://www.tsa.gov/
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articles and 59,000 full texts on new coronaviruses, containing articles related to such as,
COVID-19, SARS (Severe Acute Respiratory Syndrome), and MERS (Middle East Res-
piratory Syndrome). The dataset contains more than 50,000 metadata files of coronavirus
research articles, including but not limited to COVID-19.

CORD-19 is an open knowledge research dataset, and it is free for use by the global
research community. For instance, the worldwide AI research community utilized this
dataset and data mining methods to fight against the COVID-19. Since its release, CORD-
19 has been downloaded more than 75,000 times. It becomes the basis of many COVID-
19 text mining and discovery systems and could promote generating new insights into the
fight against the ongoing COVID-19. In addition, the dataset has links to other publication
databases such as PubMed, Microsoft Academic Graph, Semantic Scholar, and WHO
through unique keywords. Thus, CORD-19 has richer information than other knowledge
bases.

At present, CORD-19 has been used in information extraction, information retrieval
and knowledge graphs by natural language processing and deep learning techniques. Be-
sides, it can also be used in multiple directions, such as question answering [43], pre-
trained language models [31], summarization [55], and recommendations [53]. To inspire
developers to find new insights in the large-scale COVID-19 epidemic, Kaggle utilized
the CORD-19 dataset to host an open research dataset challenge. The research challenge
includes the topic of tracing the history of the virus [35], the study of the transmission
characteristics of the virus, the diagnosis of the virus, etc.

Fig. 2. A medical knowledge graph of COVID-19. This knowledge graph contains entities such as
viruses, bacteria, epidemics, and infectious diseases. Entities connected to each other with relations,
such as “Subclass”, “SimilarTo”, and “Cause”
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3.2. COVID-19 knowledge graphs

Knowledge graphs associated with COVID-19 attracts lots of attention of researchers.
Many kinds of knowledge graphs are published such as, pathophysiology knowledge
graph [12] and biomedical knowledge graphs [1, 81]. Knowledge graphs are useful in
a wide range of applications, for instance, knowledge answer system of COVID-19 [28],
auxiliary diagnostic system of COVID-19 [30].

Directly getting desired knowledge from lots of research articles is relative time-
consuming. An efficient approach is to obtain knowledge from pre-constructed knowl-
edge graphs. Knowledge graphs utilize topology to integrate data and cover a wide range
of knowledge. For instance, the COVID-19 knowledge graphs contains biological pro-
cesses, drug-target interactions, genes and proteins of the new coronavirus [16]. Thus, the
COVID-19 knowledge graph can even help researchers discover hidden interactions of
protein.

Metrological analysis and visualization of knowledge graph methods can help extract
and formalize structured knowledge. For example, network embedding theories [19, 56]
and graphic visualization technologies can be used to visualise knowledge graphs. A visu-
alization of a medical knowledge of COVID-19‡‡ is presented in Fig 2. The visualization
of knowledge graphs can provide intuitive connections between entities and can promote
researchers to better understand knowledge in less amount of time. Moreover, in the vi-
sual web application of knowledge graphs, users can browse and query the network, filter
nodes or edges according to their own needs, or calculate the path between nodes of in-
terest.

There are several knowledge graphs built from CORD-19 [63]. The literature of medicine
and biology are the main contents of this dataset. Several natural language processing
methods were applied to this dataset to construct knowledge graphs. The constructed
knowledge graph contains information on medicine and biology, which are important
for researchers [81]. In addition, the rich relations in knowledge graphs could help re-
searchers to discover hidden information and thus contribute to fight against COVID-19.
To apply CORD-19 to the field of knowledge graphs, the first work is to create a named
entity recognition (NER) dataset. Wang et al. [66] built an entity recognition dataset for
CORD-19. The NER dataset contains 4 different sources. The entities in the NER dataset
are mapped into 75 fine-grained entity types. The results obtained by identifying named
entities on the CORD-19 dataset helps in constructing knowledge graphs. For example, it
can be applied to build medical knowledge graphs.

Several other researchers devoted themselves to constructing knowledge graphs of
COVID-19. Domingo-Fernández et al. [12] constructed an extensive a knowledge graph
based on the COVID-19 paper collection. The knowledge graph contains information of
the COVID-19 virus protein, potential drug target and the biological transmission path of
the virus. The knowledge graph could provide a new research perspective for exploring
the physiology of COVID-19 cases. First, the authors filtered the unimportant information
from the available source. Second, they collected a part of free and open scientific articles
related to COVID-19. Then, the collected articles were scored and ranked by using mod-
elling language tools based on importance. Finally, the knowledge graph was constructed
from the selected articles.

‡‡ https://openkg.cn/
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The integration of large-scale knowledge graphs and information mining functions
are urgently needed for filtering plenty of new coronaviruses, especially in the field of
medicine. The drug knowledge graphs can help medical researchers quickly find potential
drug candidates. For instance, Ge et al. [16] designed a knowledge graph building method,
which is a data-driven drug framework. The built knowledge graph is virus related, includ-
ing knowledge of drug-target, protein-protein interactions. Three different types of nodes
exist in the knowledge graph, namely drugs, human targets and viral targets. Entities in
knowledge graph are connected with edges, which describe the relationship, similarities
and interaction between entities. A total of seven networks are considered to construct the
knowledge graph, including human protein-protein interaction network, human target-
drug interaction network, and so on.

Network embedding algorithms [70] are well known for network analysis. It can be
applied to knowledge graphs to predict the drug candidate list, saving the time and cost of
discovering effective drugs for disease. For instance, Hong et al. [18] proposed a relation
extraction method based on deep learning technology, namely BERE. The method can be
applied to mining large-scale literature. Relying on this method, only a small number of
candidate drugs on the list need to be manually checked, thus, the list of candidate drugs
is further narrowed.

4. COVID-19 Related Media Datasets

This section covers datasets collected from social networks, news and other media sources
in three different sub-sections. These datasets are summarized in Table 3.

Table 3. Summary of COVID-19 related media Datasets

Dataset Format Contents

COVID19socialscience [75] Text Tweet of 69 institutional/media Twitter accounts
covid19twitterevent [83] Text, JSON COVID-19 Events from Twitter
covid19twitter [4] Text, JSON Twitter chatter of COVID-19
CoronaVis [22] Text, JSON Personal opinions, facts, news, status
COVID-19-TweetIDs [8] Text 50 million tweets
COVID-19-InstaPostIDs [77] Text Public posts from Instagram
covid19 dataset [15] TSV Tweet, user ID and Weibo ID
COVID-CT [82] Text, xlsx,image CT scans from medRxiv, bioRxiv, etc
covid-chestxray-dataset [10] Text, csv, image Chest images of COVID-19 or other pneumonias
COVID-19 [45] Image Normal, pneumonia chest images

4.1. Social networks

Many datasets for social networks [69] are published such as, Twitter and Facebook
datasets. These datasets can be used to support urgent research to address the outbreaks
caused by COVID-19. Considering that there is no specialized collection of tweets posted



COVID-19 Datasets: A Brief Overview 1123

by the government or news media, Yu [75] published a COVID-19 Twitter dataset for
social science research, which is built on the keywords of coronavirus and COVID-19.

Department of Social Psychology, Universitat Autònoma de Barcelona published an
Institutional and News Media Tweet dataset of COVID-19 for social science research [75].
The dataset was obtained from Twitter accounts of 69 institutions/news media, including
17 government and international organizations and 52 news media in North America, Eu-
rope, etc. There are 8 categories in the collection: “Government Tweets” (government,
international agencies, etc.), “US News Tweets”, “British News Tweets”, “Spanish News
Tweets”, “German News Tweets”, “France News Tweets”, “China News Tweets”, and
“Additional News Tweets”. Each category contains different collection targets. This mi-
croblogging data can support sociologists to analyse the impact of the pandemic on public
interest, health information, and social response to policy-makers [14].

The Department of Computer Science at the University of Missouri published the
coronaVirus Twitter (focused on the United States) dataset [22]. They collected and pro-
cessed more than 100 million tweets related to the novel coronavirus using Twitter Stream-
ing API and Tweepy since March 5, 2020. The collected raw data around 700GB up until
April 24, 2020, and saved these collected data in the format of JSON. To improve the
usability of data, the dataset has been dynamically processed in real-time, which is stored
and being updated in the Github repository. Every single file in dataset contains intra-day
data. Date is set as the single file name. The file in the dataset contains 6 different attributes
(tweet id, created at, loc, text, user id, verified). The tweet id represents the unique id of
a tweet. The created at represents the creation time of a tweet. The loc represents the state
user location. The text represents the text of the tweet being processed, with all the text in
lowercase, non-English characters, and some stop words removed. The user id means that
the exact user name of the pseudo-user ID is converted to an anonymous ID to protect the
user’s privacy. The verified field indicates whether the tweet is verified (1 or 0), 0 means
unverified, 1 means verified. During the pandemic, people were isolated at home, but so-
cial media allowed people around the world to stay connected. Collecting information of
people shared on social media, such as personal opinions, status and location, can help
researchers understand public behaviour during a pandemic. This dataset can be used for
such as, sentiment analysis [41, 42], behavioural decision-making [76].

Another public Twitter dataset [8] related to coronavirus was collected by the Infor-
mation Sciences Institute, University of Southern California. The dataset has more than
50 million tweets from the inception until March 16, 2020, about 450 GB of raw data.
The dataset could be used to track scientific coronavirus misinformation and unverified
rumours, and help researchers to understand the fear and panic of the public [80]. There is
another Twitter dataset of COVID-19 for scientific research [?]. This open dataset enables
researchers to carry out research projects on emotional and psychological responses to so-
cial distance measurements, identification of false sources, and stratified measurements of
pandemic emotions.

The first Instagram dataset for COVID-19 was collected by researchers at Queen
Mary University of London, England [77]. The dataset is published on a Github repertory.
The dataset contains four main parts: (1) publisher information content, (2) post content,
(3) like features, and (4) comment metrics content. The posts content part has key at-
tributes, such as captions, hashtag lists, images/videos, likes, comments, locations, dates,
and tagged lists. Posters can be public accounts (or public Instagram pages) and datasets
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contains information about individuals, fan pages, news agencies, influencers, bloggers,
and so on. Each post receives a response, such as a comment issued by a viewer/follower.
The dataset helps researchers study the analysis of fake news, false alarms, rumours, the
robot population and robot-generated content, and behavioural changes during the spread-
ing of the COVID-19 pandemic.

Georgetown University built a Tweets dataset of COVID-19 using Twitter’s Stream-
ing API (Twitter Streaming API) [15]. Tweets related to COVID-19 are defined as tweets
with 16 tags, such as 2019nCoV Corona SARI. The dataset has 2,792,513 tweets, 456,878
quotes, and 18,168,161 retweets. Most tweets in dataset were in English (57.1%), fol-
lowed by tweets in Spanish (11.6%). The dataset was divided into two parts: one was
grouped according to the location information in the tweet’s content and the other was
grouped according to the location information based on the time of the tweet. More than
351,000 tweets in the data have links to news organizations, which accounted for about
a tenth of the original tweets of the samples. Researchers found that more than 63,000
tweets were linked to high-quality sources and more than 1,000 were linked to low-quality
sources. Currently, the dataset has been used to find a correlation between the virus out-
break and the activity level of local social media. Although rumours and low-quality infor-
mation still exist, they have little impact on general trends such as the direction of public
opinion. The dataset can also be used by natural language processing models for more
sophisticated spatiotemporal analysis of information flows and the spread of COVID-19,
aiming at identifying rumours and topics [61].

Fig. 3. Examples of CT scans for COVID-19. The left images are the CT scans of a patient’s chest
infected with COVID-19. The right images are the CT scans of the chest of a normal person

4.2. X-ray image and CT scan datasets

Medical images are important sources to diagnose COVID-19, such as chest CT scans
and X-ray images. To improve the efficiency of medical diagnosis, many institutions at-
tempt to automatically diagnosis this disease by exploiting deep learning algorithms and
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COVID-19 medical image datasets. A part of institutions has shared the collected COVID-
19 medical image datasets on the Internet to promote the research of artificial intelligence
in pneumonia diagnosis. In the following, we present these datasets in this part.

Many medical images of COVID-19 can be obtained from GitHub repository or the of-
ficial website. For example, the COVID CT dataset [82] was published on GitHub reposi-
tory. Examples of CT scans for COVID-19 of this dataset are shown in Fig 3. This dataset
was collected from COVID-19 related papers published in several open databases such as,
medRxiv, bioRxiv. The authors collected images from papers by matching the pneumonia
name of image titles. This dataset contains normal and infected CT scans. The subset of
COVID CT contains 349 images from the clinical findings of 216 patients. The two cat-
egories of images are stored separately in two different files. Cohen et al. [10] collected
open sources and diagnostic data from hospitals and created a public image dataset of
COVID-19. This dataset contains chest images of COVID-19 or other types of pneumo-
nia (MERS, SARS and ARDS) of positive or suspected patients. The dataset contains
COVID-19 chest X-rays images of 412 people from 26 countries/regions, including 679
images. In addition, this dataset contains clinical records of patients such as blood tests,
ICU stay. Ozturk et al. [45] created an integrated COVID-19 X-ray dataset from a part
of two open-source datasets, including the dataset published by Cohen JP [10] and the
ChestX-ray8 dataset provided by Wang et al. [65]. The integrated dataset covers normal,
pneumonia chest images and COVID-19 images of people, containing diagnostic images
of 43 female and 82 male patients, and a total of 127 COVID-19 chest images. In ad-
dition, the dataset contains the age information of 26 patients. Wang et al. [62] created
the largest publicly accessible COVID-19 chest X-ray image dataset, namely COVIDx.
This dataset was collected from five open-access data repositories and contains a total of
13,725 patient cases and 13,800 chest images. Several studies [21,60,68] have conducted
AI-based diagnosis with the help of COVIDx. The authors [64] collected a total of 259
chest CT scans from several hospitals in China and 15 recruited patients. The dataset con-
tains 180 typical viral pneumonia and 79 confirmed SARS-COV-2 cases. This dataset can
be obtained from the supplementary data of the study.

4.3. News

News media data serves as a convenient and direct data for the public [74]. People can
obtain the exact situation of the pandemic in the current region, and take corresponding
measures to protect themselves. We can use the existing data to predict the follow-up de-
velopment of the epidemic in each region. For instance, researchers can use this kind of
dataset to apply statistical analysis to compare pandemic features among different coun-
tries, and try to find features that can bring new insights to fight the pandemic [17]. The
dataset can also be used with other kinds of datasets, such as regional and subregional
social demographic [24].

4.4. Others

A question-and-answer system was developed to obtain the CovidQA dataset [40] to help
the research community find answers and gain insight into coronavirus infectious dis-
eases [57]. The CovidQA dataset is for questions and answers about COVID-19 and is
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built from the source from Kaggle’s COVID-19 open research dataset challenge. The
CovidQA dataset is the first publicly available COVID-19 Q&A dataset, which contains
124 question-article pairs according to the CovidQA dataset. The current version is 0.1,
and the database will be further expanded as resources get evaluated. The dataset includes
fields such as subcategory, title, answer. Title is the title of the scientific research article,
of which the answer is derived or the title of the announcement issued by an authoritative
institution to verify the reliability of the answer. The datasets were reviewed by epidemi-
ologists, MDs (Medical Practitioners), and medical students. The dataset can be used in
the natural language processing model (NLP) field to test the validity of the model. In
addition, the dataset can be used to build the deep learning-based question and answer
model, which consists of two main parts: the question context component and the answer
component [29].

University College London recently published a dataset called RWWD (Real World
Worry Dataset) [25]. The dataset utilizes a direct questionnaire approach to obtain written
descriptions of how people feel about COVID-19 and their current emotions. Instead of
relying on a third party to annotate, the dataset relies on the writer’s ratings of their own
mood after writing, which makes the dataset more reliable. RWWD has two versions, and
each version has 2,500 English texts. The first version is of variable length, with a min-
imum of 500 words. The second version uses the Twitter format (i.e., no more than 240
words long), and the short text is mainly used for comparison with the Twitter data. All
subjects were asked to use a 9-point scales to indicate their internal emotions including
worry, anger, etc. The study results on this dataset showed that Britons were more worried
about their families and finances. Short texts (in the form of tweets) tend to be inspira-
tional and chants, while long texts prefer to express their inner emotions, for example,
people’s concerns about the epidemic. This dataset has been used to measure changes in
the mood of citizens during the COVID-19 outbreak.

5. Discussions

More and more datasets related to COVID-19 pandemic are emerging gradually over
time. However, only a part of datasets are helpful for researchers as most the published
datasets for COVID-19 analysis or treatments tend to be incomplete, possibly biased, and
limited to national samples. Especially, problems existing in COVID-19 datasets such as
incompleteness [23] and small scale [29] are urgent problem for research. Thus, how to
obtain valuable datasets is still a challenging task for researchers. For the sake of effec-
tive COVID-19 research, we still need more valuable datasets by adopting appropriate
processing and collection methods.

Nevertheless, the presented datasets have significant implications to fight against
COVID-19. For instance, real-time datasets can be used for contact tracing and finding out
the influence scope. These datasets can help publish reasonable policy of lockdown. Sim-
ilar, these datasets can be used to identify potential risk points such as, places for common
public interests. The listed datasets can have practical implications when integrated with
the other datasets. For instance, real-time datasets can provide information regarding the
impact of diseases on human life. These datasets can be used with other datasets includ-
ing temperature and humidity. These factors appear to influence the COVID-19 effects on
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human lives [49]. Future studies can use these factors to reveal their moderating effect
between COVID-19 and human society regarding deaths and population movements.

Companies can use knowledge bases to develop strategies to fight against diseases.
The listed knowledge bases are a valuable tool to extract practical knowledge, experience
and facts to formulate policies for the businesses. For instance, companies can use these
datasets to publish economic policy recommendations as small and medium businesses
are heavily impacted by diseases. The business survival depends on the new business mod-
els and how quickly these models are adopted. Therefore, new strategies are inevitable for
governments and local businesses to endure this unpredicted scenario [7].

Researchers can use the media datasets to publish policies to counter fake news re-
garding the COVID-19. Online platforms are flooded with unauthentic misinformation
such as the negative impacts of the COVID-19 vaccine and the dangerous nature of the
virus [32]. This fabricated news can make negative impact on the efforts to counter the
disease. Firstly, people might not take the required precautions and consider the COVID-
19 a conspiracy [3], as witnessed in several anti-lockdown protests. Second, people might
resist receiving vaccinations based on social media fake news. This is also evident with
the slow progress of vaccination in several countries.

Social media plays a critical role in addressing the issue of misinformation. It can also
be a valuable tool to provide relevant and authentic information for patients, doctors and
clients. Therefore, better social media approaches and strategies are required for social
media to play an influential role in policy and decision making for government, orga-
nizations and individuals [11]. The listed media datasets can provide researchers with a
platform to generate recommendations of such policies and strategies.

6. Conclusion

This paper presents several key sources of COVID-19 datasets of different categories
including time-series datasets (real-time cases datasets, migration information datasets),
knowledge base (knowledge graphs, research dataset), and media datasets (social net-
works, X-ray image and CT scan datasets, news, and others). Then, we discusses how
various organisations gather the data. Most of the datasets examined in this paper are pub-
licly available. We provide relevant links to the datasets wherever possible. We also have
discussed several drawbacks of the current COVID-19 datasets. An efficient COVID-19
dataset evaluation procedure is also missing. We suggest building a more effective mech-
anism for collecting more valuable data for research.
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