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Abstract. The research paper addresses students’ performance in higher education.
It proposes using the MCDM method - Promethee II to assess students’ knowledge
and the K-Nearest Neighbors (KNN) and Multilayer Perceptron (MLP) methods for
grade classification. The main goals are tracking and diagnosing students’ knowl-
edge levels, predicting their outcomes, and providing tailored recommendations.
It helps to identify students at risk of not passing the course and evaluates teach-
ing methods. This encourages student engagement and progress during the course.
The research demonstrates the suitability of Promethee II, MLP, and KNN methods
for effectively monitoring, classifying, and predicting students’ progress during the
semester, enhancing the objectivity of the assessment process.
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1. Introduction

The primary objective of higher education is to provide students with academic and pro-
fessional knowledge in specific areas, which is evaluated based on the grades they achieve
in exams. Educational Data Mining is a new field that examines academic performance
to improve educational effectiveness [8]. Predicting student academic performance has
been a major focus in the field of education. In the past decade, there has been a growing
interest in understanding student performance in learning management systems due to re-
cent advancements in artificial intelligence, data mining, and the increasing influence of
outcome-based theory in education. Developed models have generally analyzed student
data to predict various forms of learning outcomes, such as student achievements, dropout
and at-risk rates, and feedback and recommendations. Study [34] analyzed relevant re-
search from this period 2010-2020, showed that learning outcomes were predominantly
measured by class standings and achievement scores, and regression and supervised ma-
chine learning models were commonly used to categorize student performance. Among
these models, Neural Networks and Random Forests (RF) exhibited the highest predic-
tion performance, while linear regression models fared the worst [34]. In higher education,
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extensive research is conducted on student academic performance to address challenges
such as underachievement and university dropout rates [14]. It is important to evaluate
student performance in a course. This not only helps to determine their success, but also
enables the identification of students who may be at risk of dropping out. Recent studies
have shown that dropout rates in some European countries were between 14.7% to 34.1%
in 2014 [9], while in Latin America, dropout rates are as high as 50%, leading to delayed
completion of higher education for many students [2]. To address this, it is important to
develop effective predictive models to identify at-risk students in a timely manner and
provide them with personalized feedback and support.

Academicians measure student success in various ways, including final grades, grade
point averages, and socio-economic aspects. Computational efforts, particularly those us-
ing data mining and learning analytics techniques, aim to improve student performance
[6]. The timely prediction of student performance can help identify low-performing stu-
dents and enable early interventions by educators, such as advising, progress monitoring,
intelligent tutoring systems development, and policymaking [39]. The advanced methods
utilized in learning analytics to predict student success are broadly categorized into su-
pervised learning, unsupervised learning, data mining, and statistical approaches [21, 37].
Each category encompasses a plethora of intelligent algorithms, such as Artificial Neural
Networks, Support Vector Machine, K-Nearest Neighbor (KNN), and RF. The factors in-
fluencing student performance are extensively researched, encompassing both academic
(e.g., pre-admission scores and entry qualifications) and non-academic factors (gender,
ethnicity, parents’ socioeconomic status, emotional intelligence and resilience) [24, 15,
33]. With the increased use of distance, online, and hybrid learning, especially during the
COVID-19 pandemic, it is important to develop fair assessment methods.

A recent study aimed to build a model using data mining techniques to test, predict,
and understand the academic performance of IT students [23]. Students engage in planned
activities to enhance their knowledge and achieve academic success. It is crucial to de-
velop a method to predict overall performance and identify at-risk students early in the
course and provide valuable feedback to teachers on the effectiveness of their teaching
[30].

Until 2013, most studies used statistical methods and linear programming rather than
neural network methods for academic achievement classification [24, 30]. The first study
on predicting academic achievement compared four mathematical models, including mul-
tiple regression, multi-layer perceptual network, radial basis model, and support vector
machines [22]. The focus of our research was on creating objective assessment methods
and predicting learning outcomes to enhance teaching and learning techniques. To en-
sure that students are given appropriate feedback on time, it would be useful to monitor
their progress throughout the semester. To address this problem, our proposed solution
involves diagnosing a student’s current level of knowledge, predicting their expected final
outcome based on that state, and providing appropriate recommendations to the student.
Additionally, it is crucial to continuously evaluate our teaching methods to ensure that
they are appropriate and effective, and make any necessary changes to improve the learn-
ing experience for all participants. If a significant number of students are not achieving
the expected level of progress, proactive steps will be taken to reevaluate our teaching
methods and make any necessary changes to ensure that all participants receive the best
possible education.
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The primary objective of our research was to monitor the activities and progress of
course participants throughout the semester to ensure they were on track to complete
the course. If a student is not making sufficient progress, they should be advised to in-
crease their efforts. To address this issue, we have employed a combination of Multiple-
Criteria Decision-Making (MCDM) alongside classification methods, specifically KNN
and Multi-Layer Perceptron (MLP). In previous research, this problem was addressed
by applying various modern techniques, or a combination of these techniques, to data
obtained through traditional methods of monitoring student success. These conventional
methods typically summarize students’ achievements in course activities in a scaled for-
mat. The innovative aspect of the proposed approach is introducing a more sophisticated
way to monitor students’ progress, utilizing multi-criteria analysis to gather quality in-
put data for the prediction process. For this purpose, we employ the outranking-based
Promethee II method [10]. This method was chosen from a wide range of MCDM meth-
ods because it gives an opportunity for a precise and detailed definition of the decision-
maker’s attitude towards different decision criteria.

The Promethee II method utilizes weighting coefficients and various types of prefer-
ence functions assigned to the criteria. Unlike traditional approaches, this method enables
lecturers to express their attitudes towards course activities in greater detail. By assigning
weight coefficients, lecturers can favor or disfavor specific activities and establish their
relative importance in the overall evaluation process. Additionally, by selecting the ap-
propriate preference function and setting its thresholds, lecturers can accurately convey
their personal views regarding specific activities.

Our proposal is to assess students’ objective progress throughout the semester using
the Promethee II method. At designated time points, we will monitor the results achieved
by students on various course activities. The set of results obtained by a student at a spe-
cific moment represents their current state, meaning that throughout the semester, students
pass through states that are time-dependent. The progress made by a student between two
consecutive states can be quantified using the Promethee II method by treating states as
alternatives and course activities as decision criteria. By comparing the net flows (which
represent the output of the Promethee II method) of successive states, we can determine
how much the next state is objectively better or worse than the previous one. This novel
application of the Promethee II method is distinct because, in earlier applications, the al-
ternatives were not time-dependent; instead, they represented a set of options that could
address the problem. Although the temporal aspect was introduced into the Promethee
II method in prior research [5], it was done in a different context, focusing on dynamic
threshold settings to accommodate the decision-maker’s temporal preferences.

Based on the results obtained using the Promethee II method, progression functions
are generated that clearly illustrate the dynamics of student advancement throughout the
semester. These functions are discrete and quantitatively describe the level of progress
at specific time points and will be utilized as inputs for the MLP and KNN classifiers.
The MLP and KNN classifiers will be compared to determine which one performs bet-
ter. In practice, they can be used alternatively. Recent research [1, 40] has identified these
classifiers as the most suitable options for this type of classification. Selecting the right
algorithm is crucial for creating an effective predictive model. For example, authors of
[4] found that logistic regression outperformed RF and KNN when predicting student
dropout rates. Additionally, study [7] identified MLP, Logistic Regression, Support Vec-
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tor Machines, and RF as the most accurate algorithms for various STEM programs at a
Brazilian university. Despite various research reports discussing the adequacy and accu-
racy of different classification methods, we chose MLP due to its accurate predictions.
Additionally, we selected the KNN model because it allows us to group students with
similar performance levels in the course. This approach enables us to form groups of 3 to
20 students, allowing for personalized attention. As a result, weaker students can improve
their progress, while more successful students can enhance their knowledge through more
advanced lessons.

The generalizability of these models poses a significant challenge, as it is crucial to
ensure that models trained on one group can also be effectively applied to others. While
some researchers have experimented with ensemble methods [12], a one-size-fits-all ap-
proach is not practical. Differences in instructional context [18] and student demographics
[31] can influence the effectiveness of a model. Therefore, it is essential to develop cus-
tomized models for each degree program while recognizing that predictive performance
may vary over time. Regularly assessing these models in their specific contexts is vital for
effectively reducing dropout rates.

To implement the proposed solution in real-world educational settings, the lecturer
needs to define several key components for the course:

1. Course activities – These are the decision-making criteria.
2. Lecturer’s attitude – This involves determining the weight of each activity in the

overall process and identifying which deviations in the earned points are significant,
along with the degree to which they matter (preference functions).

3. Monitoring dynamics – This refers to the specific moments when progress will be
tracked.

This information serves as the input data for software that utilizes the Promethee II
method, a simplified and easily implementable version of the decision-making tool. The
software then generates progress functions based on the results of multi-criteria analysis.
Subsequently, these progress functions are input for another software application that im-
plements various classification methods. For this research, data analysis and predictions
were performed using Microsoft Excel and IBM SPSS Statistics 25 software (IBM, USA),
which provided the environment for executing the proposed procedure.

The effectiveness of the approach improves as the volume of input data for the classi-
fiers increases, leading to more reliable predictions. A larger set of input data is generated
when there is a larger group of students in the course and when the system is used over
a longer period, such as when the same lecturer teaches the course for several years. If
needed, this data can be filtered by different time periods.

The progress of each student in the course is tracked using an appropriate progress
function. When a new student enrolls, a new progress function is created, which con-
tributes to the dataset used for predictions. This makes the system scalable in terms of the
number of students, enhancing performance as the number increases. Additionally, the
system can be expanded by adding new subjects. The input data can vary from subject to
subject, depending on the lecturer, since the subjects are mutually independent. However,
if this is the case, modifications will be necessary in the Excel implementation, although
it is template-based.
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The system is also scalable concerning the classification methods employed. The
progress functions are generated independently of the classification method, allowing
them to serve as input data for different classifiers.

To validate our approach experimentally, we should conduct a longitudinal study that
follows at least 2-3 generations of students across one or more courses. Furthermore,
we need to statistically test the hypothesis that the distribution of grades varies between
students who experienced traditional teaching methods and those who were taught using
new approach.

After the introduction in section 1, section 2 covers materials and methods, explaining
the participants’ data, problem statement, proposed solution, and implementation. Section
3 details the results of the Promethee II method application, classification, and statistical
analysis. Section 4 contains the discussion and conclusion.

2. Material and Methods

2.1. Participants and Data Set

This research includes 400 anonymous students’ data at Singidunum University in Bel-
grade, Serbia. The real data come from the learning activities of the students who at-
tended the subject of Computer Architecture and Organization, which is performed in the
first year of undergraduate studies at the Faculty of Informatics and Computing and the
Faculty of Technical Sciences over three consecutive academic years (2021/22-2023/24).
Only data related to teaching activities within the mentioned course were analyzed and
all personal data was excluded. The students are registered under numerical codes to keep
their identities anonymous. The data included in this analysis is represented with con-
tinuous numerical values, only the grade mark is discretized. The students’ data has the
following organization: student ID, attendance, activity, homework, test, and grade mark
from 5 to 10. Data is collected for at five different time points (t2–t6). The grade mark is
the output value based on the teacher’s criterion. This study was conducted by the con-
sensus on the design of the study of the Singidunum University.

2.2. Problem Statement

Let O be an object in the system S which at time t is in the state st. The object represents a
student who attends the subject. The state st is determined by four parameters: attendance
(p1), activity (p2), homework (p3), and test (p4). It can be represented as p1(st),. . . ,p4(st).
Object state parameters are recorded in six times in moments tj , j = 1, . . . , 6 (moment t1
represents the initial state in which all parameters are zero, i.e., pq(s1) = 0, q = 1, . . . , 4),
and thus the state matrix of the object M6×4 is obtained:

M =



p1(s1) p2(s1) p3(s1) p4(s1)

p1(s2) p2(s2) p3(s2) p4(s2)

p1(s3) p2(s3) p3(s3) p4(s3)

p1(s4) p2(s4) p3(s4) p4(s4)

p1(s5) p2(s5) p3(s5) p4(s5)

p1(s6) p2(s6) p3(s6) p4(s6)


(1)
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The recording timing aligns with teaching activities and does not need to be evenly
spaced. State s6 indicates if the desired outcome is achieved. If not, it suggests ineffective
teaching or insufficient learning. Early identification is crucial to avoid negative outcomes.

It is important to note that the selection of parameters p1–p4 was based on the structure
of the subject for which the study was conducted. However, the proposed solution is
flexible and can be easily adapted to meet the needs of any subject. The lecturer can
define an arbitrary number of different parameters based on the content and scope of the
material being studied, the group of students enrolled in the course, the assessment goals,
and any personal or other requirements relevant to the course.

Our model can incorporate additional data to predict the final success or failure of
a course. Personal factors, such as socioeconomic status, demographic details, psycho-
logical aspects, and academic performance, can be included in the Promethee II analysis
as predictors of success. While many researchers have extensively examined the factors
influencing student success, our university currently considers only a limited set of data
during enrollment. These data include name, age, gender, place of birth, educational back-
ground, citizenship, pre-enrollment results, and entry qualifications. In this paper, it is
theoretically feasible to use these data as predictors of success, with their inclusion at
the additional time point (t0). Also, it is possible to include the initial test at time point
t1. Specifically, we could utilize the input data collected during the enrollment process,
which is available in the university’s information system, similar to the approach taken by
[1]. However, we refrained from using these data in this analysis due to personal data pro-
tection regulations. Importantly, if individual student consent were obtained, our model
could potentially include these additional data. Including them might improve the accu-
racy of our predictions. According to the findings presented in the paper [25], variables
related to grade point average, socioeconomic factors, and course completion rates could
positively impact our model’s effectiveness.

Additionally, the lecturer can establish the dynamics of monitoring student progress,
including the timing and number of evaluations, in line with the teaching methods used in
the course to achieve the desired outcomes.

2.3. Proposed Problem Solution

The proposed solution aims to identify the state of the object that indicates an unfavorable
outcome based on the teacher’s experiences with the teaching procedure over the past two
years. Valid conclusions drawn from these experiences are applied to real student or group
data to identify a critical state and make an appropriate decision. Fig. 1 shows the structure
of the proposed system model.

Let S400 be the system of 400 objects which consists of two disjunctive subsystems
S300 (students who have attended the subject in the previous three years) and S100 (new
students from current academic year) of 300 and 100 objects, respectively. All of these
systems are extensions of the system S (defined in Sec. 2.2). The teaching activities of the
defined procedure are applied to the objects of the S400 system. The data subset of S300

provides training and the data subset of S100 test data with a ratio of 3:1.
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Fig. 1. The structure of the proposed system model

2.4. System Model Implementation

Monitoring. During the course, monitoring was done by recording the state matrices of
all participants Mi, i = 1, . . . , 400. All state parameters (attendance, activity, homework
and test) are cumulative. Therefore, each state parameter at time t is the sum of the value
of that parameter at time t − 1 and the result achieved between these time points. Atten-
dance at lectures (p1) was scored with a maximum of 5 points (1 point between every
two recordings, i.e., 5 · 1). Class activity (p2) was assessed by the lecturer in the range of
0–10 points (5 · 2 points). Students could win a maximum of 35 points (5 · 7 points) on
homework (p3), and up to 50 points (5 · 10 points) on tests (p4).

For example, the state matrix from (1) with the results achieved by the O83 student
is given by (2). The state matrices have a first row of zeros because we assumed that
all students start the course with the same level of knowledge. However, if we were to
conduct an entry test, this row would be filled with numbers greater than or equal to zero.

M83 =



0 0 0 0

0.5 0 4 7

1.5 1 8 14

2.5 2 11 21

3.5 3.5 16 29

4.5 5.5 20 35


(2)

Multi-criteria Analysis. Multi-criteria analysis was conducted on each state matrix Mi.
The objective is to evaluate how much each state of the object Oi is better or worse
than the previous one. Since every two consecutive states from Mi are compared, the
total number of comparisons is 2000. The states are compared using the Promethee II
method. Five evaluation tables Ti(j), j = 1, . . . , 5, are created for the object Oi. The
table Ti(j) establishes a connection between the set of alternatives representing the two
successive states through which the object Oi passed A = {sij+1, s

i
j} and the set of

criteria representing the state parameters C = {p1, p2, p3, p4} (Table 1).
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Table 1. Evaluation table

Ti(j) p1 p2 p3 p4

sij+1 p1(s
i
j+1) p2(s

i
j+1) p3(s

i
j+1) p4(s

i
j+1)

sij p1(s
i
j) p2(s

i
j) p3(s

i
j) p4(s

i
j)

The nature of the introduced criteria is such that we strive to maximize them because
they positively contribute to the desired goal. As all criteria are not equally important, they
have been assigned priorities.The test (p4) has the highest priority 5 because it directly re-
flects acquired knowledge. Homework (p3) weights 2.5 because it reflects knowledge,
but homework is not time-critical, and allows external assistance. Activity (p2) has pri-
ority 1 as it reflects the lecturer’s objective impression of the course participant, while
attendance (p1) weights 0.5 as it only reflects the physical presence in the classes. These
priorities have been normalized to obtain non-negative relative weight coefficients (wq ,
q = 1, . . . , 4) for the criteria, with the sum of these coefficients equaling 1.

In general, different priorities can be assigned for various parameters depending on
the academic discipline of the course, the method of assessing student’s knowledge, and
the set of criteria. For example, a teacher of foreign languages or art history history
might prioritize attendance and participation more than a teacher of mathematical anal-
ysis would. In contrast, for students in a mathematical analysis course, greater emphasis
may be placed on homework and tests.

Our approach allows lecturer the flexibility to define evaluation parameters according
to their preferences. Based on their extensive teaching experience, the lecturer associates
with each criterion one of the six preference functions recommended by the authors of the
Promehtee II method (Usual, U-Shape, V-Shape, Level, Linear, and Gaussian), the one
he considers most suitable for that parameter. Otherwise, the Promethee II method allows
the addition of new preference functions, so their set can be expanded if necessary.

The preference function reflects the analyst’s attitude towards the value difference
between the two alternatives.

For the criterion pq , q = 1, . . . , 4, the difference for alternatives sij+1 and sij is calcu-
lated as

dq(s
i
j+1, s

i
j) = pq(s

i
j+1)− pq(s

i
j) . (3)

The analyst uses thresholds to indicate the significance of the difference and to what
degree it matters to him. This shows his preference for alternatives based on a specific
criterion. This can be represented by the preference function in the form of a graphical
dependence of the preference towards the alternative sij+1 in relation to the alternative sij ,
denoted by P = Pq(s

i
j+1, s

i
j), and the difference d = dq(s

i
j+1, s

i
j) from (3).

Among the six preference functions proposed by the author of the Promethee II method,
three are associated with the criteria pq , q = 1, . . . , 4 (Fig. 2).

Criteria p1 and p2 are associated with Level preference function because the difference
of up to 20% in attendance (0.2 out of 1 point) and up to 25% in activity (0.5 out of 2
points) is considered small enough to be neglected. Significant preference is given only
at differences of 80% for presence (0.8 out of 1 point) and 75% for activity (1.5 out of 2
points). Criterion p3 was assigned a V-Shape preference function with a threshold 7 that
shows that any difference in the number of points on homework is important with linear
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growth. Gaussian preference function with a threshold 5 is associated with criterion p4 as
is often used to assess the success of results achieved in exams.

Fig. 2. Preference functions: p1 – attendance, p2 – activity, p3 – homework, and p4 - test

The Promethee II method is applied five times over the state matrix Mi, once for each
evaluation table Ti(j), j = 1, . . . , 5. In general, the Promethee II method compares alter-
natives from a set of alternatives L based on m criteria by calculating:

aggregated preference index

π(ai, al) =

m∑
j=1

Pj(ai, al) · wj ,∀ai, al ∈ L (4)

positive (or outgoing) outranking flow

Φ+(ai) =
1

n− 1

∑
x∈L

π(ai, x) (5)

negative (or ingoing) outranking flow

Φ–(ai) =
1

n− 1

∑
x∈L

π(x, ai) (6)

net outranking flow
Φ(ai) = Φ+(ai)− Φ–(ai) (7)

and then ranks the alternatives in order of decreasing values of Φ.
Due to the specificity of the analyzed problem (comparison of only two alternatives),

the implementation of the Promethee II method is reduced to the calculation of the aggre-
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gated preference index from (4):

π(sij+1, s
i
j) =

4∑
q=1

Pq(s
i
j+1, s

i
j) · wq (8)

Namely, in the considered case for n = 2 and L = A, from (5) it follows

Φ+(sij+1) = π(sij+1, s
i
j) . (9)

As dq(s
i
j , s

i
j+1) ≤ 0 due to the cumulative nature of the criteria, it follows that

Pq(s
i
j , s

i
j+1) = 0 and π(sij , s

i
j+1) = 0. From (6) and (7), it follows that

Φ(sij+1) = 0 and Φ(sij+1) = Φ+(sij+1) = π(sij+1, s
i
j) . (10)

The index π shows how much the alternative sij+1 is better than the alternative sij .
As a result of multi-criteria analysis performed on the state matrices of all participants,

the M400
π matrix was obtained. This matrix has the following appearance:

M400
π =



π(s12, s
1
1) π(s13, s

1
2) π(s14, s

1
3) π(s15, s

1
4) π(s16, s

1
5)

...
...

...
...

...
0.5336 0.6169 0.5772 0.7662 0.6105

...
...

...
...

...
π(s4002 , s4001 ) π(s4003 , s4002 ) π(s4004 , s4003 ) π(s4005 , s4004 ) π(s4006 , s4005 )


(11)

Numerical values in the matrix correspond to the O83 course participant. As expected,
due to the cumulative nature of state parameters, elements of matrix M400

π are in the range
[0, 1].

Progress Functions. Progress functions are generated based on the M400
π matrix. For

each object Oi, a discrete cumulative progress function f i
p is formed, which shows how

that object progresses towards the set goal over time. The function is defined as follows:

f i
p(t1) = 0

f i
p(tj) =

j−1∑
r=1

π(sir+1, s
i
r) = f i

p(tj−1) + π(sij , s
i
j−1), 1 < j ≤ 6 (12)

For illustration, the graph of the f83
p function is shown in Fig. 3.

Classification Models Application. We employed MLP and KNN classificators to draw
conclusions from the input values provided for the training set and to predict the grade
marks on the test set. The students’ grades ranged from 5 to 10 (from poor to excellent),
requiring the use of a multi-class model. Data analysis and predictions were carried out
using IBM SPSS Statistics 25 software (IBM, USA).
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Fig. 3. O83 student progress function

Multi-layer Perceptron. The specific type of neural network called a Multi-layer Percep-
tron (MLP) was introduced by Frank Rosenblatt who is widely acknowledged as a pioneer
in the training of neural networks, including multi-layer perceptron [38]. The MLP uses
feedforward architecture and has one or more non-linear hidden layers between the in-
put and output layers. A detailed explanation can be found in [35]. MLP can be used in
predicting or classifying problems. It is a supervised method that means the results of
prediction can be compared with the values of the target variables. MLP learns a function

f : Rm → Rn (13)

by training on a dataset, where m is the dimension of the input vector and n is the dimen-
sion for output vector. For a given set of m-dim input vectors and n-dim target variables,
a nonlinear function for classification can be found.

In our investigation, the data set comprises student information from three consecu-
tive academic years (2021/22 to 2023/24). We assigned cases to split the data into training
(75%) and test (25%) sets. Before selecting hyperparameters, we conducted a series of
classification and prediction tests that guided our decisions. We utilized predefined acti-
vation functions to evaluate the best options. Input variables were specified as covariates,
and they are rescaled by default to improve network training. The automatic architecture
of a network with a single hidden layer was selected with the best number of units in
the hidden layer and the default activation functions for the hidden and output layers. We
employed the hyperbolic tangent activation function in the hidden layer, while the output
layer used the "Softmax" activation function.

Avoiding overfitting is essential in machine learning to ensure that a model generalizes
well to unseen data. We used various techniques to achieve this. Our sufficiently large
dataset captures the underlying patterns, and more data could enhance generalization.
We split the dataset into training and testing sets, training the model on the former and
evaluating it on the latter. The independent variable importance analysis was conducted
to assess the significance of each predictor.
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When learning neural network is completed, an MLP model is created that will be used
to classify data. Classification is based on the values of progress function in milestones

f i
p(tj), j = 2, 3, 4, 5, 6 . (14)

This used the input vector with variables T2 to T6 as features. Target variable was the
student’s grade mark ranged from 5 to 10. During training, we monitored the model’s per-
formance on the validation set. The algorithm used one consecutive step with no decrease
in error as a stopping rule, a maximum of 15-minute training, and a maximum relative
change in training error of 0.0001.

K-Nearest Neighbors. The K-Nearest Neighbors (KNN) model is widely used in machine
learning for classification and regression. The initial concepts of the KNN model were
introduced by [16] and further developed by [13]. KNN is a machine learning technique
that can be used for supervised classification of cases based on their similarity to other
cases. "Neighbors" are similar cases close to each other, while different cases are far from
each other. The distance between the two cases is a measure of their difference and could
be Euclidean or another distance. In this paper, Euclidean distance given in (15) is used
to measure the similarity between neighbors:

d(x, y) =

N∑
i=0

√
(x2

i − y2i ) (15)

The free parameter K is the number of nearest neighbors to be examined. The distance
of the new case from each of the cases in the model is calculated, then the classifications
of the most similar cases are added up and the new case is placed in the category that
contains the largest number of nearest neighbors.

We implemented a KNN classification model, using variables T2 to T6 as features and
the grade mark as the target variable. The value of the parameter K was selected based
on the error rate indicated in the error log graph (Fig. 4), which demonstrated that the
smallest error rate occurred when K = 3. Consequently, we chose K = 3 as the optimal
parameter value for our KNN model.

Statistical Analysis and Measures for Multi-class Classification. Exploratory and data
analyses were performed using the IBM SPSS Statistics 25 software (IBM, USA). The
values of progress function in milestones (T2, T3, T4, T5, and T6) were used as input
variables for the final grade prediction. There were 300 observations in the training group
and 100 in the test group. Correlation analysis for paired samples was applied to test the
correlation between the observed and predicted grade at the significance level P < 0.05.

Various metrics are available to assess the effectiveness of any multi-class classifier,
making them valuable for comparing different models and analyzing a model’s behavior
when adjusting parameters [19]. These metrics are derived from the Confusion Matrix,
providing essential information about algorithm and classification rule performance. We
evaluated MLP and KNN methods for multi-class classification using a gold standard,
measuring the level of agreement between observed and predicted grade marks.

Class Balance Accuracy (CBA) is a measure that aims to balance precision and recall
for each input class [32]. Let is G the set of class labels with cardinality k, where i, j =
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Fig. 4. K selection error log

1, 2, . . . , k, and k is number of classes. The confusion matrix Ck is a k-dim square matrix
or contingency table with elements cij representing the number of cases with true label i
classified into group j. For confusion matrix Ck, k > 2, CBA is defined as

CBA =

k∑
i=1

cii
max(ti, pi)

k
, (16)

where

tj =

k∑
i=1

cij (17)

pi =

k∑
j=1

cij (18)

c =

k∑
i=1

cii (19)

s =

k∑
i=1

k∑
j=1

cij (20)

tj is the number of times class j truly occurred (column total),
pi is the number of times class i was predicted (row total),
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c is the total number of samples correctly predicted, and
s the total number of samples.

Brian W. Matthews introduced the Matthews Correlation Coefficient (MCC) [29, 28]
that became widely used as a measure to evaluate the performance of Machine Learning
techniques, with some adaptations for multi-class scenarios [11]. The MCC has a range of
[−1, 1]. Values close to 1 indicate very accurate predictions, suggesting a strong positive
correlation between the predicted values closely matching the actual classification. An
MCC of 0 suggests no correlation between the variables, indicating that the classifier
is randomly assigning units to classes without any connection to their true values [19].
MCC can also be negative, indicating an inverse relationship between true and predicted
classes. While this is undesirable, it often occurs due to modeling errors. A strong inverse
correlation suggests that the model has learned how to classify the data but consistently
switches all the labels.

In the multi-class case, the MCC can be defined in terms of a confusion matrix Ck for
k classes and according to (17)–(20):

MCC =

c · s−
k∑

j=1

pj · tj√√√√√
s2 −

k∑
j=1

p2j

s2 −
k∑

j=1

t2j


(21)

In the multi-class case, the calculation of Cohen’s Kappa (Kappa) is similar to Matthews
Correlation Coefficient [17]. Referring to multi-class confusion matrix Ck and according
to (17)–(20):

Kappa =

c · s−
k∑

j=1

pj · tj

s2 −
k∑

j=1

pj · tj

(22)

Kappa allows the comparison of two models with the same accuracy but different Co-
hen’s Kappa values. The Kappa and MCC statistics both range from −1 to +1, and their
interpretation is as follows:

[0.00, 0.09] agreement equivalent to chance,
[0.10, 0.20] slight agreement,
[0.21, 0.40] fair agreement,
[0.41, 0.60] moderate agreement,
[0.61, 0.80] substantial agreement,
[0.81, 0.99] near perfect agreement, and
1.00 perfect agreement.

Negative values can be understood in the context of the MCC statistic.
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3. Results

The classification was based on the progress function values f i
p (tj), j = 2, 3, 4, 5, 6, at

milestones t2, t3, t4, t5, and t6, denoted as T2, T3, T4, T5, and T6 input variables. The
accuracy of MLP and KNN classification was validated using a confusion matrix and
statistical measures.

The MLP classification results are given in Table 2.

Table 2. MLP classification

These results indicate that the accuracy achieved using the input variables T5 and T6
was between 93% and 94.3% (not shown). There was a small variation in accuracy when
using the independent variables T4-T6 and T3–T6, with accuracies ranging from 92% to
94.3%. In all three cases, T6 was found to be the most important independent variable
in the MLP classification. When using independent variables T2–T5, the accuracy was
between 86.0% and 86.3%. However, when using T3–T5 variables, the accuracy slightly
decreased to 84%–84.3%, with T5 being determined as the most important independent
variable in the MLP classification (Table 2). Using T2–T4 or T3–T4 as independent vari-
ables resulted in a further decrease in classification accuracy to 70.3%–78.0%, with T4
being identified as the most important input variable. The highest correct classification
rate for the training set was 99.7% when all five input variables were used, while the
test set had a predicted grade of 100% (Table 2). Fig. 5A shows a chart of run example
of one-hidden-layer MLP with three variables in the input layer and the student’s grade
in the output layer. The corresponding Receiver-operating characteristic (ROC) curves
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and values of the Area Under the Curve (AUC) are plotted for six classes (Fig. 5B). The
dependent variable has six categories, so each curve treats the category at issue as the
positive state versus the aggregate of all other categories. It can be seen that the best re-
sults are achieved for grades 5 and 10: AUC was approximately 1 which represents an
ideal measure of separability. However, AUC values are also large for the other classes
(0.918-0.963).

Fig. 5. A. MLP classifier: Classification is based on the values of progress function in milestones:
T2, T3, and T4. A hidden layer activation function was hyperbolic tangent, while the output layer
activation function was “Softmax”. The target variable/class was the student’s grade marks ranging
from 5 (drop down) to 10 (excellent). B. ROC curves and corresponding AUC values

The results of the KNN classification (Table 3) indicated poorer performance com-
pared to the MLP classifier. The highest accuracy was attained using the input variables
T2–T6 (93.0%–94.0%). There was a slight variation in accuracy for the input variables
T4–T6 (92.3%–94%), T5–T6 (91%–92%), and T3–T6 (90.7%–93%) (not displayed).
When the independent variables were T2–T5, the accuracy ranged from 78.0%–79.0%,
while for T3–T5, it ranged from 77.0%–83.0%.

It has been observed that in both MLP and KNN classifiers, the variable T6 has a sig-
nificant impact on classification accuracy. However, while T6 is important for grading, it
is not sufficient for predicting grades and guiding students towards their desired grade in
a timely manner. Although the accuracy is slightly lower when T6 is not used as an input
variable in classification, the results of the classification based on T2–T5 can be very in-
fluential in predicting student success in the final grade. When attempting to predict a stu-
dent’s success on the exam (at moment t6) using input variables T2–T5, better results are
obtained by using the MLP (86.0%) compared to the KNN classifier (79.0%). Although
the difference of 7% accuracy is not negligible, the KNN classification offers the advan-
tage of comparing the achievements of an individual student with those of their three to
five nearest neighbors, allowing us to form groups of students with similar achievements
and monitor their progress over time (Fig. 6B). Fig. 6 depicts how a focal case, student
#83, would be classified using the three nearest neighbors (K = 3). KNN showed lower
accuracy in general, except in cases of T2–T4 and T3–T4 input variables. This suggests a
potential advantage of the MLP classifier.
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Table 3. KNN classification

Fig. 6. KNN classification is based on the input values: T2, T3, T4, T5, and T6 with the target
variable the student’s grade mark. A. Three-dimensional projection of the five-dimensional predictor
space representing training and test sets. The pink triangle represents the focal case (student #83)
connected to its three nearest neighbors (pink lines); K = 3. The classification accuracy was from
93% to 94%; B. Peers chart of the focal record and its three nearest neighbors. The left upper panel
shows the final grade (9) of student #83. Panels present the progress function values of the focal
case and three nearest neighbors in milestones
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Statistical parameters are shown in Tables 4 and 5.

Table 4. Measures for multi-class classification by MLP

Table 5. Measures for multi-class classification by KNN

Pearson’s Correlation Coefficients showed highly and significantly correlated pre-
dicted and observed grades using MLP and KNN methods. Most metric values for multi-
class classification performed using MLP were higher than those obtained with KNN.

4. Discussion and Conclusion

Our research primarily focuses on classifying student achievement and its implications on
teaching strategies and the learning environment. We emphasize student-centered support
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and data-driven strategies to provide personalized feedback to learners. Analyzing student
groups helps identify deviations and signals the need to adapt teaching methods for better
outcomes.

Based on the classification in [34], we have outlined some features of our research
study. We collected performance data from blended learning environments with study
focuses on STEM fields. We monitored the academic outcomes of 400 students, which
is a common scale for this type of study. We utilized formative and summative assess-
ments, employing predictive modeling and direct methods similar to the approaches used
in studies that utilize statistical models and neural networks. This research discusses the
classification of students’ achievement, specifically predicting their final grades. Our ini-
tial assumption implies that all students start learning the subject without prior knowl-
edge. This approach can be adjusted by dividing the class into smaller groups, where an
entrance test can be used to assess prior knowledge and incorporate the test result as the
value of the progress function at time t1.

The teaching practice should be modified following the final success prediction of
every single student or group. After each time point and prediction of the final grade,
students can receive work instructions through direct conversation, which will help them
master the course tasks more effectively. It is essential to identify the segment with the
weakest results that requires improvement.

For example, let us consider student #83. His progress function value was the lowest
among his three closest peers at the time moment t2 (Fig. 6B). Analyzing his data reveals
high performance in class attendance, engagement, and homework completion but poor
tests performance. The student was advised to focus on improving this area, with the op-
portunity for individual consultations with the professor to aid his progress. Following
this guidance, student #83 demonstrated better results in knowledge checks and success
predictions at times t3 and t4 compared to his three closest neighbors. Further recom-
mendations for student #83 were provided based on the prediction results at time t4. The
Fig. 6B indicates that the student embraced the teacher’s recommendations, leading to his
transformation from the lowest to the highest performer in his group at the control check
time t5 and final exam.

If the majority of the group shows poorer results at milestones t2 or t3, it is essential
to adjust the teaching approach for the entire group. First, it should be analyzed which
specific areas are yielding poor results and tailor the teaching strategies accordingly. For
instance, if class attendance is low, the reasons behind this issue should be investigated.
This is particularly important when employing a combination of in-person and online
teaching methods.

If it becomes evident that students attending in-person classes perform better on tests,
efforts should be made to encourage students to attend live classes. Additionally, the on-
line learning experience should be enhanced by addressing the needs and preferences of
the students.

If the overall engagement of the group is lacking, it could be considered increasing
interaction during lessons to stimulate student participation and awarding for successfully
completed homework. If a significant number of students are struggling with their test
results, additional consultative sessions for extra support should be organized.

When using MLP and KNN, there was no difference of more than one grade between
the observed and predicted grades, except for T2–T3, which means the error will not
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exceed one in the grade scale. The prediction accuracy for the input variables T2–T3 is fair
because it is early to predict the outcome, given the timeline. For example, some students
may perform well at the beginning but later their performance declines. Conversely, some
students may not perform well initially but later show improvement. When the values
of the progress function at subsequent time points are included, the accuracy of grading
and predicting the outcome of the exam increases. Upon comparison, it is evident from
Tables 4 and 5 that KNN results in one level lower classification quality than MLP. MLP
performed better in prediction, while KNN facilitated the formation of smaller groups for
comparative monitoring, despite being less accurate in one level of prediction.

The advantages and weakness of the proposed approach are as follows:

– By including the Promethee II method, the process of monitoring students’ progress
offers a high level of flexibility. Lecturers can customize various parameters, includ-
ing course activities, activity priorities, types of preference functions for each activity,
and thresholds for these preference functions.

– The data used for predictions is of high quality. It not only reflects students’ suc-
cess but also incorporates the lecturer’s attitudes, which can significantly influence
outcomes based on their expertise in the subject.

– Implementing the solution is straightforward because the Promethee II method only
requires comparisons between two consecutive states, simplifying the overall ap-
proach.

– Progress functions can serve as input data for different classifiers.
– The solution is broadly applicable, as it can be adapted to various subjects.
– The proposed method’s weakness is its lower accuracy during the initial phase of

predicting the final student success.

4.1. Comparison with Existing Approaches

In a review paper [27] that covered publications from 2007 to 2016, it was found that
Decision Tree, Rule-based, and Naive Bayes techniques were used in the majority of
works to predict students’ academic performance. Neural Network and KNN algorithms
were used in fewer studies, which was an additional reason to apply these methods. The
input data included academic and socioeconomic predictors of success. The meta-analysis
determined that the average accuracy is higher when using KNN (87%) compared to using
Neural Network (78.7%). Our results showed the opposite, MLP had better performance
than KNN.

The authors in [1] used five different machine learning techniques (Naive Bayes,
KNN, SVM, XG-boost, and MLP) to predict individual student results. MLP achieved
the highest accuracy of 86.25% as in our study when using T2–T5 variables, while other
classifiers achieved around 80% accuracy. In [40], they employed seven different classi-
fiers (SVM, KNN, Logistic Regression, Decision Tree, AdaBoost, MLP, and Extra Tree
Classifier) to classify students’ final grades and they achieved a final accuracy of 81.73%.

Researchers developed a model to analyze IT students’ academic performance using
data mining techniques: WEKA software and a J48 decision tree to classify success grades
[23]. Kappa statistics for this prediction ranged from 0.9070 to 0.9582, but other measures
for multi-categorical classification were not assessed. According to Kappa statistics this
classification was near perfect. Also in [8], data mining classification techniques such
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as J48 Decision Tree, KNN, and MLP were successfully used with the WEKA tool to
identify patterns between students’ initial grades upon entering the university and their
grades at graduation.

The algorithm FlexNSLVOrd, developed by [20], predicts student performance in
distance courses by analyzing their online interactions with e-learning platforms using
fuzzy systems and ordinal classification. Despite being slower than other algorithms, it
has shown better performance in studies.

The study [36] examined dropout rates in online learning environments using lasso
and ridge logistic regression. They developed a predictive model based on data from
32,593 students across 22 courses, analyzing 173,912 assessment records. This study
focused on early dropout rate predictions at intervals of 30, 45, 60, 90, and 120 days
within a course lasting approximately 240 days. They found that the model’s AUC im-
proved from 0.549 and 0.661 in the early phase to 0.681 and 0.869 by mid-term. Initially,
student demographics and course characteristics were significant predictors, but as the
course progressed, student activity became more important. The primary difference be-
tween this study and ours is that the former analyzed data from multiple students across
several courses over approximately 240 days. In contrast, our research focused on pre-
dictions made at five points during a shorter, intensive course. Despite methodological
differences, both studies conclude that early predictions are significantly less accurate
than those made later.

The article [25] presented a predictive model aimed at identifying students at risk of
dropping out during the early stages of their university studies. The researchers analyzed
data from 30,576 students enrolled in Higher Education Institutions between 2000 and
2020. They examined the significance of various factors related to dropouts, categorizing
them by faculty, degree program, and semester across different predictive models. The
findings indicate that variables such as Grade Point Average (GPA), socioeconomic fac-
tors, and course pass rates significantly influence the model, regardless of the semester,
faculty, or program. Additionally, the study revealed a noteworthy difference in predictive
power between Science, Technology, Engineering, and Mathematics (STEM) programs
and humanistic programs. Our research was focusing specifically on STEM program.

A critical aspect of the model’s accuracy lies in the predictor variables chosen for anal-
ysis. Typically, these variables are drawn from students’ academic records. One widely
used variable is the GPA, often analyzed alongside other grades. For example, the research
[26] included both overall GPA and term GPA to predict student dropout rates, while also
considering factors such as gender, ethnicity, enrollment status (full-time or part-time),
academic classification (freshman or sophomore), and age. Their findings indicated that,
although GPA is significantly associated with dropout rates, other variables can also yield
strong predictive results.

Additionally, [3] investigated various features influencing student dropouts, includ-
ing demographic information, family background (such as parents’ educational levels),
pre-enrollment attributes (like high school GPA and admission test scores), financial cir-
cumstances, enrollment details, and academic performance metrics. They specifically an-
alyzed students’ GPA, the percentage of credits passed, dropped, and failed, as well as the
total credit hours attempted. Their findings indicated that the most significant variables
affecting dropout rates were high school GPA, overall GPA, the percentage of failed cred-
its, and various financial factors. In our prediction model, we have used only academic
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results in accordance with predefined preference functions, without other pre-enrollment
attributes.

4.2. Future Work

The practical application of predictive models relies heavily on their accuracy and reli-
ability. Since these models are based on statistical techniques, uncertainties are always
a factor. Therefore, it is important to assess the robustness of the model, particularly re-
garding confidence in its recommendations, which can be enhanced through sensitivity
analysis. Our future research will focus on this issue.

The goals of sensitivity analysis are to determine how the output of a system changes
when input parameters are modified, as well as to identify which parameters are the most
significant predictors. Numerous studies across various fields address sensitivity analysis
for different classifiers, including KNN and MLP. However, our system is heterogeneous,
comprising a component that prepares data for prediction and another that contains the
classifiers, which adds complexity to the problem.

The input data set is diverse and extensive, making it challenging to identify the input
variables for sensitivity analysis. Thus far, we have conducted some research on sensitivity
related to preference functions, revealing it to be a very complex issue. Consequently,
we may also explore the possibility of conducting a sensitivity analysis specifically for
classifiers, using the values of the progress function as input parameters.

Future research could incorporate additional features like pre-enrollment attributes
and an entrance test to enhance predictions of student progress.
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