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Abstract. An outlier in a dataset is an observation or a point that is 
considerably dissimilar to or inconsistent with the remainder of the 
data. Detection of such outliers is important for many applications 
and has recently attracted much attention in the data mining 
research community. In this paper, we present a new method to 
detect outliers by discovering frequent patterns (or frequent 
itemsets) from the data set. The outliers are defined as the data 
transactions that contain less frequent patterns in their itemsets. We 
define a measure called FPOF (Frequen  Pa ern Outlier Factor) to 
detect the outlier transactions and propose the FindFPOF algorithm 
to discover outliers. The experimental results have shown that our 
approach outperformed the existing methods on identifying 
interesting outliers. 
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Introduction 

An outlier is an observation that deviates so much from other observations 
as to arouse suspicion that it was generated by a different mechanism 
[25]. Mining outliers from data is an important data mining task and 
required in many real applications, such as credit card fraud detection, 
discovery of criminal activities in electronic commerce, weather prediction, 
marketing and customer segmentation. 
In this paper, we present a new method for detecting outliers by 
discovering the frequent itemsets. The basic idea is simple. Since the 
frequent itemsets (we call them frequent patterns in this paper) 
discovered by the association rule algorithm [19] reflect the “common 
patterns” in the dataset, it is reasonable and intuitive to regard as outliers 
those data points which contain infrequent patterns. In other words, if a 
data object contains more frequent patterns, it means that this data object 
is unlikely to be an outlier because it possesses the “common features” of 
the dataset. Those infrequent patterns that are contained in few data 
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objects can be used as descriptions of outliers. We define a measure called 
FPOF (Frequent Pattern Outlier Facto ) to identify the outlier objects and 
propose the FindFPOF algorithm to extract them from the data.   

r

The main contributions of this paper can be summarized as follows: 
� We define the FPOF measure for outlier detection. Our definition is 

simpler than the previous attempts to capture similar concepts [4]. This 
is important because the users who interpret the outliers discovered 
from data are usually business domain experts, not data miners [13]. 

� We define the FindFPOF algorithm to discover outliers which are 
determined by the total effect of frequent patterns in different sub-
spaces. 

� We give the description of the frequent patterns that outliers do not 
contain. These kinds of descriptions are easy to understand and provide 
some hints for the user for actions. 

� Our approach is efficient and easy to implement because we use the 
existing fast frequent-pattern mining algorithms [19-21]. 

The rest of this paper is organized as follows. Section 2 discusses related 
work. In Section 3, we give 3 definitions to measure outliers based on the 
frequent patterns. Section 4 presents the algorithm for mining outliers. 
Experimental results are given in Section 5 and Section 6 concludes the 
paper. 

Related Work and Research Motivation 

Related Work 

The statistics community has conducted a lot of studies on outlier mining 
[14]. These studies can be broadly divided into two categories. The first 
category is distribution-based, where a standard distribution is used to fit 
the dataset. Outliers are determined according to the probability 
distribution. Yamanishi et al. [10] used a Gaussian mixture model to 
present the normal behaviors and each datum is given a score on the basis 
of changes in the model. High score indicates high possibility of being an 
outlier. This approach has been combined with a supervised-based 
learning approach to obtain general patterns for outliers [12]. The second 
category for outlier mining in statistics is depth-based [15]. In the 
definition of depth, data objects are organized in convex hull layers in the 
data space according to peeling depth, and outliers are expected to be 
detected from data objects with shallow depth values. 
Distance-based outliers are presented by Knorr and Ng [1]. A distance-
based outlier in a dataset D is a data object with a given percentage of the 
objects in D having a distance of more than d min away from it. This notion 
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generalizes many concepts from the distribution-based approach and 
enjoys better computational complexity. It is further extended based on 
the distance of a point from its kth nearest neighbor [2]. After ranking 
points by the distance to its kth nearest neighbor, the top k points are 
identified as outliers. Efficient algorithms for mining top-k outliers are 
given. Alternatively, in the algorithm proposed by Angiulli and Pizzuti 
[11], the outlier factor of each data point is computed as the sum of 
distances from its k nearest neighbors. 
Devia ion-based techniques identify outliers by inspecting the 
characteristics of objects and consider an object as an outlier if the object 
deviates from these features [9]. 

t
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Breunig et al. [3] introduced the concept of “local outlier”. The outlier rank 
of a data object is determined by taking into account the clustering 
structure in a bounded neighborhood of the object, which is formally 
defined as the “local outlier factor” (LOF). The LOCI method [13] further 
extended the density-based approach [3]. 
Clustering based outlier detection techniques regarded small clusters as 
outliers [5] or identified outliers by removing clusters from the original 
dataset [8]. The authors in [16] further extended existing clustering based 
techniques by proposing the concept of the clust r-based local outlier, in 
which a measure for identifying the outlier-ness of each data object is 
defined. 
Aggarwal and Yu [4] discussed a new technique for outlier detection, 
which finds outliers by observing the density distribution of projections 
from the data. That is, the data points in a local region of abnormally low 
density are considered to be outliers. Wei et al. [7] introduced an outlier 
mining method based on a hyper-graph model to detect outliers in a 
categorical dataset. 
The replication neutral network (RNN) is employed to detect outliers by 
Harkins et al. [6]. The approach is based on the observation that the 
trained neutral network will reconstruct some small number of 
individuals poorly, and these individuals can be considered as outliers. 
The outlier factor for ranking data is measured according to the 
magnitude of the reconstruction error. 

Research Motivation 

As can be seen in Section 2.1, the outlier detection problem itself is not 
well defined and none of the existing definitions are widely accepted. 
Although several techniques have been proved useful in solving some 
outlier detection problems, the following problems still remain to be 
further explored and motivate our research. 
Firstly, the existing techniques try to detect outliers using the distance of 
points in the full dimensional space. Recent research results show that in 
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the high dimensional space, the concept of proximity may not be 
qualitatively meaningful [17]. Due to the curse of dimensionality, these 
approaches are not appropriate for discovering outliers in a high 
dimensional space. Furthermore, they failed to find outliers in the subsets 
of dimensions. The method proposed by Aggarwal and Yu [4] considers 
data points in a local region of abnormally low density as outliers to 
conquer the curse of dimensionality. The main problem of their approach 
is that the outlier factor of each data object is determined only by the 
projection with the lowest density of data, without considering the effect of 
other projections. Moreover, their algorithm has a high computational 
cost. Wei et al. [7] introduced an outlier mining method based on a hyper-
graph model to detect outliers from a categorical dataset. In that method, 
since all data points are constructed as the vertices of a hyper-graph, 
again it is computationally intensive. 
Secondly, most studies on outlier detection are focused only on identifying 
outliers. In real applications, the reasons on why the identified outliers 
are abnormal also need to be given. Such descriptions should be intuitive 
and provide the user with some hints for further actions. Knorr and Ng 
[18] discussed the concept of intentional knowledge of distance-based 
outliers in terms of the subset of attributes. Their algorithms traverse all 
the sub-dimensions to find distance-based outliers and then the 
intentional knowledge. This search approach is intensive in computation 
and cannot provide an overall interpretability for different sub-spaces in 
reasoning which causes the abnormality. 

Proposed Method 

Agrawal formulated the problem of discovering frequent itemsets in 
market basket databases as follows [19]: 
Let I = {i1, i2, …, im} be a set of m literals called items and the database D 
= {t1, t2, …, t

t

n} a set of n transactions, each consisting of a set of items from 
I. An itemset X is a non-empty subset of I. The length of itemset X is the 
number of items in X.  An itemset of length k is called a k-i emset. A 
transaction D is said to contain itemset X if X t. The support of 
itemset X is defined as the percentage of transactions in D contain X, i.e., 
support (X) = || { D | X t}|| / || {

t∈ ⊆

t∈ ⊆ t∈D}||.  
The problem of finding all frequent itemsets in D is defined as follows. 
Given a user defined threshold mini uppo t, find all itemsets with 
supports greater or equal to minisuppo t. Frequent itemsets are also 
called frequ nt patterns. The set of all frequent patterns is denoted by 
FPS (D, minisuppo t), i.e., FPS (D, minisupport) = {X I | support 
(X) minisupport}. 

s r
r

e
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≥
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From the viewpoint of knowledge discovery, frequent patterns reflect the 
“common patterns” that apply to many objects, or to large percentage of 
objects in the dataset. In contrast, outlier detection focuses on a very small 
percentage of data objects. Hence, the idea of making use of frequent 
patterns for outlier detection is very intuitive. 
 
Definition 1: (FPOF-Frequent Pattern Outlier Factor) Let D = {t t

r f

1, 2, …, tn} 
be a database containing a set of n transactions with items I. Given a 
threshold minisupport, FPS (D, minisupport) is the set of all frequent 
patterns. For each transaction t, the Frequent Pattern Outlier Facto  o  t 
is defined as: 

FPOF (t) =
||),(||

)(
),(,

tminisupporDFPS

Xsupport
tminisupporDFPSXtX

∑
∈⊆                                   (1) 

The interpretation of formula (1) is as follows. If a transaction t contains 
more frequent patterns, its FPOF value will be big, which indicates that it 
is unlikely to be an outlier. In contrast, transactions with small FPOF 
values are likely to be outliers. Obviously, the FPOF value is between 0 
and 1. 
 
Definition 2: For each transaction t, an itemset X is said to be 
contradictive to t if X t. The contradict-ness of X to t is defined as: ⊄
Contradict-ness (X, t) = (||X||–|| t ∩ X||)*support (X)                  
(2) 
In our approach, the frequent pattern outlier factor given in Definition 1 is 
used as the basic measure for identifying outliers. To describe the reasons 
why identified outliers are abnormal, the itemsets that are not contained 
in the transaction (it is said that the itemset is contradictive to the 
transaction) are good candidates for describing the reasons.  
The consideration behind formula (2) is as follows. Firstly, the greater the 
support of the itemset X, the greater the value of contradict-ness of X to t, 
since a large support value of X suggests a big deviation. Secondly, longer 
itemsets give better description than that of short ones. 
With definition 2, it is possible to identify the contribution of each itemset 
to the outlying-ness of the specified transaction. However, since it is not 
feasible to list all the contradict itemsets, it is preferable to present only 
the top k contradict frequent patterns to the end user, as given in 
Definition 3 below. 
 
Definition 3: (TKCFP-Top K Contradict Frequent Pattern) Given D, I, 
minisuppo t and FPS (D, minisupport) as defined in Definition 1. For each 
transaction t, the itemset X is said to be a top k contradict frequent 

r
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pattern if there exist1 no more than (k-1) itemsets whose contradict-ness is 
higher than that of X, where X∈FPS (D, minisupport). 
 
Our task is to mine top-n outliers with regard to the value of f quent 
pattern outlier factor. For each identified outlier, its top k contradict 
frequent patterns will also be discovered for the purpose of description. 

re

We use the following examples to show how to compute these factors. 
 
Example 1. Consider a ten-record customer dataset shown in Table 1. We 
are interested in dimensions Age-range, Car, and Salary-level, which are 
useful for analyzing the latent behavior of the customers. Assume that the 
minimum support is set to 0.5, we can get the set of all frequent patterns 
as shown in Table 2. According to formula (1), we can get the outlier factor 
value of each record as shown in Table 1 (the fifth column).  
For each record, we also detect its top 1 contradict frequent patterns. Take 
record 1 as an example, the contradict-ness of {Young} to it is computed as 
(||{Young}||–||{Middle, Sedan, Low}∩ {Young}||)*suppor  ({Young})  t

t

e

= 1*0.5=0.5. 
Similarly, the contradict-ness of {High} to this record is also 0.5. Hence, we 
list both of them. 
The top 1 contradict frequen  patterns are listed in Table 1 (the 6th 
column). According to the outlier definition, we can produce the top-5 
outlier candidates with respect to the FPOF values. Among these objects, 
object 5,6,8, and 10 are considered as outliers mainly because they don’t 
satisfy the pattern {Middle, Sedan}. While for object 3 whose outlier factor 
value is 0.27, a little bigger than 0.17. This object doesn’t satisfy the 
patterns {Middle, Sedan}, {Low} and {Middle}. In consideration of these 
patterns together, we can further explain that data records with 
Car=’Sedan’ usually have Age-Range=’Middl ’, but the third object is 
different. 

Table 1. Customer Data 

RID Age-
Range 

Car Salary-
level 

FPOF Top 1 Contradict 
Frequent Patterns 

1 Middle Sedan Low 0.35 {Young}, {High} 
2 Middle Sedan High 0.35 {Young}, {High} 
3 Young Sedan High 0.27 {Middle, Sedan}, 

{Low}, {Middle} 
4 Middle Sedan Low 0.35 {Young}, {High} 
                                                      
 

t

1 Since there could be more than one itemset having the same contradict-ness for a 
transaction, to ensure the set mined is independent of the ordering of the 
frequent patterns in FPS (D, minisupport), our method will mine all the itemsets 
whose contradict-ness is no less than the k-th contradict frequent pa tern. 
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5 Young Sports High 0.17 {Middle, Sedan} 
6 Young Sports Low 0.17 {Middle, Sedan} 
7 Middle Sedan High 0.35 {Young}, {Low} 
8 Young Sports Low 0.17 {Middle, Sedan} 
9 Middle Sedan High 0.35 {Young}, {Low} 
10 Young Sports Low 0.17 {Middle, Sedan} 

Table 2. Frequent Patterns 

ID Age-Range Support
1 {Middle} 0.5 
2 {Young} 0.5 
3 {Sedan} 0.6 
4 {Low} 0.5 
5 {High} 0.5 
6 {Middle, Sedan} 0.5 

Algorithm for Detecting FP-Outliers 

Using the outlier factor FPOF, we can determine the degree of a record’s 
deviation. In this section, we present our algorithm for detecting outliers. 
The algorithm FindFPOF for detecting outliers is listed in Fig. 1. The 
algorithm first gets the frequent patterns from the database using an 
existing association rule mining algorithm with a given minisupport (Step 
2-3). Then, for every transaction in the database, the value of FPOF is 
computed according to Definition 1 (Step 4-11). Finally, the top-n FP-
outliers are output with their corresponding top-k contradict frequent 
patterns (Step 12-15). 
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 Algorithm FindFPOF 

 

 Input:   D           // the transaction database 

         minisupport   // user defined threshold for the permissible minimal support 

         top-n        // user defined threshold value for top n fp-outliers 

         top-k        // user defined threshold value for top k contradict frequent patterns 

 Output:  The values of FPOF for all transactions  //indicates the degree of deviation 

          The top-n FP-outliers with their corresponding TKCFPs 

                                 

 01 begin 

02 Mining the set of frequent patterns on database D using minisupport 

03 /* the set of all frequent patterns is donated as: FPS (D, minisupport) */ 

04 foreach transaction t in D do begin  

05    foreach frequent pattern X in FPS (D, minisupport) do begin 

06       if t contains X then 

07          FPOF (t) = FPOF (t)+ support (X) 

08       end if 

09    end 

10    return FPOF (t) 

11 end  

12 Output the transactions in the ascending order of their FPOF values. Stop when it 

outputs top-n transactions 

13 foreach transaction t in top-n outliers do begin 

14    Finds its top-k contradict frequent patterns and outputs them 

15 end 

16 end 
Fig. 1. The FindFPOF Algorithm 
 
The FindFPOF algorithm has three parts: 1) mining the frequent patterns 
from the database; 2) computing the value of FPOF for each transaction; 
and 3) finding the top n FP-outliers with their TKCFP descriptions. The 
computational cost of the frequent-pattern mining algorithm is donated as 
O (FP). We remark that many fast frequent-pattern mining algorithms are 
available [19-21] and so the computation complexity of Part 1 will be 
acceptable. As to Part 2, two “for loops” are required. Therefore, the 
computational cost of this part is O (N*S), where N is number of the 
transactions in the database and S is the size of the set of frequent 
patterns. Part 3 has the computational cost of O (N*logN+S*(top-n)*(top-

-
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k)*log(top-k)), because finding the top-n outliers and the top k contradict 
frequent patterns for each identified outlier needs a sort operation. 

-

The overall computational complexity of the FindFPOF algorithm is:  
O(FP+N*S+ N*logN+S*(top-n)*(top-k)*log(top-k))                    (3) 
Since the FindFPOF algorithm can only handle datasets described in 
categorical attributes, to process datasets mixed with numeric data, we 
adopt the simple strategy of transforming the original dataset into a 
categorical dataset by discretizing numeric attributes. After that, 
FindFPOF algorithm is used to detect outliers in the transformed dataset. 
Discretization of numeric attributes will not be discussed in this paper, as 
there is many existing algorithms can be employed. (See the work of Liu, 
et al.[23] for a more recent survey about the existing discretization 
methods). 
In our current implementation of FindFPOF algorithm, we employ Apriori 
[19] algorithm for finding the frequent itemsets. The whole algorithm is 
implemented using Java language with JDK 1.4 development package. 

Experimental Results 

A comprehensive performance study was conducted to evaluate our 
algorithm. In this section, we describe those experiments and their 
results. We ran our algorithm on real datasets obtained from the UCI 
Machine Learning Repository [22] to test its performance against other 
algorithms. At the same time, the algorithm’s properties were also 
empirically studied. 

5.1 Experiment Design and Evaluation Method 

 
We used two real datasets to demonstrate the effectiveness of our 
algorithm against the FindCBLOF algorithm [16]. For all the 
experiments, the two parameters needed by the FindCBLOF algorithm 
were set to 90% and 5 separately as done in [16]. For our algorithm, the 
parameter minisupport for mining frequent patterns was fixed to 10%, 
and the maximal number of items in an itemset was set to 5. 
As pointed out by Aggarwal and Yu [4], one way to test how well the 
outlier detection algorithm worked is to run the method on the dataset 
and test the percentage of points which belong to the rare classes. If 
outlier detection works well, it is expected that the rare classes would be 
over-represented in the set of points found. These kinds of classes are also 
interesting from a practical perspective. 
Since we knew the true class of each object in the test dataset, we defined 
the objects in small classes as rare cases. The number of rare cases 
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identified was used as the assessment basis for comparing our algorithm 
with other algorithms. 

Lymphography Data 

The first dataset used was the Lymphography data set, which had 148 
instances with 18 attributes. Among these 18 attributes, there were some 
numeric attributes. We disretized the numeric attributes using the 
automatic discretization functionality provided by the CBA [24] software. 
The data set contained a total of 4 classes. Classes 2 and 3 had the largest 
number of instances. The remained classes were regarded as rare class 
labels. The corresponding class distribution is illustrated in Table 3. 

Table 3. Class Distribution of Lymphography Data Set 

Case Class codes Percentage of instances 
Commonly Occurring Classes 2, 3 95.9% 
Rare Classes 1, 4 4.1% 
 
Table 4 shows the results produced by the FindFPOF algorithm against 
the FindCBLOF algorithm. Here, the top ratio is ratio of the number of 
records specified as top-k outliers to that of the records in the dataset. The 
coverage is ratio of the number of detected rare classes to that of the rare 
classes in the dataset. For example, we let the FindFPOF algorithm find 
the top 16 outliers with the top ratio of 11%. By examining these 16 
points, we found that 6 of them belonged to the rare classes. In contrast, 
when we ran the FindCBLOF algorithm on this dataset, we found that 
only 4 of 16 top outliers belonged to rare classes. 

Table 4: Detected Rare Classes in Lymphography Dataset 

Number of Rare Classes Included 
(Coverage) 

Top Ratio 
(Number of Records) 

FindFPOF FindCBLOF 
5% (7) 5(83%) 4 (67%) 
10%(15) 5(83%) 4 (67%) 
11%(16) 6(100%) 4 (67%) 
15%(22) 6 (100%) 4 (67%) 
20%(30) 6 (100%) 6 (100%) 
 
Furthermore, in this experiment, the FindFPOF algorithm performed the 
best for all cases and could find all the records in rare classes when the top 
ratio reached 11%. In contrast, the FindCBLOF algorithm achieved this 
goal with the top ratio at 20%, which was almost the twice for that of our 
algorithm. 
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Wisconsin Breast Cancer Data 

The second dataset used was the Wisconsin breast cancer data set, which 
had 699 instances with 9 attributes. In this experiment, all attributes 
were considered as categorical. Each record was labeled as benign (458 or 
65.5%) or malignant (241 or 34.5%). We followed the experimental method 
of Harkins, et al. [6] by removing some of the malignant records to form a 
very unbalanced distribution. The resultant dataset had 39 (8%) 
malignant records and 444 (92%) benign records2. The corresponding class 
distribution is illustrated in Table 5.  

Table 5. Class Distribution of Wisconsin breast cancer data set 

Case Class codes Percentage of instances 
Commonly Occurring Classes 1 92% 
Rare Classes 2 8% 
 
With this dataset, our aim was to test the performance of our algorithm 
against the FindCBLOF algorithm and the RNN based outlier detection 
algorithm [6]. The results of the RNN based outlier detection algorithm on 
this dataset were reported in [6]. Table 6 shows the results produced by 
the 3 algorithms. 

Table 6 Detected Malignant Records in Wisconsin Breast Cancer Dataset 

Number of Malignant Included (Coverage) Top Ratio  
(Number of Records) FindFPOF FindCBLOF RNN 
0% (0) 0 (0.00%) 0 (0.00%) 0 (0.00%) 
1%(4) 3(7.69%) 4 (10.26%) 3 (7.69%) 
2%(8) 7 (17.95%) 7 (17.95%) 6(15.38%) 
4%(16) 14(35.90%) 14 (35.90%) 11(28.21%) 
6%(24) 21(53.85%) 21 (53.85%) 18(46.15%) 
8%(32) 28(71.79%) 27 (69.23%) 25(64.10%) 
10%(40) 31(79.49%) 32 (82.05%) 30(76.92%) 
12%(48) 35(89.74%) 35 (89.74%) 35(89.74%) 
14%(56) 39(100.00%) 38 (97.44%) 36(92.31%) 
16%(64) 39(100.00%) 39(100.00%) 36(92.31%) 
18%(72) 39(100.00%) 39(100.00%) 38(97.44%) 
20%(80) 39(100.00%) 39(100.00%) 38(97.44%) 
25%(100) 39(100.00%) 39(100.00%) 38(97.44%) 
28%(112) 39(100.00%) 39(100.00%) 39(100.00%) 
 
                                                      
 
2 The resultant dataset is public available at: 
http://research.cmis.csiro.au/rohanb/outliers/breast-cancer/ 
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One important observation from Table 6 was that, compared to the RNN 
algorithm, our algorithm performed the best for all cases and never the 
worst. That is to say, the FindFPOF algorithm was more capable of 
effectively detecting outliers than the RNN algorithm. In comparison to 
the FindCBLOF algorithm, our algorithm achieved the same average 
performance with respect to the number of outliers identified. 
Another important observation was that the FindFPOF algorithm found 
all the malignant records with the top ra io at 14%. In contrast, the RNN 
based outlier detection algorithm achieved this goal with the top ra io at 
28%, which was twice of that of the FindFPOF algorithm, while the 
FindCBLOF algorithm achieved this goal with the top ratio at 16%. 

t
t
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In summary, the above experimental results on the two datasets have 
shown that the FindFPOF algorithm can discover outliers more efficiently 
than the other two algorithms. This demonstrates that the new concept of 
FP-Outlier is promising in practice. 

5.4 Properties 

In this section, we empirically study the effect of the parameter 
minisuppo t on the output of our algorithm. The test was aimed to find 
how the number of outliers changed with different values of minisuppo t. 
The datasets used were still the Lymphography dataset and the Wisconsin 
breast cancer dataset. For both datasets, the value minisuppo t varied 
from 10% to 90% and the top ratio was fixed to 10%. 
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Fig.2. Number of outliers identified vs. Different value of mini-support 
 
Fig.2 shows how the number of identified outliers changed with different 
values of minisuppo t. From this figure, it can be observed that, the final 
output of our approach is very stable, because the parameter in a wide 
range gives the same results. This indicates that our method is robust to 
the input parameter minisuppo t. Furthermore, setting a relative larger 
minisuppo t value to accelerate the execution of our algorithm will not 
affect the final results too much. 
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Conclusions and Future Work 

Frequent pattern mining and outlier detection are two integral parts of 
data mining and have attracted attentions in their own fields. Based on 
frequent patterns, this paper has proposed a new outlier detection 
method. The effectiveness of the method was verified by the experimental 
results. 
Using the same process and functionality to solve both frequent pattern 
mining and outlier discovery is highly desirable. Such integration will be a 
great benefit to business users because they do not need to worry about 
the selection of different data mining algorithms. Instead, they can focus 
on data and business solution. More importantly, some commercial data 
mining software do not provide the functionality of outlier discovery, 
hence it is easier to discover outliers directly using the frequent pattern 
mining results (since most commercial data mining software provide 
association mining module).  
Several questions remain open and will be addressed in our future work: 
Firstly, how to automatically assign a proper value to the parameter of 
minisuppo t shall be investigated.  r
Secondly, the number of frequent itemsets is usually huge, therefore, a 
number of lossless representations of frequent itemsets have recently been 
proposed. Two of such representations, namely the closed itemsets [26] 
and the generators representation [27], are of particular interest. Hence, 
we are planning to use these alternative representations of frequent 
itemsets to improve the performance of the FindFPOF algorithm.  
Finally and more importantly, it is well recognized that true correlation 
relationships among data objects may be missed in the support-based 
association-mining framework. To overcome this difficulty, correlation has 
been adopted as an interesting measure since most people are interested 
in not only association-like co-occurrences but also the possible strong 
correlations implied by such co-occurrences. Therefore, statistical 
correlation based outlier detection will be another promising research 
direction. 
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