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Abstract. At present, the traditional machine learning methods and convolutional
neural network (CNN) methods are mostly used in image recognition. The feature
extraction process in traditional machine learning for image recognition is mostly
executed by manual, and its generalization ability is not strong enough. The earli-
est convolutional neural network also has many defects, such as high hardware re-
quirements, large training sample size, long training time, slow convergence speed
and low accuracy. To solve the above problems, this paper proposes a novel deep
LeNet-5 convolutional neural network model for image recognition. On the basis of
Lenet-5 model with the guaranteed recognition rate, the network structure is sim-
plified and the training speed is improved. Meanwhile, we modify the Logarithmic
Rectified Linear Unit (L_ReLU) of the activation function. Finally, the experiments
are carried out on the MINIST character library to verify the improved network
structure. The recognition ability of the network structure in different parameters
is analyzed compared with the state-of-the-art recognition algorithms. In terms of
the recognition rate, the proposed method has exceeded 98%. The results show that
the accuracy of the proposed structure is significantly higher than that of the other
recognition algorithms, which provides a new reference for the current image recog-
nition.

Keywords: CNN, image recognition, feature extraction, deep LeNet-5, L_ReLU.

1. Introduction

With the development of science and technology, computer vision has been widely used in
various fields. The core technologies of these applications are image processing [1], image
recognition [2] and classification tasks [3]. The recognition technology is to calculate the
characteristics of the samples and apply them to the classifier to generate classification
for different calculated values.

Since 1980s, research on optical character recognition methods has always been a hot
topic in pattern recognition [4]. It is not easy for a computer to correctly recognize a large
number of handwritten fonts because different people have different habits of writing
numbers. Therefore, it is of great significance to study an accurate and efficient number
recognition method.
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For image recognition methods, the traditional recognition methods such as support
vector machine, traditional neural network, the K-nearest neighborhood method (KNN),
have some shortcomings. The minimum distance classification algorithm is a traditional
recognition algorithm, but it is not suitable for handwritten fonts. The recognition method
of KNN is derived from statistics [5]. The principle is to calculate the features of the
image and measure the distance between the calculated results of different features for
classification. Its advantage is that it is insensitive to abnormal data collection. SVM
has been successfully applied to image recognition [6]. In machine learning, SVM can
avoid the complexity of high-dimensional space, and it is very prominent in small sam-
ple, high-dimensional space calculation and nonlinear problems. However, in the clas-
sification problem, the storage space occupied by solving the function is large. These
traditional recognition algorithms mentioned above have very poor expression ability for
more complex mathematical functions, poor generalization performance, and usually fail
to reach the expected effect of data prediction and accuracy.

The emergence of convolutional neural network (CNN) provides the possibility to
solve the generalization ability of image recognition [7,8]. Convolutional neural network,
as a successful model in deep learning, has been widely applied in the field of image
recognition.

CNN can extract the hidden features of human face by using hardware acceleration
technology and massive face image data training. This feature is highly invariant to scale
changes such as translation, zoom and tilt, and has certain robustness to complex fonts.
Therefore, the research on image recognition based on CNN is very active. For example,
the reference [9] achieved the fusion of high and low level features by improving the
structure of AlexNet. Reference [10] integrated binary tree with ResNet convolutional
neural network, and put forward a binary tree CNN information fusion model for image
recognition.

In this paper, we propose a novel deep LeNet-5 convolutional neural network model
for image recognition. The network structure of LeNet-5 is improved, and a new activation
function L_Relu is used to solve the over-fitting phenomenon in the training process.
The experiment of network structure is carried out through MINIST database to improve
the operation speed of network structure and the recognition accuracy of the proposed
algorithm.

This paper is organized as follows. In section 2, we give the related works including
CNN and LeNet-5. Section 3 presents the proposed image recognition method in detail.
Experiments and analysis are conducted in section 4. We make a conclusion for this paper
in section 5.

2. Related works

2.1. Structure of CNN

The traditional CNN is generally composed of five parts: the input layer, the convolution
layer, the down-sampling layer, the fully connection layer and the output layer [11]. The
network structure is shown in figure 1.

For general multi-layer neural networks, the first layer is the eigenvector [12]. In gen-
eral, the image is processed manually to obtain the feature vector, which is used as the
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Fig. 1. The Structure of CNN

input of the neural network. The convolution neural network is different from general
multi-layer neural network, and the whole image is as the input of the network. For exam-
ple, the experimental object of this paper is the handwritten digital image in the MINIST
database, and the size of the image obtained after processing is 28 x 28. In order to fa-
cilitate the call and reading of data, the image can be expanded according to the pixel
number.

The convolution layer is also the feature extraction layer. Convolution operation is the
soul of convolutional neural network, and convolution kernel is the tool of convolution
operation[13]. The principle of convolution operation is shown in figure 2.

Feature
graph data %

Convolution calculation value

Convolution kernel

Fig. 2. Principle diagram of convolution operation

The down-sampling layer is also known as the pooling layer. During the pooling of
feature graphs, the depth of the image does not change, but the size of the image can be
reduced. Pooling can be viewed as converting a high resolution image to a low resolution
image with a smaller size. Through multiple pooling layers, the number of parameters
in the final fully connection layer can be gradually reduced to reduce the parameters
of the whole neural network and improve the training speed. The pooling layer has no
parameters that can be trained. The fully connected layer is the same as the normal fully
connected layer. Its input layer is the previous feature graph, which will transform all
neurons in the feature graph into data in the fully connection layer.
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2.2. Structure of LeNet-5

The LeNet-5 convolutional neural network model for image recognition is shown in fig-
ure 3, which consists of input layer, hidden layer and output layer. The input layer is a
32 x 32 single channel target image. The hidden layer is responsible for the extraction
and classification of object features. The output layer outputs an integer representing the
category.
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Fig. 3. The LeNet-5 convolutional neural network model

The hidden layer of the convolutional neural network is generally composed of Con-
volutions, Sub-sampling and Fully connection. The model in figure 3 contains two con-
volution layers (C1 and C3). C1 and C3 have 32 5 x 5 convolution kernels and 64 5 x 5
convolution kernels respectively. In the process of image recognition, the convolution
kernel and the input image convolve each 5 X 5 region to extract the feature graphs that
are highly robust to scale changes. When the convolution step size is 1, the convolution
operation is shown in equation (1):

ko
= Z Z W n Xmtints + 0% M

m=0n=0

In equation (1), X represents an image with a depth of 1 and a size of u x v. W
represents the convolution kernel of k x k. S represents the feature graphs of different
convolution kernels. H;}; represents the element in row ¢, column j of the feature graph
H? matrix. b° is the Blas value corresponding to the convolution kernel.

S2 and S4 are pooling layers. Through multi-layer sampling, CNN can reduce the
dimension of feature graph and eliminate repeated features [14], so that features have cer-
tain translational invariance. F5 and F6 are fully connection layers similar to traditional
multi-layer perceptron neural networks, with 1024 and 67 neurons respectively. The im-
age features obtained by the convolution layer and the sampling layer are dot product with
the weight of the multi-layer perceptron neural network, and then the feature classification
is completed by the Sigmoid function.

Recently, many researchers developed LeNet-5-based methods to process the images.
For example, In reference [15], the recognition of haze images was performed by adjust-
ing the parameters and structure of the classic LeNet-5 model. The image recognition
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technology was applied to a haze image field, which showed good performance. Zhang et
al. [16] proposed an improved Lenet-5 algorithm for traffic sign recognition. The picture
noise elimination and image enhancement on selected traffic sign images were performed.
Then, Gabor filter kernel was adopted in the convolution layer for convolution operation.
In the convolution process, the normalization layer Batch Normality (BN) was added af-
ter each convolution layer and reduced the data dimension. Zhang et al. [17] studied the
detection of hyperthyroidism by the modified LeNet-5 network.

The accuracy statistics result is shown in figure 4. After nearly 10000 times training,
the recognition accuracy of the network is still far less than 1, indicating that the conver-
gence speed of this network model is slow and its learning ability is poor. The accuracy
of the training set is always much higher than that of the test set, which indicates that the
network is over-fitting and the generalization ability is poor. Through the above analysis,
it can be seen that the LeNet-5 model-based convolutional neural network has poor image
recognition effect, and the network needs to be improved.

—— Training set

0.8H— Testing set

Accuracy rate

Training number

Fig. 4. Training results with LeNet-5 for image recognition

3. Proposed LeNet-FC convolutional neural network

3.1. Activation function optimization

The reason why CNN based on LeNet-5 model has a slow convergence speed in image
recognition training is that the Sigmoid activation function appears the gradient disap-
pearance phenomenon when the network is trained by gradient descent method. Sigmoid
function is shown in equation (2):

1
St d(z) = ———. 2
igmoid(x) Ty )
In the gradient descent training method, the parameter updating is mainly based on the
gradient value to achieve training optimization. This gradient is calculated by backward
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recursion from the output layer based on the error between the recognition result and the
real result as shown in equation (3):

Grad = Error x Sigmoid (x) - x. 3)

In equation (3), Grad represents the gradient of the current layer. Error denotes the er-
ror.  is the input value of the current layer. Sigmoid’ (x) represents the first derivative of
the Sigmoid function. According to figure 5(a), the Sigmoid function is double-ended sat-
urated. As shown in figure 5(b), when x value is too large or too small, the first derivative
of Sigmoid function will approach 0. This will cause the gradient value to be greatly atten-
uated in the backpropagation calculation, or even disappear to 0. Therefore, the network
parameters are updated with a minimal gradient value in the training, and the convergence
speed of the network is slow or even unable to converge.
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(b) First derivative of Sigmoid function

Fig. 5. Sigmoid function and its first derivative graph
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In this paper, we present the statistatized Rectified Linear Unit (L_ReLU) in the acti-
vation function optimization. Its expression is shown in equation (4):

1+¢”

LreLU(x) = In( )+ 0.1x. “4)

According to the expression of L_ReLU and the function in figure 6(a), it can be
seen that L_ReLU has five basic properties which is necessary to become an activation
function:

1. Non-linearity. L_ReLU function is nonlinear, and it can play a good role of nonlinear
mapping in CNN.
2. Differentiability. The derivative of L_ReLU function is shown in equation (5):

X

LRBLU/(Z‘) =

0.1. 5
Trer t )

Therefore, the training method based on gradient can be adopted.

3. Monotonicity. LreLU’(x) > 0 shows that L_.ReLU function is monotonically in-
creasing. This can guarantee that each layer of network in CNN is convex function.

4. f(x) = z. L_ReLU function satisfies this condition when x > 0. The network can be
initialized with a small random value to obtain a good training effect.

5. The output value is infinite. The output value of L_ReL.U function is infinite. When the
model is trained with a small learning speed, it can obtain a higher training efficiency.

Compared with Sigmoid function, L_ReL.U activation function does not appear gradi-
ent disappearance in gradient descent method. By computing the limit of the derivative of
L_ReLU in equation (5), it can be seen that when z tends to positive infinity and negative
infinity, the limits are 1.1 and 0.1 respectively. As shown in figure 6(b), when z is too
large, the derivative value of L_ReLU is close to 1.1. When x is too small, its value will
be close to 0.1, and will not be 0. Therefore, L_ReLLU activation function can be used in
CNN to carry out effective gradient descent training.

The Rectified Linear Unit (ReLU), Softplus [18] and the proposed L-ReLU activation
function are compared and analyzed. The curves of the three functions are shown in figure
5. The expressions of ReLU and Softplus are in equations (6) and (7) respectively, while
the expression of L_ReL.U is shown in equation (4).

ReLU(z) = max(0, ). (6)

softplus(z) = Ib(l + 7). @)

According to figure 7, it can be seen that the ReLU function has the characteristics
of one-sided suppression of negative input values (single-ended saturation, and the out-
put is O when negative values are input) and wide excitation boundary (linear mapping
for positive input), so the nonlinear mapping is sparsity. According to equation (6), the
calculation amount of ReL.U is far less than Sigmoid function, and its first derivative is 1,
so it will not cause the gradient disappear. The Softplus activation function is also single-
ended saturation, so it converges faster than the Sigmoid function. However, it is only a
smooth approximation of ReLU, so it does not have sparse activation, and its activation
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Fig. 6. L_ReLU function and its first derivative graph
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Fig. 7. Three activation function curves

performance is worse than that of ReLU activation function. L_ReL U activation function
is double-ended unsaturated, and the gradient will not disappear in the CNN training, so
the convergence speed of the network will be faster than the Sigmoid activation function.
Moreover, by comparing the L_ReLu in figure 7, it can be seen that L_ReLU is also sim-
ilar to a smoothing of ReL U, but different from Softplus, and it also has a certain sparse
mapping feature, that is, it has an appropriate inhibitory effect on negative input, and an
approximate linear mapping for positive input.

In this paper, MNIST data training experiments are carried out on CNNs with the
above three activation functions respectively. The convergence of the network is shown
in table 1. In table 1, the network convergence speed of L_ReLU and ReLU is higher
than that of Softplus, but the convergence speed of L_ReLU is slightly lower than that
of ReLU. By comparing equations (4) and (6), it can be seen that the convergence speed
of L_ReLU is slightly slower than that of ReLU, because it requires a large amount of
calculation.

Table 1. The error of three activation functions in MNIST data training

activation 200 400 600 800 1000 1200 1400

softplus 135 134 101 7.2 638 6.1 6.1
LReLU 7.7 46 38 37 35 34 34
ReLU 28 27 26 25 24 24 24

Although the ReLU has excellent performance, it inputs all negative values into the
sparsity map, and two problems are likely to occur in the actual training of CNN: (1) ”dead
neurons” phenomena appears in the network, that is, the gradient value of the network
parameter in this neuron is 0, and it cannot be trained and updated again. (2) it results in
the loss of some characteristic information quantized by negative values. By comparing
the curves of L_ReLLU and ReL.U in table 1, it can be seen that L_ReLU realizes the
non-zero sparse mapping through the compression of the negative input similar to the
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exponential function, which can avoid the above two problems. Therefore, the optimized
activation function used in this paper is L_ReL.U.

3.2. Structure optimization

It is found that artificial neural networks with appropriate multiple hidden layers can learn
the essential features of data and classify data effectively. However, increasing the net-
work depth too much will reduce the performance of the neural network. Therefore, one
direction of improving CNN network structure is to properly increase the convolutional
layer, while the other direction is to adjust the size of the convolutional kernel. This paper
conducts performance testing on CNN with nine different structures, and the results are
shown in table 2.

Table 2. CNN performance comparison with nine different structures

No. Convolutional layer number Kernel Training rate Testing rate
1 2 2x2 1.00 0.89
2 2 3x3 1.00 0.91
3 2 4x4 1.00 0.93
4 3 2x2 1.00 0.84
5 3 3x3 1.00 0.92
6 3 4x4 1.00 0.92
7 4 2x2 095 0.61
8 4 3x3 098 0.83
9 4 4x4 1.00 0.86

According to table 2, under the condition of the same size of convolution kernel,
CNN with three convolution layers has the best accuracy in the testing set. For CNN
with the same number of convolutional layers, 3 x 3 convolutional kernel CNN has better
performance. Considering that the performance difference is not large and the scale of
CNN is small, the network structure is improved with three convolution layers in this
paper. The convolution kernel of each layer is 3 x 3.

By comparing the accuracy of the network in the training set and the testing set in ta-
ble 1, it can be seen that although the improvement of network structure has improved the
performance of CNN, the problem of over-fitting still exists in the network. The reason
for the over-fitting is that the parameters in the fully connection layer are updated com-
pletely according to the feature recognition results of the training data. The classification
of training data is “overlearned”, which leads to the failure to accurately classify the test
data. An effective solution is the Dropout technology. Therefore, Dropout technology is
adopted in this paper, where the parameter is set as 0.7, that is, in the training process
of deep learning network, the parameter is temporarily dropped from the network with
a probability of 0.7 without training update, so as to improve the network generalization
ability.

In addition to the above improvements, the new CNN model also carries out the fol-
lowing changes.
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1. Single channel image input with a high resolution of 68 x 68 is adopted, so that CNN
can extract deeper, high-scale invariant and strong robustness implicit features of the
image.

2. During the convolution, zero padding with the value of 1 is carried out first, and a
layer of boundary with the value of O is added to the input image to enhance the
extraction of image edge and contour features.

3. The sampling layer is improved by using 2 X 2 maximum pooling to enhance sparse
expression of features.

4. The output layer is improved by computing the Softmax function as shown in equa-
tion (8):

efvi

p; = W ()

In equation (8), y; is defined as the label of the i-th input feature. f; represents the
j-th element of the output vector f in the output layer. P; represents the probability
that the input feature belongs to the j-th class.

3.3. Performance analysis of LeNet-FC model

The proposed LeNet-FC model is shown in figure 8. The image recognition training of
LeNet-FC model adopts sparse data labels, that is, the labels (categories) of the original
training data set and test data set conducts one-hot coding according to table 3 before
training [19]. Then, the Adam optimization algorithm is used to minimize the value of
cross entropy loss function, as shown in equation (9):

N
1 —10
Loss:—NZlb(pi—i-e),e:l x 10710, )

In equation (9), N is the number of input samples during each training. p; is the
Softmax function output value corresponding to each sample. The function of ¢ is to
prevent the occurrence of L = 0o when p; = 0 leading to the termination of training.
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Fig. 8. Proposed LeNet-FC model

This paper conducts experiments on the LeNet-FC model and the LeNet-5 model. The
results are shown in figure 9. According to figure 9, the convergence speed of LeNet-FC
convolutional neural network is significantly faster than that of CNN based on LeNet-5
model. At the same time, the accuracy change curves of the new LeNet-FC model in the
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Fig. 9. Training comparison with the two CNN models

training data and test data almost coincide, which indicates that the CNN has a strong
ability of image recognition generalization, and there is no over-fitting phenomenon.

As can be seen from table 4, compared with other improved CNN models, the pro-
posed LeNet-FC in this paper has a good performance in image recognition. At the same
time, because the other two models are based on AlexNet [20] and ResNet [21] respec-
tively, their models have large size and many parameters, so they need to use hardware
with stronger computing performance, such as GPU to perform well. The new model not
only has good performance, but also has small scale and low requirement on hardware,
and can even be applied to some embedded devices. Therefore, the application of LeNet-
FC model is more extensive.

Table 4. Font sizes

Model Accuracy/%
LeNet-FC 98.9
AlexNet[20] 98.1
ResNet[21] 95.6
DCGAN[22] 92.5
SCNN[23] 94.7

PAMSGAN[24] 95.1
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3.4. Experiments and Analysis

The MINIST dataset is from the National Institute of Standards and Technology [25]. The
training set is composed of numbers handwritten by 250 different people, some samples
of which are shown in figure 10. It contains a total of 70000 images including 60000
training images and 10000 testing images. The images of training set and test set are not
repeated. 50% are high school students, and 50% are workers at the Census Bureau. The
test set is also handwritten digital data with the same proportion, which is 28 x 28pixel
data set with labels.

2645¢

Fig. 10. Some samples of MINIST

The CPU parameters of this experiment are Intel(R) Core(TM) 178700 3.20GHz, 8GB
memory, Windows10 system, 64-bit operating system. Anaconda is used to simulate the
development environment of TensorFlow. In the experiment, the learning rate is set as
1 x 104, and the cross-entropy cost function is used to update the network parameters.
During training, dropout is added to avoid over-fitting problems. Batch size=50. An itera-
tion is defined that it traverses all the training sets one time. The initial variable is assigned
with a normal distribution with a standard deviation of 0.1. The final prediction results are
output after 50 training times in total, and then the model training data is analyzed and
verified.

The structure of the image recognition based on Lenet-FC model consists of three
parts: image preprocessing, feature extraction and Euclidean distance comparison. The
image preprocessing includes the grayscale and normalization, and its purpose is to change
the input image X into a single channel image with a resolution of 68 x 68, so that it is
consistent with the input of LeNet-FC model.

Feature extraction is realized by the convolution-sampling layer in LeNet-FC model,
and the obtained dimension of feature vector is 17776. The eigenvector of the measured
number is denoted as Y. The average feature vector of N standard number images in the
same category is denoted as the standard feature Y. The calculation formula is shown in
equation (10):

S 1 ol S
Y :NZ}Q. (10)
=0

Where s stands for different numbers. By adding or deleting features in the library,
the number of recognized categories can be changed.

The Euclidean distance comparison mainly calculates the Euclidean distance between
the feature vectors to be recognized extracted from the measured number and all the fea-
ture vectors in the standard feature library. The expressionis d = /(Y — Y 5)2. Then, the



1476  Jingsi Zhang et al.

function f(z) = argmid(d) outputs the index T" corresponding to the minimum value in
vector d, namely, the category. Threshold value 7 is an important parameter in Euclidean
distance. If d < 7, then the algorithm will output the result. Otherwise, it needs to re-input
the number image.

In the test, the numbers of correct recognition, false recognition and rejection recog-
nition are counted. The corresponding accuracy «, error recognition rate (3, and rejection
recognition rate § are calculated [25], and the expressions are expressed as equations
(11)-(13) respectively. The test results are shown in table 5.

_correctly detected and d <n (11
YT Tthe tested total number

error detected and d <
8= =1 (12)

tested total number

number of d>n

p— . 1
tested total mnumber (13)

Table 5. Font sizes

Correctly detected Error detected Rejected detected

number number number B 0
0.05 130 0 70 0.66 0 0.34
0.06 150 0 50 0.76 0 0.24
0.07 165 0 35 0.84 0 0.16
0.08 177 1 22 0.89 0.01 0.11
0.09 182 1 17 0.92 0.01 0.09
0.10 186 2 12 0.94 0.01 0.06
0.11 190 2 8 0.95 0.01 0.04
0.12 190 6 4 0.95 0.03 0.02
0.13 191 7 2 0.96 0.04 0.01
0.14 191 8 1 0.96 0.04 0.01
0.15 191 8 1 0.96 0.04 0.01

Through the analysis of the test results in table 5, it can be seen that the image recog-
nition based on LeNet-FC model has high recognition accuracy and relatively low error
recognition and rejection rate. In order to test and compare the performance of the im-
proved deep neural network, the traditional LeNet-5 structure is used to adjust the output
structure, and the same data training set is also used for simulation comparison. In the tra-
ditional network model, a convolution layer and a fully connection layer are added, and
the dropout method is not added to prevent over-fitting. The simulation results are shown
in table 6 and table 7. We also make comparison with other recognition methods. It can
be seen from tables 6, 7 that the recognition rates of LeNet-FC and traditional LeNet
neural network are 98.6% and 97.8%, respectively. Compared with the traditional LeNet
recognition rate, the recognition performance of LeNet-FC is better.

By comparing tables 6, 7, it can be seen that with the increase of iteration number,
the accuracy rate is also continuously improved. Finally, the network gradually reaches
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Table 6. Structure recognition rate of LeNet-FC and traditional LeNet neural network (%)

Tteration number LeNet-FC LeNet DCGAN[22] SCNN[23] PAMSGAN[24]

10 96.8 962  94.8 95.7 95.9
20 97.1 969  93.1 95.7 94.6
30 98.6 973 941 95.7 95.5
40 98.6 975 912 95.6 96.7
50 98.6 97.8  96.6 94.7 95.8

Table 7. Average cross entropy error (%)

LeNet LeNet-FC
1.42 0.89

the state of convergence. In terms of convergence effect, the convergence effect of the
improved neural network structure tends to be stable, and the final recognition rate is
98.6% after 50 iterations. However, in the training of traditional LeNet, the recognition
rate increases with the iteration number, presenting an unstable state with relatively large
fluctuation of recognition. In the case of 50 iterations, the final recognition rate is 98.6%.

Meanwhile, this experiment also studies the impact of batch size input on the recogni-
tion rate. The single Batch is set as 50, 100 and 200, and other conditions in the experiment
remain unchanged. The results are shown in table 8. The number of training iterations is
50, and every 5 iterations show the current training recognition accuracy.

Table 8. Test recognition rate of different batch conditions

No. 5 10 15 20 25

S50batches  98.11 98.69 98.89 98.97 99.03
100batches 97.70 98.38 98.68 98.81 98.92
200batches 96.84 97.99 98.38 98.55 98.67
No. 30 35 40 45 50

S0batches  99.12 99.11 99.28 99.22 99.25
100batches 98.88 99.09 99.13 99.09 99.15
200batches 98.79 98.79 98.95 98.97 98.88

As can be seen from table 8, after 35 iterations, the 50 batches, 100 batches can
achieve recognition accuracy of more than 90%. With the increasing number of iterations,
the change of recognition rate becomes stable, so it can be considered that the network
model reaches the convergence state at this time. Where, the fastest convergence rate is at
50batch, and the slowest is at 200batch. After about 45 iterations, the recognition accuracy
will fluctuate around 99%, and does not improve in 50 iterations. Overall, the recognition
rate of 200batch model is lower that of 50batch and 100batch model in the preliminary
data training. After 50 iterations of the 100 batches model, the recognition accuracy fluc-
tuates around 99.1%. In the training process, the training speed of 50 batches is not the
fastest.
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4. Conclusion

On the basis of LeNet-5 neural network, the structure of the network is improved, which
greatly reduces the number of neuron parameters, improves the training time, increases
the number of feature extraction layers, and improves the recognition accuracy. The LeNet-
FC model shows strong generalization ability in image recognition training. The compar-
ative experiment shows that the proposed method greatly improves the recognition effect.
In the future recognition training experiments, appropriate parameters should be selected
according to the size of training batch, so as to improve the recognition rate and the train-
ing speed as much as possible.
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