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Abstract. Motion recognition is a hot topic in the field of computer vision. It is a
challenging task. Motion recognition analysis is closely related to the network in-
put, network structure and feature fusion. Due to the noise in the video, traditional
methods cannot better obtain the feature information resulting in the problem of
inaccurate motion recognition. Feature selection directly affects the efficiency of
recognition, and there are still many problems to be solved in the multi-level fea-
ture fusion process. In this paper, we propose a novel motion recognition method
based on an improved two-stream convolutional neural network and sparse feature
fusion. In the low-rank space, because sparse features can effectively capture the
information of motion objects in the video, meanwhile, we supplement the network
input data, in view of the lack of information interaction in the network, we fuse
the high-level semantic information and low-level detail information to recognize
the motions by introducing attention mechanism, which makes the performance of
the two-stream convolutional neural network have more advantages. Experimen-
tal results on UCF101 and HMDB51 data sets show that the proposed method can
effectively improve the performance of motion recognition.

Keywords: motion recognition, two-stream convolutional neural network, attention
mechanism, sparse feature fusion, low-rank space.

1. Introduction

Motion recognition is a challenging task. Influenced by various factors such as different il-
lumination, complex backgrounds, multiple perspectives, and large intra-class differences
[1,2], motion recognition algorithms are mainly divided into two categories: 1) based on
traditional machine learning [3-5]; 2) based on deep learning [6-8]. The key of motion
recognition algorithm based on traditional machine learning is feature extraction. In the
process, it often takes effort to design features that meet the requirements and are easy
to implement. However, its ability to represent motions is also limited by the extracted
features. Deep learning-based motion recognition algorithms can automatically learn fea-
tures. But it needs a lot of training data. The effectiveness of automatic feature extraction
is closely related to network structure design and network parameter selection.

The most direct method of applying deep learning in motion recognition is to use
convolutional neural network (CNN) to recognize each frame of a video, but this method
does not take the motion information between continuous video frames into account. Ji et
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al., [9] proposed the concept of 3D convolution for the first time, and used 3D convolu-
tion kernel to extract spatial and temporal features for motion recognition. Feichtenhofer
et al., [10] proposed a two-stream convolutional neural network for motion recognition,
which was divided into two parts: spatial flow convolutional network and temporal flow
convolution network. The spatial stream convolutional network took a single frame of
RGB image as input to represent the static apparent information at a certain moment in
the video. Time-flow convolutional network took several successive frames of optical flow
images stacked together as input to represent the motion information of objects. Finally,
the classification results of the two networks were fused to get the final results. This pro-
posed model broke the leading position of improved dense trajectory extraction algorithm
(IDT)[11] in the field of motion recognition.

Tran et al. [12] proposed a new 3D convolutional 3 dimension (C3D), where contin-
uous video frames were stacked as the network input. The 3D convolutional kernel was
used to make convolution in the cube formed after the stacking, which had more time
dimensions than the 2D convolutional kernel. In this way, motion information could be
obtained from continuous frames. The biggest advantage of this algorithm was that the
recognition speed was much higher than that of the two-stream algorithm. So far, the
motion recognition algorithm had formed two main directions: one was based on two-
flow convolutional neural network for motion recognition; The other was based on 3D
convolutional neural network for motion recognition.

At present, the mainstream motion recognition network input data sets are RGB im-
ages and optical flow images. For the spatial stream convolutional network, the input data
is RGB images, and the initial spatial stream network adopts frame by frame input. How-
ever, the current publicly available data sets can often be identified by a single frame
image. In this case, there is a lot of redundant information in the input of the spatial flow
convolutional network. In order to reduce the frame by frame input redundancy between
successive frames, Zhu et al. [13] put forward a key frame method to dig the decisive
frame and key areas in video, which could improve the accuracy and efficiency. Although
the extraction method of key frames could be integrated into one training network, it
was similar to the object detection network RCNN, it first extracted the candidate boxes
and then selected key frames. Kar et al. [14] proposed an ADASCAN feature aggregation
method to judge the importance degree of different frames, and accordingly to achieve the
purpose of improving accuracy and efficiency. The overall model of this method was sim-
pler than the previous one. For the time flow convolutional network, the input data was
the optical flow image, and the optical flow extraction was time-consuming and labor-
consuming. The motion features contained in the optical flow might not be the optimal
features.

Many researchers have improved optical flow for motion recognition. Zhu et al. [15]
proposed a dual-flow convolutional network, which added MotionNet before the time-
flow network to generate optical flow images and served as the input of the time-flow
convolutional network. This method improved the quality of optical flow. Sevilla-Lara
et al. [16] proved that the optical flow was effective for motion recognition because of
its invariant apparent features, and the end-point-error (EPE) had no strong correlation
with the accuracy of motion recognition. It could be seen from the tested optical flow
algorithm that the accuracy of optical flow at the boundary and small displacement had
a strong correlation with the performance improvement of the motion recognition algo-
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rithm. Meanwhile, the loss function value of motion recognition was used to improve the
optical flow, so that the recognition accuracy could be improved. Similarly, due to the
disadvantages of optical flow images, many researchers have done some works in finding
features that can replace optical flow. Zhang et al. [17] used motion vectors to replace
optical flow. The motion vector was originally used for video compression, and it could
be extracted directly without extra calculation, which greatly accelerated the recognition
speed of the two-stream convolutional network, but the accuracy was reduced. Choutas
et al. [18] proposed a new posture feature, which could be used for motion recognition
by extracting the trajectory of the key joints of the human body, which formed posture
feature map for motion recognition. It was complementary to the features provided by
RGB and optical flow images, but performed poorly with single feature. Only by chang-
ing the interaction mode of dual-stream network and extracting new motion features as
network input, the problem of accuracy and speed could not be solved at the same time.
The change of network structure also played a decisive role in the improvement of algo-
rithm performance.

In recent years, the main structure of motion recognition network is based on dual-
stream network and 3D convolution network. Wang et al. [19] proposed a temporal seg-
ment network (TSN), which used multiple dual-stream networks to extract and fuse short-
term motion information at different timing positions, so as to solve the problem that the
traditional dual-stream only paid attention to apparent features and short-term motion in-
formation. Lan et al. [20] inherited the excellent characteristics of TSN and carried out
weighted fusion for short-term motion information at different temporal positions. Zhou
et al. [21] proposed the temporal inference network, which was based on TSN and added
the three-layer fully connected network to learn the weight of video frames with differ-
ent lengths, and carried out temporal inference for video frames with different lengths.
Finally, it obtained the results by fusion. Xu et al. [22] proposed R-C3D(region con-
volutional neural network) by combining C3D and Faster-RCNN[23]. R-C3D used 3D
convolution to extract video features. The idea of the Faster-RCNN is adopted, that is,
the proposal is first generated, then the candidate region was pooled. Finally, the classi-
fication and boundary regression were performed. The network could recognize the be-
havior of video with any length. The speed was high and accuracy was improved. Chen
et al. [24] modified the 3D convolution used in behavior recognition and proposed P3D
residual net (pseudo 3D residual Net). 133 convolution and 311 convolution were used
to replace 333 convolution. The former was similar to 2D convolution to extract spatial
flow features, while the latter was used to obtain temporal flow features. This method
greatly reduced the amount of calculation. Two-stream convolutional network and 3D
convolutional neural network could extract time stream information, while long-short-
term-memory (LSTM)[25] could also conduct time dimension modeling, which was also
a popular direction in the field of motion recognition at present. Jiang et al. [26] proposed
a multi-modal LSTM structure combining with attention mechanism with high stability.
Du et al. [27] introduced the attitude attention mechanism combining with LSTM and
CNN structure, which could effectively extract space-time features. In addition, other
researchers have studied the common deep networks. Duan et al. [28] proposed a new
non-local network structure, which regarded non-local operations as an efficient, simple
and universal component that could be used to capture long-distance dependencies in
neural networks. Deep learning algorithms mainly include dual-stream structure and 3D
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convolution, the dual-stream structure has high accuracy and slow speed. However, the
3D convolution is faster and has slightly low accuracy. They are all higher than the tradi-
tional machine learning algorithms on the whole. It has great advantages over traditional
algorithms in dealing with complex backgrounds and large changes within the class.

Aiming at the limitation that the input data of mainstream two-stream convolution
network is RGB image and optical flow image, this paper uses sparse features in low-
rank space to effectively capture the information characteristics of motion objects in the
video and supplement the network input data. At the same time, in view of the lack of
information mutual characteristics in the network, we combine the high-level semantic
information and low-level detail information to jointly identify motions, so that the net-
work performance has more advantages.

The main contribution of this paper has three aspects:

– We research the dual-stream convolutional neural network based on temporal seg-
mentation network, a temporal segmentation network combining sparse features is
proposed to better focus on motion objects.

– A multi-layer feature fusion temporal segmentation network for motion recognition
is proposed to solve the problem of low feature utilization.

– We fuse the high-level semantic information and low-level detail information to rec-
ognize the motions, which makes the performance of the two-stream convolutional
neural network have more advantages.

2. Related Works

2.1. Two-stream convolutional neural network

Two-stream convolutional neural network is divided into spatial flow convolutional neu-
ral network and time flow convolutional neural network. The two convolutional neural
networks process spatial dimension and temporal dimension of video, and extract spatial
information and temporal information, respectively. The basic structure of two-stream
convolutional neural network is shown in figure 1. Here, spatial information refers to the
scene, object and other information in the video. Time information refers to the motion
information of objects in the video.

Fig. 1. Two-stream convolutional neural network

The input of spatial flow convolutional neural network is a single frame RGB image,
which can effectively recognize human motion in static image. The network structure
is similar to the commonly used image classification network, usually using Alexnet,
VGG16, GoogleNet and other deep models as spatial flow convolutional neural network.
Generally, pre-training is performed on ImageNet, and then the pre-trained parameters
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are transferred to spatial flow network to improve the speed and performance of network
training. The input of the time stream convolutional neural network is the stacked contin-
uous frame optical flow image, which can represent the motion information of the object
in the video. It is a way to show the motion of the object by using the change of pixel in
the time domain and its correlation in the continuous frame. By using this characteristic of
optical flow, the human motion between successive frames can be recognized effectively.
In order to match the feature dimension of spatio-temporal network fusion, the structure
of time-flow network is usually the same as that of spatial flow convolution network.

The fusion of two-stream network refers to the fusion between spatial flow network
and time flow network, which is generally divided into two forms. 1) The spatial flow
and temporal flow convolution networks carry out result fusion after their Softmax layers.
Usually, the average method and the weighted method are used to fuse the scores of
different categories to get the final result. 2) The spatio-temporal network is fused at the
middle feature layer. Generally, a hybrid spatio-temporal convolution network is formed
after the fusion of spatio-temporal features at a certain network layer. Another fusion
method is to retain pure spatial flow convolutional network or temporal flow convolutional
network after forming a mixed spatio-temporal convolutional network. After the Softmax
layer, the scores of different categories are fused again to get the final result.

2.2. 3D convolutional neural network

The most direct way to use convolutional neural network in video sequence is to use
convolutional neural network to recognize each frame image. However, the processing
of single frame image does not consider the information between successive frames. In
motion recognition, the occurrence of motion generally lasts a process, and there is mo-
tion information between successive frames. Therefore, in order to effectively utilize the
motion information between successive frames, reference [29] proposed a 3D convolu-
tional neural network method, that is, 3D convolutional kernel was used in the structure
of convolutional neural network for convolution. Compared with 2D convolution kernel,
3D convolution kernel increases the time dimension and can obtain the features of both
time and space dimension at the same time, which is better than 2D convolution in the
aspect of motion recognition feature representation. 2D convolution is carried out on the
basis of a single frame image. Usually, a convolution kernel with the size of 33 is se-
lected, and 2D convolution is applied to the image to output the image. Therefore, 2D
convolution network will lose the time information of input signal after each convolution
operation. 3D convolution is carried out on several adjacent frames, and the size of the
convolution kernel is generally 333. Only 3D convolution can retain the time information
of input signal, as shown in figure 2.

3D convolutional neural network reflects the time dimension by stacking multiple
continuous image frames together to form a cube, and then using 3D convolutional kernel
for convolution in the cube. The depth of the convolutional kernel is less than the number
of stacked image frames. Therefore, each feature in 3D convolution is connected by the
features of adjacent frames, and the representation on successive frames can obtain the
motion information of objects in the video.
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Fig. 2. 2D convolution and 3D convolution

2.3. Temporal segmentation network

Given one video V , it is divided into K segments S1, S2, · · · , SK , each segment is the
same, then the temporal segmentation network can be expressed as:

QTSN (T1, T2, · · · , TK) = H(g(F (T1;W ), F (T2;W ), · · · , F (TK ;W ))). (1)

Where (T1, T2, · · · , TK) is a sequence composed of a single frame in video V . Tk

is generated by random sampling of frames in its corresponding video sub-segment Sk,
k ∈ 1, 2, · · · ,K. F (Tk,W ) is the input score prediction function belonging to different
categories, that is, the video frame Tk gets a C-dimension vector through the convolution
neural network with parameter W . It represents the predicted number of motions that
Tk belongs to class C. g(·) is a segment consensus function, and the prediction results
obtained by multiple sub-videos via convolutional neural network are fused to obtain the
consistent prediction results G = (G1, G2, · · · , GC)

T about the categories of videos.
C represents the number of categories. Based on the above consistent prediction results,
function H(·) is used to predict the probability of the entire video belonging to each
behavior category. In here, H(·) uses Softmax function, the category with the highest
probability is the category that video V belongs to. Combined with the cross-entropy loss
commonly used in classification, the category prediction loss function of the final video
V can be expressed as:
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L(y,G) = −
C∑
i=1

yi(Gi −
C∑

j=1

expGj). (2)

Where, yi represents the true value of category i. This temporal segmentation network
is differentiable determined by the function g(·). The back propagation algorithm and
multiple sub-video frames can be used to jointly optimize the model parameter W . G is
the consistent prediction result. In the process of back propagation, the gradient of model
parameter W for the loss value L is:

∂L(y,G)

∂W
=

∂L

∂G

K∑
k=1

∂G

∂F (Tk)

∂F (Tk)

∂W
. (3)

Where, K is the number of sub-video segments used by TSN. TSN learns model
parameters from the entire video. At the same time, a sparse time sampling strategy is
adopted for K, in which the sampled segment only contains a small portion of frames.
Compared with the previous method using dense sampling frames, this method greatly
reduces the computational overhead, and the structure of timing segmentation network is
shown in figure 3.

Fig. 3. Temporal segment network

3. Proposed Motion Recognition Method

This section will detailed introduce the network input data and network structure from
two aspects. 1) The network input data of sparse features fusion is studied. The purpose is
to focus the sparse features on the foreground target in the video, which can effectively ex-
tract the motion objects in the image, reduce the redundant information, and complement
the information contained in RGB image and optical flow image. 2) It uses convolutional
neural network visualization to verify that the shallow convolution can extract detailed
features and deep convolution can extract semantic features. The combination of seman-
tic information of high level features and detailed information of low level features in the
deep network, and the complementary advantages of features between different convolu-
tion layers are helpful for the network to capture the overall features of human behavior
and the detail features between different categories. It can improve the accuracy of motion
recognition. Figure 4 is the flow chart of the proposed algorithm. The specific steps are
as follows: (1) Evenly dividing the input video into three sub-videos, randomly sampling
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the three sub-videos to obtain the RGB, optical flow and sparse images of the samples,
and input them into the convolutional network respectively; (2) Extracting the features
of different convolutional layers of each data type, and fusing the features extracted by
the convolutional network according to different sample types; (3) Using the Softmax
function for motion classification.

Fig. 4. Proposed temporal segment network based on feature fusion for motion recogni-
tion

3.1. Sparse feature

In many practical applications, the known data matrix D is often low-rank or approxi-
mately low-rank, but there are errors with arbitrarily large random amplitudes and sparse
distribution, which destroy the low-rank of the original data. In order to restore the low-
rank structure of matrix D, the matrix D can be decomposed into the sum of two matrices,
that is, D = A + E, where matrices A and E are unknown, but A is low-rank and E is
sparse.

When the elements of matrix E obey the independent Gaussian distribution, the clas-
sical principal component analysis method can be used to obtain the optimal matrix A,
which is transformed into an optimization problem.

minA,E = ||E||F , s.t.rank(A) ≤ r,D = A+ E. (4)

Where || · ||F denotes the Frobenius norm of the matrix.
When E is a sparse large noise matrix, PCA cannot give ideal results. So the robust

principal component analysis (RPCA) can be used to obtain the optimal matrix A, then
the problem in equation (4) can be transformed into an optimization problem:

minA,Erank(A) + λ||E||0, s.t.D = A+ E. (5)

Where the rank function rank(·) and 0-norm of matrix are non-convex. They become
NP-hard problem, which needs to be relaxed. Since the kernel norm is the convex hull of
the rank function, and the 1-norm is the convex hull of the 0-norm, the NP-hard problem
of equation (5) can be transformed into a convex optimization problem after relaxation:

minA,E ||A||+ λ||E||1, s.t.D = A+ E. (6)

Where A is the low-rank component and E is the corresponding sparse component.
|| · ||∗ represents the kernel norm of the matrix, it is the sum of the singular values of the
matrix, and it is also the convex approximation of rank(·). || · ||1 denotes the L1 norm.
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|| · ||1 is a weighted parameter greater than zero to balance the two norms. Under certain
conditions, it has been proved that as long as the error matrix E is sparse enough relative to
matrix A, the low-rank component and the sparse component can be accurately recovered
from the matrix D by solving the convex optimization problem (equation (4)), that is, the
weighted combination of the above kernel norm and L1 norm can be minimized.

For the RPCA problem described in equation (6), the augmented Lagrange multiplier
method can be used to optimize it. The Lagrange function is:

L(A,E, Y, µ) = ||A||8 + λ||E||1+ < Y,D −A− E > +
µ

2
||D −A− E||2F . (7)

Where Y is the Lagrange multiplier and µ is a smaller positive number.
RPCA is widely used in image and video processing such as image correction, de-

noising, video background modeling, foreground target extraction, image segmentation,
saliency detection [32]. For foreground target segmentation in video, the background is
approximated as a low-rank component due to the correlation between frames. However,
the foreground target only occupies a small part of the pixels in the image, such as the
human motion. The moving part can be regarded as the sparse component. Through the
above augmented Lagrange multiplier method to solve the RPCA problem, the sparse
features shown in figure 5 can be obtained for the motion video.

In Figure 5, the first row represents RGB image, the second row represents the mo-
tion optical flow image in the x-axis direction, the third row represents the motion optical
flow image in the y-axis direction, and the fourth row represents the sparse image. As
can be seen from figure 5, the RGB image represents the apparent features of the image,
including both background and foreground targets. The optical flow image represents the
movement direction and speed of the moving object in the image. For the x-axis direc-
tion, white indicates the movement to the right, and the higher gray value denotes the
faster speed. black indicates the movement to the left, and the lower gray value denotes
the faster movement. The rest of the gray area means that nothing is moving. It is the same
as the y-axis, white means moving up, black means moving down. Unlike color and op-
tical flow images, sparse feature images can focus on the behaviors of foreground targets
and effectively extract motion objects. Meanwhile, removing background can effectively
reduce data redundancy and significantly improve the speed of network training.

Fig. 5. Comparison of RGB, optical flow and low rank data
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3.2. Network feature fusion with attention mechanism

In view of the lack of information interaction in the deep network, the deep network
combines the high-level semantic information and low-level detail information to jointly
identify the motion, so that the network performance has more advantages.

Fig. 6. Multilayer convolutional feature neural network

Multi-layer feature fusion is based on the low-level detail feature and high-level se-
mantic feature of convolutional neural network, and the features of different deep con-
volutional layer features are used to achieve the fusion. We take InceptionV2 network as
an example to illustrate the principle of the improved convolutional neural network as
shown in figure 6. The network is composed of multi-stream convolutional neural net-
works. For the spatial-flow convolutional neural network, assuming that the input color
image size is 224 × 224 × 3, the convolution kernel of 7 × 7 and the step size of 2 are
first selected. The convolution layer is used to extract the features of the input image, and
64 × 112 × 112 feature maps are obtained. Then, the maximum pooling is performed to
obtain the 5656 feature map. The convolution kernel of 3×3 and step size of 2 is selected,
and the pooling features are extracted by reconvolution and pooling. The pooled feature
size is 28 × 28 × 192. Then, the obtained features are successively passed through 10
Inception structural units, from structural units Inception3a to Inception5b, and the size
of the obtained features is 7× 7× 1024. After one average pooling, it outputs the feature
with 1 × 1 × 1024, the 1D vector is expanded as the input of the fully connected layer.
At the same time, the output features after shallow convolution are also expanded as 1D
vectors and sent to the fully connected layer. Finally, the shallow convolution features and
deep convolution features are input into the fully connected layer to form a 1×101 vector.

As shown in figure 6, the fusion process of multi-layer convolution features is illus-
trated by taking the output features of inception3a layer and Inception5b as an example.
In order to clearly illustrate the fusion principle of features with high and low dimensions,
table 1 lists the feature size output by each layer of the convolutional neural network.

Firstly, 28× 28× 192 feature map is obtained after the input image goes through the
first two convolution layer and pooling layer. The first 2-dimensional data represents the
length and width of the feature map, and the third dimension data represents the number of
channels. Then, the features are fed into the Inception3a layer, and four groups of features
are obtained respectively through the four branches of the Inception structure unit. The
four groups of features are connected in series as the input of the next layer. Meanwhile,
the pooling operation is used for this feature. We select the average pooling, because it can
reduce dimension and retain more image background information. It is beneficial to trans-
fer the information to the next module for feature extraction, and make its size the same
as the deep convolution feature size, which is convenient for feature fusion. In addition,
because feature fusion will increase feature dimension and computational complexity, the
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Table 1. Map size in each network layer

Network layers Kernel size Stride Output size

Convolution-1 7× 7 2 112× 112× 64
Pooling 3× 3 2 56× 56× 64
Convolution-2 3× 3 1 56× 56× 192
Pooling 3× 3 2 28× 28× 192
Inception3a —– —- 28× 28× 256
Inception3b —– —- 28× 28× 320
Inception3c 2 2 28× 28× 576
Inception4a —– —- 14× 14× 576
Inception4b —– —- 14× 14× 576
Inception4c —– —- 14× 14× 576
Inception4d —– —- 14× 14× 576
Inception5a —– —- 7× 7× 1024
Inception5b —– —- 7× 7× 1024
Pooling —– —- 1× 1× 1024

shallow convolution features are obtained by reducing dimension with convolution kernel
of 1× 1. The shallow convolution feature is connected in series with the output feature of
inception5b layer and expanded into a 1-dimensional vector as the input of the fully con-
nected layer. Time flow convolutional network and sparse convolutional neural network
are similar to spatial flow convolutional neural network. Shallow convolutional features
are obtained according to the above networks, and they are fused with the deep convolu-
tional features output by the last layer of Inception structural unit to participate in the final
classification. For the two feature maps xa

t ∈ RH×M×D and xb
t ∈ RH′×M ′×D′

, they are
will be utilized to generate the various feature map yt ∈ RH′′×M ′′×D′′

. In here, t is the
time. H, M and D represent the height, width and channel number of the three feature
maps respectively. Because the cascade fusion is simple and efficient, this paper uses the
cascade fusion method to fuse the low-level detail information and the high-level seman-
tic information. The low-level detail information mainly extracts the color, texture and
other detail features. While the high-level semantic information is more representative, it
can extract the detailed feature for motion recognition. Through fusion process, features
can be fully utilized to improve the recognition accuracy.

Series fusion means that the feature maps of the corresponding channels of the two
features are connected in sequence, and the combined features are taken as new features,
namely:

yi,j,2d = xa
i,j,d. (8)

yi,j,2d−1 = xb
i,j,d. (9)

Where 1 ≤ i ≤ H , 1 ≤ j ≤ M , 1 ≤ d ≤ D, and , xa, xb ∈ RH×M×D, y ∈
RH×M×D.

Drawing on the signal processing mechanism of the human brain, the attention mech-
anism quickly scans all features to obtain the feature categories that need to be focused
on, and assigns corresponding attention weights according to the critical degree of feature
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categories, so that the brain can process huge information with limited resources. The
application in CNN is reflected in the difference of importance of each generated feature
map. The core objective of attention mechanism is to obtain the difference of importance
between each feature map by calculation, allocate computing resources according to its
importance, and use the execution effect to guide the feature in reverse map weights are
updated, and the task is finally completed efficiently and accurately. The implementation
principle of attention module is shown in Figure 7.

Fig. 7. Schematic of attention mechanism

Specific implementation methods are as follows. Firstly, each feature map obtained
by convolution is global average pooling operation, and each feature map is extruded into
a real number, as shown in Equation (10). The squeezed real numbers of each feature map
are combined into a vector, namely the weight of each feature. After the weight vector is
obtained, the full connection, ReLu activation function and sigmoid activation function
are shown in Equation (11). The weighted feature map is obtained by assigning weights
to each feature category. Finally, equation (12) is used to guide the feature map to update
in a direction conducive to the recognition task.

zc =
1

H ×W

H∑
i=1

W∑
j=1

uc(ij). (10)

s = σ(W2δ(W1z)). (11)

xc = scuc. (12)

Where H and W represent the length and width of feature map. uc stands for the result
after convolution. zc represents the importance of each feature map. sc is the weight vector
of all feature maps. σ stands for Relu activation function. δ represents Sigmoid activation
function. W1 and W2 are two different fully connected operations.

4. Experiments and Analysis

In this section, experiments are conducted on two large motion datasets to verify the
effectiveness of the feature fusion temporal segmentation network. The two datasets are
UCF101 and HMDB51 respectively. UCF101 dataset contains 101 motion categories and
13320 video clips. The HMDB51 dataset is a large number of realistic videos from a
variety of sources, such as movies and web videos. The dataset consists of 6849 video
clips from 51 motion categories. The experiment followed the original evaluation scheme
using three training/test groups, namely dataset group 1, dataset group 2, and dataset
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group 3. It takes the average accuracy of these groups as the final motion recognition
accuracy.

The experiment in this section uses the small-batch random gradient descent algorithm
to learn network parameters. The batch size is set to 32 and the momentum is set to 0.9.
In addition, the model trained in advance with the dataset is used to initialize the network
weights, and a small learning rate is set in the experiment. For spatial network, the learning
rate is initialized to 0.001 and reduced by 1/10 per 2000 iterations. The entire training
process stops at 10000 iterations. For temporal network and sparse network, the initial
learning rate is set to 0.005, which is reduced to 110 after 12000 and 18000 iterations.
The maximum iteration number is set to 20000. In order to extract optical flow quickly,
the TVL1 optical flow algorithm implemented by CUDA in OpenCV is selected. To speed
up the training, multiple GPUs are adopted implemented by using Caffe and OpenMP12.

4.1. Experiment datasets

UCF101 has 13320 videos including 101 categories. There are great changes in the as-
pects of camera movement, object appearance and posture, object proportion, viewpoint,
messy background, lighting conditions, etc,. In addition, the motion videos are all edited
rather than performed by actors, which is the most challenging dataset to a certain extent.
Some motion categories in the dataset are shown in figure 8.

Fig. 8. Partial action categories in UCF101 dataset

The HMDB51 dataset contains 6766 video clips divided into 51 motion categories.
Each action category contains at least 101 video clips. Some of the motion categories are
shown in figure 9. Most samples of the HMDB51 dataset come from movies, while a small
amount of samples come from public video sites such as Prelinger Archive, YouTube and
Google Video.
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Fig. 9. Partial action categories in HMDB51 dataset

4.2. Experimental?Environment

Deep learning hardware environment: CPU E5-2696V4, GPU, two GTX1080Tis, 256
GB SSD, 32 GB memory. Network learning and test environment: Ubuntul6.04, NVIDIA
CUDA8.0, cudnnv5, Caffe, opencv3.0, Python.

4.3. Effect of sparse feature

The experiment is conducted on the two public motion recognition datasets UCF101 and
HMDB51, and we compare the proposed method with some classical algorithms and
commonly used algorithms in recent years. The comparison results are shown in table 2.

As can be seen from table 2, the compared algorithms are divided into three cate-
gories. And figure 10 is the visual diagram for table 2. The first category is the traditional
classical machine learning algorithm without deep learning. This algorithm manually ex-
tracts motion features and has high stability. The recognition rate can reach about 88% on
UCF101 and exceed 61% on HMDB51. For example, the MoFAP method is a combinato-
rial motion feature way, which consists of three parts: local motion feature, motion atom,
and motion statement. The motion atom refers to a certain sub-stage in the process of mo-
tion, and the motion statement is the combination of these sub-stages. For example, the
high jump is divided into three sub-stages, the run-up, take-off and landing, namely the
motion atom. The different combinations of the three become motion statement. In this
way, the ability of features to represent motion is stronger, so as to improve the recognition
accuracy.

The second category is the deep learning algorithm based on 3D convolution. This
algorithm is fast, it can achieve real-time requirement, and the recognition rate is higher
than that of the traditional algorithm. For example, reference [48] verified that different
actions had different temporal and spatial patterns, and some motions could require a long
time to be recognized. So LTC network structure was proposed to improve the recognition
accuracy by increasing the duration of input video.

The third category is based on two-stream convolutional neural networks. This kind of
algorithm has the highest accuracy, which can exceed 88%. As can be seen from table 2,
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Table 2. Accuracy comparison with different methods on UCF101 and HMDB51/%

Method UCF101 HMDB51

DT+MVSV[30] 83.7 56.1
IDT+FV[31] 86.1 57.4
IDT+HSV[32] 88.1 61.3
MoFAP[33] 88.5 61.9
C3D+IDT[12] 90.6 62.8
TDD+IDT[34] 91.7 66.1
LTC[35] 91.9 65.0
LTC+IDT[35] 92.8 67.4
P3D ResNet+IDT[36] 93.9 68.2
Two streams[37] 88.2 59.6
Two streams+LSTM[38] 88.8 63.4
Two streams fusion[10] 92.7 65.6
Transformations[39] 92.6 62.2
TSN(RGB+Optical Flow)[19] 94.2 69.4
RCA[40] 95.7 72.2
FFN[41] 96.9 74.3
Sparse+TSN 97.1 76.6

Fig. 10. Visual diagram of table 2
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the recognition rate of the temporal segmentation network with sparse features are 97.1%
and 76.6% on UCF101 and HMDB51 respectively.

4.4. Multi-layer feature fusion experiment

In order to verify the effectiveness of multi-layer convolution feature fusion convolution
network, the experiment of UCF101 group 1 is taken as an example. The outputs from in-
ception3a to inception5a are fused with the feature of inception5b. Table 3 lists the recog-
nition rate of the temporal segmentation network trained by RGB, optical flow images
and sparse images after adding the multi-layer feature fusion method. Similar to RGB im-
age, the temporal segmentation network trained by optical flow image and sparse image
is also fused with the convolution feature output by Incepteion5a layer and incepteion5b
layer, and the highest recognition rate is obtained, which reaches 93.68% and 86.22% re-
spectively. The optical flow basically remains unchanged. The recognition rate of sparse
network is more than 0.6% higher than that of network without shallow convolution fea-
ture fusion, indicating that the addition of shallow convolution feature can improve the
network performance.

Table 3. Comparison recognition rate with different convolution layers fusion on
UCF101/%

Fusion layer RGB Optical flow Sparse

Inception3a → Inception5b 87.82 92.71 85.14
Inception3b → Inception5b 87.97 93.15 84.92
Inception3c → Inception5b 87.95 93.10 85.06
Inception4a → Inception5b 87.97 92.98 85.48
Inception4b → Inception5b 87.25 93.03 85.98
Inception4c → Inception5b 87.22 92.89 85.57
Inception4d → Inception5b 87.83 93.12 85.83
Inception4e → Inception5b 88.21 92.89 86.09
Inception5a → Inception5b 88.34 93.68 86.22

In order to further verify the effect of the multi-layer feature fusion on temporal seg-
mentation network, the experiment is conducted on UCF101 and HMDB51 data sets.
Compared with some classical algorithms and commonly used algorithms, the compari-
son results are shown in table 4.

As can be seen from table 4, the motion recognition temporal segmentation network
with multi-layer feature fusion has a certain improvement compared with the original tem-
poral segmentation network with sparse feature fusion. The recognition rates of UCF101
and HMIDB51 are 97.3% and 76.9%, indicating that shallow convolutional layer and
deep convolutional layer fusion have a certain effect on the improvement of network per-
formance. The confusion matrix is shown in figure 11 and figure 12.
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Table 4. Accuracy comparison with different methods on UCF101 and HMDB51/%

Method UCF101 HMDB51

C3D+IDT 90.6 62.8
TDD+IDT 91.7 66.1
LTC 91.9 65.0
LTC+IDT 92.8 67.4
P3D ResNet+IDT 93.9 68.2
Two streams 88.2 59.6
Two streams+LSTM 88.8 63.4
Two streams fusion 92.7 65.6
Transformations 92.6 62.2
TSN(RGB+Optical Flow) 94.2 69.4
Sparse+TSN 97.3 76.9

Fig. 11. Confusion matrix on UCF101 dataset
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Fig. 12. Confusion matrix on HMDB51 dataset

5. Conclusion

In this paper, the two-stream convolutional neural network based on temporal segmen-
tation network is studied and a temporal segmentation network with sparse features is
proposed. Meanwhile, to solve the problem of low feature utilization, a multi-layer fea-
ture fusion temporal segmentation network for motion recognition is proposed. Based
on the motion recognition network of sparse features and multi-layer feature fusion, the
recognition effect of the new algorithm on the UCF101 and HMDB51 is better than other
algorithms. In the future, more deep learning-based models will be utilized for action
recognition.
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