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Abstract: Deep learning has achieved a great success in face recognition (FR), 

however, little work has been done to apply deep learning for face photo-sketch 

recognition. This paper proposes an adaptive scale local binary pattern extraction 

method for optical face features. The extracted features are classified by Gaussian 

process. The most authoritative optical face test set LFW is used to train the 

trained model. Test, the test accuracy is 98.7%. Finally, the face features extracted 

by this method and the face features extracted from the convolutional neural 

network method are adapted to sketch faces through transfer learning, and the 

results of the adaptation are compared and analyzed. Finally, the paper tested the 

open-source sketch face data set CUHK Face Sketch database(CUFS) using the 

multimedia experiment of the Chinese University of Hong Kong. The test result 

was 97.4%. The result was compared with the test results of traditional sketch face 

recognition methods. It was found that the method recognized High efficiency, it 

is worth promoting. 

Keywords: transfer learning, convolutional neural network, face recognition, 

adaptive scale, optical face features 

1. Introduction 

With the rapid development of Internet technology, information technology has been 

fully integrated into people's lives. How to accurately and effectively confirm identity 

has become an urgent issue in the field of information security. Face recognition [1] 

Compared with other biometric technologies, such as: vein recognition[2], voice 

recognition, fingerprint recognition, gene recognition, iris recognition, etc., because of 

its intuitive, convenient, non-contact and other excellent features, it makes it useful in 

people's daily life and society. In terms of security, such as access control, image 

retrieval, automatic login and face payment, and criminal investigation, it plays an 

important role. Therefore, it has been a research hotspot in the field of computer vision 

for decades. In recent years, with the development of deep learning the popularity of 

GPUs, and the open source of large-scale face databases, the maturity of optical face 

recognition technology has made it reach The practical application of standards has been 

applied to all walks of life, so that we have entered the era of face brushing. 
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There are various channels for obtaining faces. Under normal circumstances, it can be 

obtained through surveillance cameras or cameras to take pictures. However, in some 

cases, it is not possible to obtain face pictures through technical means. Only the 

sketches of human faces can be drawn by the artist based on the images of witnesses. 

This situation appeared more in the field of criminal investigation, and optical face 

recognition technology could not solve this problem, so sketch face recognition 

technology was produced [9]. This technology is a new type of face recognition 

technology developed on optical face recognition technology. It has very important 

application value in the field of criminal investigation. In recent years, it has begun to 

rise in the field of face recognition. 

Sketch face recognition is a major branch of heterogeneous face recognition 

technology. Its role is to match a person's optical face with its corresponding sketch 

face. Its contribution is: in most criminal investigation cases, the police optical photos of 

the suspect were not available. At this time, the optical face recognition method has 

failed, but drawing a sketched face through the description of a witness is undoubtedly 

the most effective method to determine its identity. In view of this problem, the idea of 

extracting optical face features from CNN and then adapting them to sketch face 

features through transfer learning is proposed to solve the problem of insufficient sketch 

face training samples. 

The proposed method achieved superior performance on CUFS [3] data-set and the 

contributions are summarized as follows: 

(1) Adaptive scale feature extraction: An adaptive scale feature extraction method is 

proposed, which can adaptively adjust the feature extraction scale according to feature 

sensitivity. 

(2) Establish a full convolutional neural network based on transfer learning model by 

analysing the role of each layer of AlexNet in image classification and using the 

VGGFace transfer learning model for face photo-sketch recognition. 

2. Related Work 

Sketch face recognition has been pioneered by Uhl and Lobo [4], to match sketch to 

photos, the proposed method uses Eigenface and Principle Component Analysis (PCA). 

Based on CUFS and CUFSF datasets, many state-of-the-art methods have been 

proposed by many researchers. Klare and Jain [5] proposed a method that extract the 

feature locally using a Scale Invariant Feature Transform (SIFT) descriptor. To improve 

the accuracy further, this method has been extended by fusing Multiscale Local Binary 

Pattern (MLBP) and the SIFT with Local Feature Discriminant Analysis (LFDA) [6]. 

Galoogahi and Sim [7] see that most of the research works use common features that are 

not meant for a cross-modality matching. Therefore a new face descriptor called 

Histogram of Averaged Oriented Gradients (HAOG) is proposed to extract modality-

invariant features of salient facial components. The fact that facial shape is relatively 

invariant across modality, thus, Galoogahi and Sim [8] proposed a new face descriptor 

that is a shape-based and claimed to work on cross images. It is called Local Radon 

Binary Pattern (LRBP). The algorithm projects each non-overlapping patch on Radon 

space using Radon transform. Then, the features are extracted at every patch using Local 
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Binary Pattern (LBP). Recently, Difference of Gaussian Oriented Gradient Histogram 

(DoGOGH) has been demonstrated to be very effective in matching facial sketch to 

photo [9]. To cater for shape exaggerations effects, this method has been extended to 

Cascaded Static and Dynamic DoGOGH (C-DoGOGH) with intention to further 

improve the retrieval rate accuracy by catering the shape exaggerations effects [10]. It 

combines static and dynamic local featur extraction in a cascaded fashion.  

Few works have considered the use of deep learning for face photo-sketch synthesis 

and recognition, most notable being the approaches in [11, 12, 13, 14]. However, these 

systems generally use relatively shallow networks or are primarily trained using images 

residing in a single modality (typically face photos). 

Finally, few works consider the use of multiple sketches per subject. Most relevant to 

this letter is the work done in [15], [16], but the number of subjects and sketches used 

were both limited since the latter were manually created by employing several artists or 

software operators, making the process costly and time-consuming. These problems are 

critical, especially in the time-sensitive nature of real-world criminal investigations. 

3. Adaptive Scale Feature Extraction 

3.1. Feature Extraction 

Extracting facial features needs to meet two basic requirements: first, to find the optimal 

features so that it can distinguish different faces to the greatest extent. Second, the 

extracted feature dimensions should be as small as possible, so that the training and 

testing speed can be improved. Before convolutional neural networks, the mainstream 

facial feature extraction algorithms were SIFT, LBP, HOG, and Gabor [17]. 

Theoretically speaking, the larger the extracted feature dimensions, the higher the 

accuracy. Literature pointed out that the use of multi-scale extraction of face features 

can improve the accuracy of the algorithm to a certain extent, but it will significantly 

increase the amount of calculation and is not conducive to engineering implementation. 

Based on this, an adaptive scale feature extraction method is proposed to reduce feature 

dimensions and improve the computing speed [18, 19]. Feature localization is the first 

step of feature extraction. It specifies the location of feature extraction, uses the face 

database with labels as training samples, learns the gradient direction of each label 

position, and then determines feature extraction based on the learned gradient direction 

position. Given an image 
1md R  with m pixels, which contains p manually labeled 

points, as shown in Figure 1 (a), h is a feature extractor (herein specifically referred to as 

AMLBP), which uses labeled the human face is used as a training sample, and let it be 

x . When a human face is detected, an initialization mark 
0x  is given as an average 

mark, as shown in Fig. 1 (b). Face feature localization can be achieved by minimizing 

the expression (1). 

   
2

0 0
2

f x x h d x x                                                                  (1) 
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Where  h d x      represents the AMLBP feature value at the face mark in the 

template library, and x  represents the iteration step size. Training starts at 
0x  and 

converges at x . To use the gradient method to differentiate, Taylor (1) is Taylor-

expanded at 
0x : 

       0 0 0 0

1

2

T T

ff x x f x J x x H x x                                              (2) 

Where  0fJ x  and  0H x  are Jacobian and Hessian matrices. Find the partial 

derivative of x  in Equation (2) and make its derivative zero, and then get the first 

update of x : 

 1 1

1 02 T

f hx H J H J   

                                                        (3) 

In the first gradient iteration process, the above formula is regarded as the projection 

of 
0      on the matrix 1

0 2 T

hR H J  . In order to avoid calculating the 

Hessian matrix and the Jacobian matrix, take 
0R  as the gradient direction, and 

0R  can 

be directly obtained by learning the linear regression between 
0x x x     and 

0 . 

After simplifying equation (3), we can get: 

1 0 0 0x R b                                                                    (4) 

Where 
0b  is the offset. For a specific image, use Newton's method to update along 

the gradient direction: 

 1

1 12 T

k k h kx x H J  

                                                        (5) 

Equation (5) uses the 
1kR 
 and 

1kb 
 learned in the previous step to determine the new 

iteration position 
kx : 

1 1 1 1+k k k k kx x R b                                                         (6) 
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Fig. 1. a is a manually labelled face, b is a mark initialized using a face detector. 

When a human face is detected, it can be positioned according to the gradient 

direction. The positioning effect is shown in Figure 2. 

 

Fig. 2. a is the original face, b is the face after feature localization. 

3.2. Adaptive Scale Feature Extraction 

Taking into account the different amounts of information contained in different feature 

parts of the face, for example: the features contained in the eyes are the most sensitive 

and contribute the most to face recognition. Therefore, the feature extraction scale of 

this part should be the largest when feature extraction is performed; It is small, so its 

feature extraction scale should be appropriately reduced, so as to achieve the effect of 

reducing the feature dimension without reducing the amount of information. Based on 
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this, this paper proposes an adaptive scale feature extraction method, which can 

adaptively adjust the feature extraction scale according to feature sensitivity. 

In order to obtain the sensitivity of the facial features, the facial features trained by 

Adaboost [20] and the features extracted by the adaptive scale are mapped, and then 

based on the error rate of each weak classifier (this is regarded as sensitivity) to 

determine each feature extraction scale. Figure 3 shows the experimental results, from 

which it can be analyzed that the classification effect is best when the feature extraction 

scale is greater than 4. 

 

Fig. 3. Comparison of feature recognition results extracted at different scales. 

Based on the experimental results in Figure 3, the maximum scale of adaptive feature 

extraction is set to 4, and the 200 facial features trained by the Adaboost algorithm are 

divided into four categories  1 2 3 4, , ,K k k k k , and the features are ranked from low 

to high according to the error rate. The features extracted by the adaptive scale are 

classified into four categories. The classification method is: use the Euclidean distance 

to search for features at the location of the feature to be classified, and the category of 

the feature closest to it is the category to which this feature belongs. 

  
            min , ,

k h x
D p h x p f x k h x k f x                                    (7) 

Face classification is performed using a Gaussian process combined with a spectral 

mixed kernel function. The feature extraction scales are adaptive scale and single scale. 

The results are shown in Figure 4, which can be analyzed from the graph. The accuracy 

will also increase, but its feature dimensions will also increase, and the computing 

efficiency will decrease. The classification accuracy obtained using adaptive scale is the 

same as that of 4k   and 5k  . The average accuracy is 2.6, which significantly reduces 

the feature dimension. Table 1 is the adaptive scale mapping, in which the feature mark 

numbers correspond to the face feature mark numbers in FIG. 5. 
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Fig. 4. Feature extraction effect of adaptive scale and single scale. 

 

Fig. 5. Face feature labeling. 

Table 1．  Feature extraction scale mapping 

Number of feature points Feature label scale 
17 1-17 1 

10 18-27 3 

4 28-31 4 

5 32-36 3 

12 37-48 4 

20 49-68 2 
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4. Convolutional Neural Network 

The research on Convolutional Neural Networks (CNN) began in 1962. After Hubel and 

Wiesel proposed the receptive field by studying the visual cortex of cats, in 1984, 

Fukushima proposed the concept of cognitive machines based on receptive fields. 

Machine is the first application of receptive field on neural network, which can be 

regarded as the first implementation of convolutional neural network. After many 

scholars in the later period of innovation, convolutional neural network has become the 

most representative network in deep learning. Convolutional neural networks have 

achieved great success in the image field, and CNN models have achieved excellent 

results in visual competitions based on the ImageNet [21] dataset over the years. 

Compared with traditional vision algorithms, CNN has the advantage of directly 

extracting features from the original image without pre-processing the image [22], 

thereby avoiding the problem of image information loss during the pre-processing stage. 

Figure 6 shows the convolutional neural network structure. The network structure has 

5 convolutional layers and 3 fully-linked layers. The final output layer uses the Softmax 

function to output 1000 classes. Equation 8 is the Softmax principle, with K output 

categories. The calculation process is: 

 

Fig. 6. Development stages of convolutional neural networks. 

 
 

 
exp

max , 0,1,2,..., 1
exp

i

i

j

j

a
soft a j k

a
  


                                            (8) 

Softmax maps the output of multiple neurons to the [0,1] interval when performing 

multi-classification, so it can be understood as a probability. The output of Softmax is 

equivalent to the probability distribution of the picture classified into each category. 

This function is a monotonically increasing function. The larger the input value, the 

greater the probability that the input image belongs to the category label.  
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 
 

 min 1, / 2
2

, , ,

max 0, / 2

/
N i n

i i j

x y x y x y

j i n

b a k a a
 

 

 
   

 
                                                   (9) 

In the formula, 
,

i

x ya  is the i-th convolution of the feature at the (x, y) position in the 

input feature, and then the result is obtained through ReLU. 
,

i

x yb  is the corresponding 

normalized result. N is the total number of convolutions, and 
42, 5, 10 , 0.75k n       is the hyperparameter. 

The network parameters are constantly adjusted when training the network. The 

changes in the network parameters at each layer will cause the input feature distribution 

of the latter layer to change. This phenomenon is called internal covariance change. 

However, it is necessary to adapt the parameters of each layer to the input when 

learning. Feature distribution. To this end, the data needs to be normalized. The purpose 

of normalization is to make the data mean 0 and unitized variance. The expression is as 

follows: 

 

    
 

k k

k

k

x E x
x

Var x




 
 

                                                             (10) 

However, this method will reduce the expressive ability of the convolution layer. For 

example: using sigmoid as the activation function. This method will limit the data to 

around 0 mean. Then, only the linear part of the activation function is used and the 

function of the non-linear part is not used. Makes the network expression ability poor. 

Therefore, the normalized data needs to be further processed to maintain the expressive 

power of the model. Its formula is as follows: 
       k k k k

y x  


                                                                (11) 

In theory, all the data must be processed every time, but the amount of data processed 

by the convolutional neural network is huge. Each time all the data is processed will 

significantly increase the amount of calculation, so the data is processed in batches. Let 

each batch of input data be:  1 2, ,..., mB x x x . The output is:  ,i iy BN x  .  

 

 

22

1 1

,
2

1 1m m

B i B i B

i i

i B
i i i i

B

x x
m m

x
x y x BN x 

  


 

 

 

  


   



 


                                        (12) 

In order to extract signal features more comprehensively, the research direction of 

deep learning from 2014 has mainly focused on building deeper network structures, but 

increasing the model will reduce the network computing efficiency. Making use of 

computing performance has become the focus of research. 
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5. Face Recognition For Deep Learning Transfer Components 

Since AlexNet won the championship in the ImageNet competition in 2012, deep 

learning has received unprecedented high attention in the field of machine learning. In 

recent years, a large number of papers on deep learning have emerged, but until now, 

deep learning is still a black box. You can't feel it, and you can't explain and deduce it 

with theory. Because CNN has a good hierarchical structure, this article analyzes its 

mobility by using CNN's feature extraction rules. The regularity of CNN's face feature 

extraction is shown in Figure 7. 

 

Fig. 7. Neural network for facial feature extraction. 

This article trains the AlexNet network on the Pytorch framework, using the 

ImageNet training set, which has a total of 1000 classes. In the experiment, it was 

divided into A and B, each of 500 types. The AlexNet network has a total of 8 layers. 

Except that the 8th layer is a classification layer, this article analyzes the layers 1 to 7 

layer by layer. The analysis method is: take the data of category B as the reference 

standard, fix the first n layers of network A, then initialize the remaining 8-n layers, and 

then classify B. This process is called AnB. The corresponding BnB is to fix the first n 

layers of the trained B network, initialize the remaining 8-n layers, and then classify the 

type B data. This process is called BnB. AnB and BnB network structure is shown in 

Figure 8. 
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Fig. 8 AnB and BnB network structure. 

 

Figure 9 shows the results of AnB and BnB experiments. From the figure, it can be 

analyzed that for BnB, the first 3 layers of the trained model are tested and there will be 

no loss of model accuracy. At the 4th and 5th layers, the accuracy is reduced but It's not 

too bad. The accuracy has obviously improved by the sixth and seventh layers. The 

reason is that the fourth and fifth layers are in the back part of the network. The 

extracted features are relatively specific, so the accuracy will decrease when the training 

samples change. Layers 6 and 7 learn again on the basis of abstract features to improve 

accuracy, which is exactly the effect required for transfer learning. For BnB + (BnB plus 

fine-tune), the whole result is not changed, which shows that fine-tune can promote the 

model well. The migration effect of AnB and AnB + is more convincing, because this is 

the migration of two different network-trained models. For AnB, the first 3 layers of 

network A are migrated to network B, but its accuracy is not affected. This proves once 

again that the first three layers of the network have learned abstract features, and the 

accuracy has begun to decline when it migrates to the fourth to fifth layers, which shows 

that the deeper the network, the more specific the extracted features. However, the 

accuracy of the 6th to 7th layers has decreased after a slight improvement. This is 

because the features of the 6th to 7th layers are not updated, the learning ability is poor, 

and the features extracted from these layers are the most specific. With the addition of 

fine-tune to the AnB + network, all layers performed very well and even exceeded 

baseB. 
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Fig. 9. AnB and BnB experimental results. 

In order to exclude the accidental grouping of ImageNet data, that is, the data in the 

two groups are similar, for example, there are dogs in class A and dogs in class B. Then 

this will cause B to get better results when migrating A, Re-classify to ensure that there 

are no similar pictures in groups A and B, and repeat the above experiment to achieve 

the same results as the previous one. Figure 10 shows the experimental results. 

It can be concluded from Figure 10 that the deeper the CNN network, the more 

specific the features learned, resulting in the performance of the model decreasing with 

the deepening of the network layer where the features are migrated, so the previous 

abstract feature layer is more suitable for migration. In addition, adding fine-tune to the 

transfer learning overcomes the differences between the data and can significantly 

improve the accuracy and help network migration. 

 

Fig. 10. AnB and BnB experimental results after removing similarity of samples. 

Through experiments comparing the effects of network migration in the middle of the 

three frames, it was found that the optical face features extracted on the VGGFace 

framework and the sketch face features are best integrated. Therefore, this article divides 
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the VGG16 network into the first, middle, and last three parts. The first part is the first 

to fourth layers of the network, the middle part is the fifth to tenth layers of the network, 

and the second part is the eleventh to sixteenth layers of the network. The facial features 

correspond to sketch faces, and finally they are adapted using JDA. Finally, the sketch 

faces and corresponding optical faces are used to train and test the model. 

 

Fig. 11. The effect of the number of sketch face samples on the accuracy of the model. 

From the experimental results shown in Figure 11, it can be seen that the features 

extracted in the middle part of the network are best suited for sketching the face. It is 

verified again that the face features extracted in the middle part of the CNN are most 

suitable for migration. The main role of this figure is that it proves that By extracting the 

optical face features from the CNN and adapting them to the sketch faces, it can 

effectively reduce the training samples of the sketch faces. Comparing Fig. 11, it can be 

seen that when the optical face features are not extracted from the CNN, 10,000 sketch 

faces are trained with the highest accuracy. It can reach 78.2%. After extracting the 

optical face features from CNN to match the sketch face, the accuracy of 2,000 sketch 

faces can reach 75.1%, and the accuracy can reach more than 82.3% when the number 

of sketch faces is 4,000. When the number of sketched faces reaches 6,000, the accuracy 

can reach 95.2%. When the number of sketched faces continues to increase to 8,000 and 

10,000, the accuracy increase is not obvious, and the highest can only reach 97.4%, 

which indicates the success of this paper. The problem that the accuracy of the sketch 

face cannot be increased due to insufficient training samples for the sketch face is 

solved. 
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6. Conclusion 

In this paper, an adaptive scale feature extraction method is proposed to build the sketch 

face training sample. Optical face features are extracted from the central network layer 

of CNN. Good results have been achieved through JDA [23] and sketch face adaptation. 

The performance of this method is analyzed through test results. It is found that the use 

of JDA + CNN can make sketch face recognition accuracy. It reaches about 97.4%, and 

the accuracy has been slightly improved compared with the traditional sketch face 

recognition algorithm. Its outstanding performance is reflected in the fact that it can 

effectively reduce the sketch face training samples. By analyzing the role of each layer 

of the convolutional neural network, reveal the basic principle of convolutional neural 

network, point out the direction for transfer learning. 
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